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Abstract

This thesis deals with two central challenges in the online evaluation of
rankers for information retrieval: (i) The design of multileaving algorithms
and (ii) how best to manage the exploration-exploitation tradeoff associated
with online evaluation using multileaving.

Multileaving is an online evaluation approach where the ranked lists pro-
duced by a set of rankers are combined to produce a single ranked list which
is presented to users of a system. The quality of the rankers is then inferred
based on implicit user feedback, i.e. which items the user clicks on. Multi-
leaving is a generalization of interleaving, which differs from multileaving in
only combining pairs of rankers at a time. Multileaving has been shown to
reduce the quantity of feedback needed in order to evaluate rankers relative
to interleaving.

We show that prior multileaving methods can be much less accurate than
previously believed. In particular, prior multileaving methods fail to account
for the interaction between how they create the multileaved lists presented
to users, and how they use implicit feedback to infer the relative qualities
of rankers. This can result in the quality estimates of prior multileaving
methods depending on artefacts of the multileaving process, rather than the
quality of the rankers being evaluated.

We introduce two new multileaving algorithms. Sample-Only Scored
Multileaving (SOSM) is the first multileaving algorithm to scale well with
the number of rankers being compared, without introducing substantial er-
rors. Multileaving using Importance Sampling (MIS) is the first multileaving
algorithm for which we can provide provable guarantees regarding the accu-
racy of evaluation.

Multileaving evaluates a chosen set of rankers. However it does not
address how to choose these rankers. This is a classic exploitation versus
exploration problem. On the one hand we would like the multileaved list to
contain relevant documents, i.e. we should exploit the rankers we believe are
good. On the other hand, other rankers may be better, i.e. we should explore
rankers we are uncertain of. This problem has been previously framed as a
dueling bandit problem when evaluating rankers using interleaving.

We extend the dueling bandit framework to managing the exploration-
exploitation tradeoff associated with most currently existing multileaving
algorithms. This is designed for algorithms where the outcome of the multi-
leaving is a binary outcome, reflecting whether one ranker was better than
another in a comparison. For this setting we introduce multi-dueling ban-
dits, and show that regret can be reduced by orders of magnitude relative
to what is attainable for dueling bandits.

For managing the exploration-exploitation tradeoff associated with mul-
tileaving algorithms such as MIS, which output absolute scores for rankers,
we introduce a new variant of the bandits with multiple plays setting. This
distinguishes itself from previous multiple play settings in that the number
of arms to be played at each iteration is not fixed. Thus, it is possible to
converge on exclusively selecting the best arm.
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Chapter 1

Introduction

1.1 Online Evaluation in Information Retrieval

Ranking is a central problem underlying many of the most important ser-
vices on the web today. Examples of applications include the need to rank
search results for a web search engine or to rank products for recommen-
dation in e-commerce. This thesis explores the use of multileaving for the
online evaluation of ranking algorithms in information retrieval (IR). This
section explains why evaluation of ranking algorithms, also called rankers, is
a central problem in IR and related fields; why online methods are such an
important part of ranker evaluation; and finally, why multileaving methods
have the potential to solve many of the problems faced when attempting to
evaluate rankers online.

Since ranking is such a central task for many applications, engineers
and researchers make considerable efforts to develop and optimise ranking
algorithms. Furthermore, because of the huge volumes of users on many web
services, the potential impact on revenue of even very small improvements
in ranker quality can be immense. It is therefore of critical importance to
be able to reliably evaluate even very small differences in ranker quality.
There are most often few theoretical guarantees that a particular ranking
algorithm is good, so the cornerstone of ranker evaluation is thorough and
careful empirical validation [36].

Ranker evaluation methods can be divided into three broad categories:
Offline, online, and lab-based studies.

1.1.1 OfHine Evaluation

Offline evaluation was long the dominant form of evaluation used in IR,
and most commonly followed the Cranfield paradigm [96]. Here the starting
point is a test collection; consisting of queries describing some information
needs; documents, which can be web pages, tweets, images etc.; and rele-
vance judgements, explicit judgements of how relevant the documents are to
the given information need. Given this test collection we can then evaluate
a variety of rankers according to various metrics most often measuring how
highly the rankers place documents judged relevant. Relevance judgements,
and the associated metrics, will be described in more detail in Sections 2.2.1
and 2.2.2 respectively. This approach provides a repeatable experimental
setup on which experiments can be run quickly once the test collection has
been created, and for which it is simple to carry out statistical tests to verify
whether observed results are significant.

A key limitation of this experimental setup is the reliance on relevance
judgements. Human judges have to estimate the relevance of documents to
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often ambiguously described information needs, which may be unrepresenta-
tive of the information needs of real users. This can be expensive, and cannot
be done exhaustively for large collections. Furthermore it can be difficult
for judges to decide which documents are really useful to the end user. In
particular, since the judges are often not involved in authoring the queries,
they may themselves misunderstand the information need represented by the
queries. Furthermore, a judge can only guess at the utility of a document
in a personalised search setting, and judging cannot be easily updated to
take into account new information, something that may be highly important
for news retrieval. Finally, although the metrics used in offline evaluations
measure certain notions of ranking quality, improvements in these metrics
do not correlate consistently with increases in user satisfaction [96] or sys-
tem revenue, which can often be the ultimate standards by which we wish
to evaluate a ranking algorithm.

1.1.2 Lab-based Studies

Lab-based studies involve inviting users to participate in controlled exper-
iments, where their experiences can be evaluated explicitly [10]. Unfortu-
nately, although lab studies can provide feedback which is difficult to obtain
otherwise, they are expensive, problematic to replicate and scale up, and
since the number of users is generally small, it can be difficult to obtain a
representative sample of the entire population of users for which the evalu-
ation is meant to hold. A further limitation of lab-based evaluations is that
participants may behave differently in a laboratory environment to how they
would in more natural use cases [62].

1.1.3 Online Evaluation

Online evaluation of rankers is the evaluation of rankers in a fully function-
ing system based on implicit measurement of real users’ experiences of the
system in a natural usage environment [53].

By evaluating in a natural usage environment, i.e. based on how people
use the system in their day-to-day lives, we can avoid a key problem of offline
evaluation methods, that they can only approximate a real user’s feedback,
and we can avoid the possible distortions that can occur due to the less
natural usage environment present in a lab-based study. Furthermore user
behaviour can be easily logged with no additional effort from the user. This
provides online evaluation methods with inexpensive access to large amounts
of timely training data [26]. On the other hand, the implicit measurement of
feedback, meaning the logging of clicks and other user behaviours, is noisy
and difficult to interpret. As a result, these large amounts of training data
are necessary to reliably infer quality differences between rankers. A click
during a web search session can be a mistake, or even if it is not a mistake,
cannot be interpreted as an absolute signal of quality. Instead, a click on a
given document may only support the relative judgement that this document
was more useful than the other documents inspected by the user.

One of the key drawbacks of online evaluation methods is that the out-
puts of new, potentially poor, rankers are presented to actual users. If a new
ranker is poor, users will be presented with poor results and, in the worst
case, might abandon the service [54]. Conversely, if new rankers are not
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presented there is a risk of overlooking better rankers in the pool of rankers.
In online learning the question of determining a proper exploration level is
known as the exploration-exploitation tradeoff, an issue we will return to in
Section 1.1.4, and which will be a major focus of this thesis.

The gold standard for online evaluation of rankers is A /B testing of the
rankers on separate random subsets of the users or queries [99]. A/B testing
allows for rankers to be compared on real users, according to the exact,
specific use case that the experimenter wishes to examine, and according to
the exact metric by which the experimenter measures success. The primary
cost associated with A/B testing is the number of user impressions that are
required to reliably distinguish performance. Since we can measure exactly
what we want with A/B testing, the goal of alternative online evaluation
methods should be to replicate the expected outcomes of A/B tests, while
requiring fewer user impressions than A /B testing.

In online evaluation, it is often easier for users to make relative judge-
ments, rather than absolute judgements. For example, it is easier for a user
to say that document A is more relevant for a certain query than docu-
ment B, than to say how relevant each document is. This intuition partly
motivates the introduction of interleaving as a method to compare rankers.
Interleaving methods have two stages, and compare pairs of rankers by first
combining the ranked lists produced by each ranker into a single ranked list
and displaying this list to the user. They then infer which ranker is better
from implicit feedback, e.g. clicks, collected from the user. This approach
has the benefit that the comparison is carried out on the same user, elimi-
nating the between user variance which would affect a comparison between
rankers A and B on separate users. Interleaving methods were found to
require 1-2 orders of magnitude less interaction data than absolute metrics
to detect even small differences in retrieval quality [26]. Additionally, it has
been shown that the credit inference stage of interleaving methods can be
tuned so that their outcomes agree well with the relative outcomes of A/B
testing [99].

Multileaving is a generalisation of interleaving that allows more than two
rankers to be simultaneously compared [102, 98, 17]. In this case, K > 2
rankers are compared by creating a new ranked results list that consists of
documents selected from the documents retrieved by the K rankers and then
inferring based on the user’s clicks how good each ranker is. Multileaving
has been shown to use click feedback more efficiently than interleaving [102].

Like interleaving, multileaving methods have two distinct stages; the first
stage involves sampling the documents to be displayed to the user, and the
second stage assigns credit to the rankers based on the user’s clicks. The
sampling stage is often a straightforward generalization of those proposed in
the interleaving literature, for example one method is to randomly order the
rankers and then, in turns, sample the top remaining document from each
ranker. These sampling strategies are not uniform, i.e. some documents are
much more likely to be sampled than others. One of the main contributions
of this thesis is to show that for multileaving, the expected outcome of the
credit assignment stage is affected by the probabilities of the documents be-
ing sampled during the first stage. Specifically, the ranker quality estimates
in multileaving methods are skewed by artefacts of the sampling process, and
this can cause substantial errors in the accuracies of multileaving estimates
of ranker quality.
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Multileaving offers dramatically improved efficiency over interleaving, al-
lowing large numbers of rankers to be compared with very little interaction
data, however this comes at the price of the above described problem which
can affect the accuracy of the comparisons. One of our main contributions
will be to provide a multileaving algorithm which solves this problem using
importance sampling.

1.1.4 Exploration-Exploitation Tradeoff

Finally, we return to what we earlier described as one of the main issues when
attempting to carry out online evaluation of rankers, the risk of displaying
results from suboptimal rankers to the user. Interleaving and multileaving
address the problem of how to compare rankers simultaneously, but do not
address the critical question of what rankers to choose for each comparison,
i.e. to resolve the exploration-exploitation tradeoff. This is critical since
we would like to minimize how often we show poor results to the user even
as we evaluate rankers of uncertain quality. Dueling bandits is an elegant
mathematical framework that provides a principled way for dealing with the
exploration-exploitation trade-off in learning with relative preference feed-
back from pairwise comparisons [123]. It has been successfully applied to
online ranker evaluation based on interleaving [132, 133, 131]. Prior to the
work contained in this thesis, there was no equivalent to the dueling bandits
framework for multileaving. We describe our extensions of dueling bandits
for use with multileaving in the next section.

1.2 Main Contributions

In this thesis we explore the problem of online evaluation using multileaving.
Our main contributions can be separated into multileaving contributions and
contributions to managing the exploration-exploitation tradeoff faced when
carrying out online evaluation of rankers using these multileaving meth-
ods. The multileaving contributions are two multileaving algorithms and
the discovery that a key property of the multileaving setting causes prior
multileaving methods to be error prone. The contributions to managing the
exploration-exploitation tradeoff are two corresponding algorithms for man-
aging this tradeoff with two different classes of multileaving algorithms. We
begin by describing our multileaving contributions.

Sample-Only Scored Multileave (SOSM) [17] is the first multileaving
method to scale well with the number of rankers being compared, with-
out introducing substantial errors. The central idea of SOSM is that rankers
are evaluated only on the basis of their relative rankings of the documents
included in the multileaved ranking. This means that each recorded click
can be used to infer something about the relative quality of each pair of
rankers, but no ranker is unfairly advantaged by having more of its highly
ranked documents in the multileaved list. This efficient use of feedback al-
lows SOSM to estimate the relative qualities of rankers, even after very few
comparisons, regardless of how many rankers are being compared. SOSM
was found to be substantially more efficient than prior multileaving meth-
ods, with prior methods often requiring twice as many user interactions to
obtain similarly good ranker quality estimates [17].
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The main non-algorithmic contribution of this thesis is that we demon-
strate that multileaving methods need to properly account for the proba-
bility of a document being presented to the user in order to score rankers
correctly. Prior multileaving methods, including SOSM, did not properly
account for this, and consequently, and contrary to initial evaluations of
multileaving methods, they are prone to being inaccurate. Concrete exam-
ples of how this affects the various prior multileavings methods are provided
in Section 2.3.5.1.

The second multileaving algorithm contributed as part of this thesis,
Multileaving using Importance Sampling (MIS), is the first multileaving al-
gorithm to properly account for the probabilities of documents being pre-
sented to the user when scoring rankers. This is therefore the first multileav-
ing method, which can reliably be used to accurately estimate the quality of
rankers. MIS was shown to be highly accurate, scale well with the number of
rankers being compared, and was shown to reliably evaluate rankers accord-
ing to many different important information retrieval metrics. Finally, MIS
is the first multileaving method that can be used in an unbiased manner on
historical interaction data. This is possible since the importance sampling
in the scoring function allows MIS to compensate for the difference in proba-
bility that a given document was presented to the user in the historical data,
and the probability that the document would be presented to the user if a
new multileaving was performed.

Since online evaluation of rankers involves displaying results from poten-
tially inferior rankers to end users, a critical task is to balance the result-
ing exploration-exploitation dilemma when employing multileaving methods.
Our main contributions in this area are given below.

We extend the dueling bandit framework and propose a Multi-Dueling
Bandit algorithm that provides an intelligent selection of rankers for simul-
taneous comparisons based on upper confidence bounds, and improves the
trade-off between exploration and exploitation[18]. This MDB setting as-
sume binary relative scores for each pair of rankers being compared at each
iteration, and is therefore applicable to use with multileaving algorithms
such as SOSM, but not MIS, which produces non-binary scores for rankers
at each comparison. With the MDB algorithm, performance, in terms of
how many results from suboptimal rankers are displayed to users, was found
to scale much better with the number of rankers being compared, and can
be orders of magnitude better than that obtained by prior dueling bandit
algorithms.

Our final contribution is a new Bandits with Multiple Plays setting ap-
plicable to absolute scores, such as those produced by MIS. Our algorithm
for this setting performs similarly to our MDB algorithm, and give orders of
magnitude improvements in performance over state-of-the-art dueling bandit
algorithms.

In summary, this thesis advances the state of the art in multileaving to
the point where multileaving methods combine efficiency and accuracy. To-
gether with our work demonstrating how the exploration-exploitation trade-
off can be handled using multileaving, this provides a promising avenue of
future research into new applications of multileaving. Although the results
presented in this thesis are promising, the experiments were all carried out
on simulated users. This has become the standard in the interleaving and
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multileaving literature, however more work is required to verify to what
extent the findings on simulated users agree with evaluations on real users.

1.3 Thesis Overview

We have just introduced and motivated the main topics of this thesis, and
given an overview of our main contributions. In Chapter 2 we provide the
necessary background material to understand the main parts of the thesis.
In particular, Sections 2.3 and 2.4 describe the material and related work
necessary to understand and contextualise our multileaving and bandit con-
tributions respectively.

Chapter 3 introduces our new multileaving algorithms and provides a
thorough evaluation of these algorithms relative to the prior state of the art
in multileaving. Chapter 4 introduces our corresponding new bandit settings
and algorithms for managing the exploration-exploitation tradeoff associated
with online evaluation using multileaving algorithms.

Finally in Chapter 5 we summarise our main findings and present per-
spectives on potential areas of future work in online evaluation using multi-
leaving.

The work in Section 3.2 is adapted from work published in [17]. The work
in Section 3.3 has been submitted to CIKM 2017. The work in Section 4.1
is adapted from work published in [18].



Chapter 2

Background

2.1 Information Retrieval

Much of the research on ranking algorithms has been done within the context
of information retrieval. We therefore provide a brief introduction to some of
the most important concepts. Information retrieval (IR) deals with finding
material, often text, but also many other forms of material, usually of an
unstructured nature, that satisfies an in an information need from within
large collections [79].

Thus the central task in information retrieval is finding information that
satisfies an information need, and ranking this information according to some
measure of how well it satisfies the information need. As noted in the in-
troduction, decades of research and engineering have gone into developing
better ranking algorithms to assist in this task, and these competing al-
gorithms need to be evaluated in order to decide which to use for a given
situation. A central problem, which can be the bottleneck in improving IR
systems, is that the evaluation required to confirm a potential improvement
can be time-consuming and costly [71].

2.1.1 Ranking Models

Since this thesis concerns the evaluation of ranking algorithms, we will now
briefly introduce some of the key concepts in ranking within text informa-
tion retrieval. In particular we will focus on ranking models, which model
the assumptions we make about how ranking should be carried out, and
which have played an important role in the development of many ranking
algorithms [36].

Most early information retrieval systems, and many current email search
systems [24], employ a boolean retrieval model. Here the retrieval task
is considered as a filtering process. In response to a query ’jaguar NOT
car’, a boolean retrieval algorithm would return all those documents in the
collection which contain the word ’jaguar’ but do not contain the word ’car’.

The boolean retrieval model is attractive for its simplicity, and the fact
that its outputs are predictable to the user. However many evaluations
have found that boolean retrieval systems perform worse than algorithms
which attempt to weight terms according to notions of importance or rele-
vance [95]. Additionally, boolean retrieval systems can perform particularly
poorly for inexperienced users, who either cannot properly formulate their
queries, or struggle to understand what terms are useful for filtering through
the collection [36]. Despite these apparent shortcomings some studies have
found that users, particularly those that consider themselves experts, prefer
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boolean retrieval systems [115, 52]. This apparent preference for boolean re-
trieval needs to be interpreted carefully however, in particular, since boolean
retrieval systems were much more prevalent when those studies were carried
out, and the user preferences might partly reflect greater familiarity. Note
that even today, purely boolean retrieval can be important in areas such as
patent retrieval, where recall is highly important [22].

The wvector space model became the dominant model for ranking algo-
rithms in the 1960’s and 1970’s [22]. Unlike the boolean retrieval model,
it provides a simple framework for incorporating concepts like term weight-
ing and ranking [36]. Rankings can be inferred from an ordering on the
distances between vectors representing the query and the documents in the
collection. Unfortunately, although providing a simple framework, the vec-
tor space model provides little guidance for choices of how to practically
incorporate the various elements like term weighting, or choice of distance
function into a ranking algorithm [36].

One of the most important concepts underlying many of the most suc-
cessful ranking algorithms is #f-idf term weighting. Here tf stands for term
frequency, the number of times a term occurs in a document and idf stands
for inverse document frequency, the inverse of the number of documents in
the collection containing a term [105]. The tf-idf weighting is a product of
these two factors. This reflects the intuition that a document containing a
term many times is more likely to be about the term than one which con-
tains the term only a single time, and that a term which is contained in
many documents might not be very discriminative for deciding what those
documents are really about.

There have been many models that could be described as probabilistic in
IR, but the probabilistic model for IR is usually used to refer specifically to
methods arising from the work of Stephen Robertson, Karen Spéarck Jones
and their collaborators beginning in the 1970’s [22]. The probabilistic model
starts from a basic assumption that if an IR system ranks the documents
in the collection according to their probability of relevance, the overall ef-
fectiveness of the system to its user will be the best that is obtainable [92].
Note that this assumption can be regarded as an oversimplification, since it
ignores document dependencies such as the desire to present a diverse set of
documents to the user.

Nonetheless it proved extremely successful, and one instantiation, BM25
is one of the best performing non machine learned algorithms in IR [91].
BM25 combines a tf-idf weighting scheme with a document length normal-
isation to reflect the fact that a term which occurs a number times in a
short document might reflect relevance to a greater extent then the occur-
rence of that term the same number of times in a long document, such as an
encyclopaedia.

Language models are used in diverse fields such as machine translation,
speech recognition and information retrieval [10]. A language model is a
probability distribution over a sequence of words or phrases, which models
how likely each word or phrase is to appear in a given text. They can be
used for retrieval by first generating language models for each document
and then seeing which document language model has the highest probabil-
ity of generating the query string [35]. Since many words would have a
zero probability of occurring in a language model based purely on the indi-
vidual documents, language modelling techniques often employ smoothing
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techniques which provide a transition between the document language model
and the collection language model [127].

We have until now only discussed ranking models in terms of how they
match documents to queries by considering things like term and document
frequencies. This focus on the match between query and document ignores
two other types of signal which might be important in IR: Query-independent
properties of the document, and document-independent properties of the
query. The fact that a document appears to be about the same topic as
a query might be reflected in the term frequencies, but a web page could
still be undesirable to a user because it is spam. More generally, the link
structure of the web can be used to infer the importance or trustworthiness
of a web page [59], for example in the PageRank algorithm [86]. A simple
example of an important document-independent property of the query is
that the location from which the query 'weather’ is issued can be the main
determinant of what results a mobile phone user is looking for.

An additional important consideration, identified very early in the his-
tory of information retrieval is the vocabulary mismatch problem [94, 34].
This is the problem that a single concept or thing can have several names.
In recent years semantic search has become an increasingly important area
of research in IR. Here semantic search means that rather than just trying to
match query to topic based on the words of the query, we instead try to use
the meaning of the query [47]. This has led to the development of extensions
of vector space models [114], and language models which, for example, use
word embeddings to circumvent the vocabulary mismatch problem.

We have described some of the most important models for text retrieval,
but we have ignored the fact that many of the ranking algorithms derived
from these models have parameters that need to be tuned in order to max-
imise their performance for a given application. BM25 has two parameters;
models like BM25F [91] weigh different parts of a document differently, so
that, for example, the terms in the title of a web page might be considered
more important than those in the body of the web page; and a language
model smoothing technique such as Jelinek-Mercer has a parameter control-
ling how much the document or collection frequencies of terms are weighted.
Additionally, search engines may have many other useful signals such as
the time a query was issued; demographic information or search history of
the user who issued a query; the PageRank scores; and many other diverse
sources of information that could be useful in the retrieval task. Many of
these signals are complementary, and there is no obvious way to integrate
them by hand, necessitating a different method of best constructing a re-
trieval algorithm.

One of the most powerful techniques to arise in information retrieval
in recent years is that of using machine learning. Learning to Rank [78]
is concerned with using machine learning to learn ranking functions. Most
learning to rank methods have treated it as an offline supervised learning
task. There are three main approaches to this type learning to rank, point-
wise, pairwise and listwise approaches. Pointwise approaches attempt to
learn the relevance of documents. These can then be sorted to produce a
ranked list. Pairwise approaches learn to decide given a pair of documents,
which of the two is more relevant, an approach which can also be used to
infer a ranked ordering on the documents. Finally, listwise approaches at-
tempt to directly optimise the types of ranking metrics we will introduce in
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Section 2.2.2.

A different approach is to attempt to use online click feedback to carry
out online learning to rank. We will return to this topic after we have more
thoroughly discussed the use of online click feedback in Section 2.3.1.

The important thing to note about these retrieval models we have in-
troduced is that many of the decisions about parameters and about how
to combine models have little theoretical motivation. Furthermore, to the
extent that we can make theoretically well-founded decisions, these do not
necessarily correlate with improved retrieval performance [36]. As a result,
and in particular because of the growth of learning to rank approaches, the
number of ranking models which need to be evaluated for a given application
can be very large, necessitating inexpensive, scalable evaluation.

2.1.2 Personalization

Another trend that needs to be considered when deciding how to evaluate
IR systems is the increased tendency of IR systems to employ elements of
personalised search. For many applications, large potential improvements
in search quality are possible because of the difference between what the
average user is searching for, and what any one individual user is searching
for [113].

Personalised search systems require some degree of personalised or situ-
ational evaluation, since the potential benefits of personalisation apply only
on the individual level [39, 40]. In particular, this suggests that an eval-
uation based on a user’s own clicks should be preferable to attempting to
evaluate based on other people’s relevance judgements.

2.1.3 Aggregated Search

An important element of modern web search engines is that they aggregate
different types of results into a single results page that is displayed to the
user [82]. This aggregated search can combine elements of relevant news,
images, videos, as so called verticals in addition to the main results [3].

This presents additional challenges for IR evaluation methods, since these
often assume a simple ranked list layout [128]. We will see in the coming
sections that this presents a problem for both offline and online evaluation
methods.

2.1.4 Fundamentals of IR evaluation

Before going into the details of evaluation methodologies, we begin by consid-
ering some more fundamental questions regarding IR evaluation. Returning
to our definition of IR, we can regard information retrieval evaluation as the
process of assessing how well a system meets the information need of its users
[118]. An important consideration here is that the individual components
of the system can be less important than its overall performance [34]. As a
result, it may sometimes be desirable, as far as possible, to evaluate ranking
algorithms and other components of IR as they appear within those systems,
rather than as separate, independent components.

IR systems often face a tradeoff between two competing requirements,
the needs for effectiveness and efficiency. Effectiveness can be regarded
as including all aspects of the quality of the information presented to the
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user, and how well the user’s information need is satisfied, whereas efficiency
concerns the system’s resource consumption. The efficiency of a system can
be roughly broken down into three components; time efficiency, i.e. how fast
does the system serve its results; space efficiency, i.e. how much memory
or disk space does it require; and cost efficiency, i.e. how expensive is the
system to set up and operate [22]. For this thesis we restrict our attention
to evaluating ranking quality, an aspect of IR system effectiveness.

The interplay between effectiveness, efficiency, and user satisfaction is not
straightforward, with improvements in one aspect not necessarily correlating
with improvements in user satisfaction [44, 2]. As a result, in the ideal case,
evaluations cannot just focus on verifying that a change results in improved
effectiveness, but should also examine to what extent the improvements in
effectiveness translate to improved user satisfaction.

Traditionally, a fundamental concept in the study of IR system effec-
tiveness has been the idea of relevance [32, 88]. There is no unanimously
accepted precise definition for what relevance really is, but it can be regarded
as capturing to what extent a document retrieved by an IR system satisfies
the information need of the user.

Most traditional measures of effectiveness are based on how well a sys-
tem retrieves the relevant documents in a collection in response to a query
issued to the system. Two of the simplest and most important measures
are precision and recall. The precision of a system is the proportion of the
retrieved documents that are relevant, and the recall is the proportion of
the relevant documents retrieved by the system. Other important metrics
such as normalized discounted cumulative gain and mean reciprocal rank
will be introduced later, but for now we return our focus to relevance. More
specifically, in order to compute these metrics we first need to decide which
documents are relevant.

This has traditionally been done by appointing judges to assess how
relevant each document in the collection is to some query. Unfortunately
this is prohibitively expensive to do exhaustively for even moderately sized
collections, since it would require the relevance of each document in the col-
lection to be assessed against each query [10]. Instead, the top-k documents
retrieved by a group of reference rankers can be combined into a smaller
document pool for each query, and these documents can be assessed. Doc-
uments not included in the pool are assumed to be irrelevant to the query.
This approach, part of the Cranfield paradigm [118], has several potential
weaknesses [129] which we will discuss in more detail in Section 2.2.1.

Alternatively, systems could try to obtain explicit relevance judgements
directly from users, however this can be disruptive to the user experience,
and this approach is often considered of limited utility [63]. Instead, user’s
actions can be interpreted as implicit feedback regarding the quality of the
displayed results. Note that we cannot consider clicks on documents as direct
relevance judgements, since this implicit feedback is noisy, and prone to bias
which will be discussed in more detail in Section 2.3.1.
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2.2 Offline Evaluation of IR Systems

We briefly discussed offline evaluation, particularly that based on the Cran-
field paradigm, in the previous sections. We now consider some of the com-
ponents and strengths and weaknesses of offline evaluation methods in more
detail.

Recall that under the Cranfield paradigm the starting point is a test
collection [96]; consisting of queries describing some information needs; doc-
uments, which can be web pages, tweets, images etc.; and relevance judge-
ments, explicit judgements of how relevant the documents are to the given
information need. Given such a test collection we can then evaluate a variety
of rankers according to various metrics most often measuring how highly the
rankers place documents judged relevant. We will begin with a more de-
tailed discussion of the relevance judgements, since creating them presents
the biggest cost associated with Cranfield-style offline evaluation.

2.2.1 Relevance Judgements

Relevance judgements have traditionally required human judges to estimate
the relevance of each document relative to a query representing some infor-
mation need. These relevance judgements may be binary, indicating only
if a document is relevant or not, or graded, with, for example, a relevance
judgement of 4 corresponding to a highly relevant document, and decreasing
levels of relevance up to a relevance of 0 for a document which is not relevant
at all.

Perhaps the most well known problem with this setup is that for large
collections it is impractical to create relevance judgements for all the doc-
uments in the collection for each query. As a result, for example, the top
100 documents retrieved by some set of rankers would first be collected into
a document pool, and only the documents in this pool would then given
relevance judgements. The unjudged documents outside this pool would be
considered not to be relevant. The obvious problem with this approach is
that a ranker which retrieves relevant documents outside of this pool risks
having its performance underestimated by any metric using these relevance
judgements. This problem is known as pool bias, and is exacerbated by in-
creasing collection size, even if the size of the document pool is increased
too [20].

Early research suggested that this problem was negligible in practice [50,
129]. For example in [129] the rankers used to create the document pool were
assessed against the relevance judgements obtained when the documents
contributed by that ranker were excluded from the pool, and the relative
performances were found to be robust to this change. However later work
has suggested that this problem can substantially bias evaluations [20, 23],
and this bias can be particularly strong for systems radically different from
those used to create the document pool. An example of this could be that a
ranker which finds relevant documents based on semantic, rather than term
matching, would not be rewarded in the evaluation if the pool was created
purely by rankers which carry out term matching.

Since pool bias can be somewhat mitigated if the size of the document
pool is increased, it is important to be able to generate relevance judgements
in a cost-efficient and scalable manner. A promising tool for generating
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relevance judgements is crowd sourcing. Unfortunately it is well known
that crowd sourcing can be unreliable because of the non-expert nature of
participants, and the fact that their incentive is often to use the minimal
effort required [84]. Despite these risks, research suggests that although
individually less reliable than expert annotators, in aggregate crowd sourcing
can produce high quality relevance judgements [84, 14]

There are more fundamental problems with relevance judgements, than
just their incompleteness and the associated pool bias. Relevance judgements
generally assess documents against some notion of topical relevance, i.e.
if the documents are about the same topic as the information need, but
such judgements may not sufficiently weigh factors such as utility [32] or
diversity, and may not even be able to address a concept like personal or
situational relevance. Although specialised or graded relevance judgements
may approximate some of these factors, an unavoidable problem for any
relevance judgement is that certain aspects can only be assessed by the
users themselves [81].

Finally, we can try to interpret implicit feedback generated from click-
through data as relevance judgements. This is problematic, since clicks are
biased in a number of ways. They also suffer from a form of pool bias, since
documents not displayed to users cannot be clicked on. Furthermore there
are other biases which will be discussed in more detail in Section 2.3.1. As
a result, it is difficult to interpret clicks as judgements of a document’s rel-
evance in an absolute sense. However they can be interpreted as relative
relevance judgements between documents in a reasonably accurate manner
[58]. For example, a click on a document reliably suggests that it is more
relevant than a more highly ranked document which was not clicked.

2.2.2 Metrics

Given relevance judgements, a variety of metrics are used to assess the per-
formance of rankers. We will introduce some of the most important metrics
before discussing their relation to user satisfaction.

The precision of a system is the proportion of the retrieved documents
that are relevant, and the recall is the proportion of the relevant documents
retrieved by the system. Often it is considered more important for a ranker
to rank the top of its ranked list well than it is to assess how good the
documents ranked at lower positions are. This can be justified by the fact
that users are much more likely to actually look at the top ranked documents
[33]. Two rankers which each rank a single relevant document at ranks 1
and 100 respectively would have the same precision, even though intuitively,
the performance of the first ranker seems much better.

This motivates two variants of precision, Precision @ K (PQK) and
Average Precision (AP). PQK is defined as the proportion of documents
retrieved in the top K which are relevant, and

AP — kz P@’“,R“W (2.1)
=1

where n is the total number of retrieved documents, R is the set of relevant
documents and (k) is the relevance score of the document if the document
ranked at position k. This relevance score is 1 if the document is relevant,
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and 0 otherwise. Note that the cutoff version of Precision, PQK still suffers
from the problem that the order of items does not affect the score, as long
as they are contained in the top K. Conversely, AP rewards a ranker more
the higher it ranks relevant documents.

For certain types of use cases we might only be interested in how highly
a single item is retrieved, for example if a query is issued for a specific
website. For this type of navigational query, one possible metric could be
P@1. However this can be unstable, and would not distinguish between a
ranker which ranked the correct document at position 2, and therefore only
narrowly failed, and another ranker which placed that same document at
position 100. In such a scenario a more appropriate metric might be the
so-called mean reciprocal rank (MRR). The mean reciprocal rank over a set
of queries @ is

1Q

1 1
MRR = 0l ; rank(a)” (2.2)

where rank(q) is the rank of the first relevant document for query q.

The metrics we have described so far cannot take into account graded rel-
evance. We now introduce the normalized discounted cumulative gain which
has many variants. We will use a popular variant [61, 120] used in Lerot
[100], the software package which we have used for our experiments. We
first need to introduce the cumulative gain at K and discounted cumulative
gain at K, given by

K
CGaK =Y 2°0) —1 (2.3)
k=1

— loga(k + 1) (24)
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where §(k) is the graded relevance score of the document ranked at position
k. Then we can define
DCGQK
nDCGAQK = DOCAK (2.5)
where i DCGQK is the DCGQK score obtained if the documents are ranked
according to their graded relevance. nDCG is a popular IR evaluation metric
for graded relevance judgements [61, 120].

Surprisingly, given the widespread popularity of nDCG, user satisfaction
with the Google search engine has been found to be more strongly correlated
with CGQ10 and P@10 than DCGQ10 and nDCG@Q10 [2]. This finding
was subsequently contradicted in a much larger user study [97], which found
that nDCG@10 was more strongly correlated with user preferences than the
aforementioned metrics.

These somewhat contradictory results underline the fact that there is
a complicated interplay between offline measures of effectiveness and user
satisfaction [44, 2, 97]. In light of this complicated interplay, it is important
to empirically validate, through either online evaluations or user studies, the
findings of offline evaluations [60].
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2.2.3 User Studies

Lab-based studies involve users participating in controlled experiments, where
their experiences can be evaluated explicitly [10]. This provides a way of val-
idating the results of offline evaluations. However as already noted, there are
aspects of system effectiveness, particularly when dealing with personalised
search results, that can only be evaluated by the end users themselves [81].

Despite this, user studies can provide insights into what causes a system
to be perceived as effective or ineffective, such as why a user prefers one
result over another, that cannot be obtained by normal offline evaluations, or
through online implicit feedback. Additionally, user studies can be valuable
tools for validating the results of offline and online evaluations. However,
higher throughput evaluation methods are required for experimenting on the
hundreds of variants of their rankers that commercial search engines might
wish to evaluate at any given time [70].

A significant reason for this is that lab-based studies are expensive, dif-
ficult to replicate and scale up, and since the number of users is generally
small, it can be difficult to obtain a representative sample of the entire pop-
ulation of users for which the evaluation is meant to hold. An additional
limitation of lab-based evaluations is that participants may behave differ-
ently in a laboratory environment to how they would in more natural use
cases [62].

2.3 Online Evaluation of IR Systems

Online evaluation of rankers is the evaluation of rankers in a fully functioning
system based on implicit measurement of real users’ experiences of the sys-
tem in a natural usage environment [53]. The most common form of implicit
user feedback used in online evaluation is click feedback, and we will dis-
cuss how clicks can be interpreted, how we can model user click behaviour,
and some of the most important online evaluation methods in the coming
sections.

2.3.1 Interpeting Click Feedback

Logged implicit user feedback, e.g. clicks, has the potential to give informa-
tion about the effectiveness of search results. The fact that a user clicks on
a document could be taken as an explicit judgement that the given docu-
ment is relevant to the user. Unfortunately, user behaviours are noisy and
prone to a variety of biases which need to be accounted for [58, 90] when
interpreting clicks.

Position bias is the tendency of users to be more likely to click on docu-
ments ranked in a high position than those ranked lower [58]. This can have
a number of different causes, including that users tend to read the results
page from top to bottom and might stop before ever considering a docu-
ment with a low position. Additionally users might trust the search engine
sufficiently to assume that higher ranked documents are more relevant, and
might therefore click on a document purely because of their trust in the
search system.

Joachims et al. showed that the quality of the ranking influences the
user’s click behaviour [58], with users more likely to click on less relevant
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documents if the overall quality of the ranked list is worse. This makes the
interpretation of clicks as an absolute relevance judgement problematic. It
may be difficult to interpret clicks as absolute judgements, however clicks
can be interpreted as relative relevance judgements reliably [58, 90]. For
example, a clicked document at position 2 in a ranked list can be reliably
interpreted as being more relevant than an an unclicked document at position
1.

Another potential source of bias is presentation bias. Search engines
produce small snippets summarising parts of their retrieved documents and
users have been found to be more likely to click on documents with attractive
snippets, regardless of the actual relevance of the document [126]. This can
be particularly problematic from the point of view of preventing the ranking
of spam websites, since they might attempt to manipulate their snippets to
be unrepresentative of their real content.

Selection bias [119] is the phenomenon that the collection of queries
for which clicks are recorded is biased compared to the entire collection
of queries. This means that certain queries will occur less frequently in the
click log used for online evaluation than in the overall query log. An example
of this could be that queries asking about the weather are underrepresented
in the click logs, relative to how frequently they are actually issued, because
the user is presented with information directly in response to the query, and
does not need to click on any links.

Although clickthrough data is an important source of implicit logged
feedback, it is not the only type of feedback we can infer from search logs.
An example of another type of behaviour that can be used is abandonment,
where a user issues a query, but does not click on any results. This could
be considered a negative signal, since it may indicate that the user was not
presented with any useful results to click on. Conversely, it can also reflect
the fact that a user’s information need was met directly on the search page
as in the above weather query example, or if the information need is met
by one of the presented snippets. This type of good abandonment [76] can
be partly identified, for example by tracking cursor movement [57], or by
checking if the query was subsequently reformulated [51].

As a final example of a form of implicit feedback which could be used,
although it is not currently logged by search engines, eye tracking has been
found to be predictive of relevance [93, 46, 21].

Ranker evaluation methods which use click feedback must be carefully
designed to ensure that the above described biases do not impact rankers
unequally, and we will see in Sections 2.3.3, 2.3.4 and 2.3.5 that controlling
for bias is a central consideration when designing evaluation methods.

2.3.2 Click Models

If we can accurately model user click behaviour we can use these models to
design ranker evaluation methods which can control for the user biases. Fur-
thermore if the user models are accurate, simulations can provide valuable
insights into how well ranker evaluation methods perform, without having
to experiment with them on real users. Click models can also help motivate
the design of IR metrics [31].

As already noted, position bias is a key source of bias in clicks where the
presentation order of documents affects their likelihood of being clicked on.
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This problem is addressed by two of the most well known families of click
models: position based, and cascade click models [33].

Position based click models decompose the probability of a click into the
probability of looking at a document, given that it is at a given position,
and the probability that the document is clicked, given that it was looked
at. This can be regarded as a model where a user inspects the ranked list
from top to bottom, and has a relevance-dependent probability of clicking on
each document, and a fixed probability of stopping their examination of the
documents. Cascade click models instead let the stopping probability also
be dependent on the relevance of the document. This reflects the intuition
that if a user’s information need is fully satisfied by the first document
encountered, there is no need to look at any other documents. Cascade
click models have been found to significantly outperform position based click
models [33].

Cascade click models are very popular and have been used to simulate
experiments in most recent papers on interleaving and multileaving methods
[55, 102, 98, 17]. Work on more systematic simulations of information re-
trieval interactions is relatively recent but promises to provide more realistic
simulations [64, 9, 80].

Other, more advanced, click models which attempt to account for posi-
tion bias include the dependent click model [49], the user browsing model
[43], a dynamic bayesian network model [27] and the click chain model [48].
A survey of click models for web search that also account for important
aspects of search such as aggregated search, diversity and multiple sessions
is given in [28]. Recently, recurrent neural network and LSTM’s have been
used to learn click models directly from historical user interactions, without
first assuming that the user inspects the results page in a particular way
[15].

2.3.3 A/B Testing

An A/B test, sometimes also called a randomised, or controlled experiment,
in its simplest manifestation, is an online experiment where users are ran-
domly assigned to one of two variants of a system [71]. Relevant metrics can
then be collected based on implicit feedback and statistical tests can deter-
mine if there are significant differences between the two variants. Usually
the one variant of the system is the system as it is currently in operation and
the other variant is a modification with a single change whose effect we wish
to investigate. If the assignment of users between the variants is random,
and the only change between the variants is what we wish to investigate
[83], any difference in performance can be expected to be because of the
change in the new variant, since this is the only consistent difference. For
this reason A /B testing is considered the gold standard in online evaluation
[71], and commercial search engines run hundreds of concurrent A/B tests
on any given day [70].

A central focus in designing A /B tests is to select a good overall evalua-
tion criterion, according to which it can be decided which variant performed
better. Choosing this criterion is difficult because the criteria which might
ultimately be of most interest, such as user satisfaction or long term system
revenue, may not be directly measurable. We must therefore instead choose
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proxies based on immediate signals like clicks, which correlate well with the
long term goals [37, 71, 69, 41].

A /B tests can require hundreds of thousands of user impressions to detect
small differences between systems [26]. Given the number of experiments
that web service providers would like to carry out, the need to minimize
possible deterioration in the experience of the user base when testing mod-
ifications is a limiting factor on how many experiments can be carried out.
Another limiting factor, if either the user traffic is limited for a smaller web
service, or if the number of desired experiments is huge, is that there might
not be enough user impressions to test new variants as quickly as desired.
For this reason, it is highly important to be able to use user feedback effi-
ciently, and develop online evaluation techniques which require less traffic in
order to determine if one system is better than another [112, 38, 68, 67, 65].

2.3.4 Interleaving

One of the reasons A/B testing can require so many user impressions to
detect small differences in quality is that variants are not tested on the same
user impressions. If we evaluate two systems using A /B testing, one system
may initially encounter queries which are easier than those encountered by
the other system. This can be expected to even out over a sufficiently large
number of user impressions, but it presents an important source of variance
in the metrics being studied. We now introduce a method which allows this
source of variance to be eliminated.

Interleaving methods are an online evaluation approach where a pair of
rankers is compared by combining the ranked lists produced by each ranker,
displaying this combined list to a single user, and inferring which ranker is
better based on clicks collected from the user. Interleaving methods thus
have two stages, a document sampling stage where documents are sampled
from the ranked lists of the two rankers into the joint list displayed to the
user, and a credit inference stage where the rankers are given credit based on
the clicks. State-of-the-art interleaving methods include Team Draft Inter-
leaving [90], Probabilistic Interleaving [55], Optimized Interleaving [89] and
Generalized Team Draft Interleaving [66]. Interleaving methods have been
found to require 1-2 orders of magnitude fewer user impressions than A/B
tests [26].

However, unlike A/B testing, which does not make specific assumptions
about the presentation of the results, interleaving methods generally assume
that the documents are presented in a single ranked list. Recently, interleav-
ing methods have been developed to handle more general settings, including
other layouts of the retrieved results, such as grid layouts [66], and have
also been extended to enable the interleaving of aggregated search results
[29, 30].

Finally, work has been carried out on how to optimise the credit inference
stage of interleaving to agree with specific A/B testing user satisfaction
metrics [99]. This is important since we saw in the previous section that
there has been a lot of research on what metrics make sense for A /B testing,
and we would like to be able to retain agreement with these metrics in the
interleaving setting.
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2.3.5 Multileaving

Schuth et al. generalised interleaving to simultaneous comparisons of more
than two rankers, called multileaving, and introduced two multileaving meth-
ods: Team Draft Multileaving (TDM) and Optimised Multileaving (OM)
[102]. TDM works similarly to team draft interleaving: the multileaved
list is created in rounds, with each ranker contributing its highest ranked
remaining document to the multileaving, up to a predetermined length, usu-
ally fixed to 10, to reflect the fact that users often only look at documents on
the first page of the search engine results page. Note that in this case if more
than 10 rankers are being compared, some rankers do not receive an oppor-
tunity to contribute a document. Rankers are then given a credit for each
clicked document contributed by the given ranker, and a ranker is considered
to have won the comparison over another if it receives more credit. OM gen-
eralises optimized interleaving [89], and attempts to construct a multileaving
optimised for sensitivity, subject to certain constraints on the makeup of the
multileaved list, for example to ensure that the best documents according to
the individual rankers are used to create the multileaved list.

Before proceeding we note that we are primarily interested in three as-
pects of the performance of a multileaving algorithm: Firstly, how accurate
they are relative to some desired ground truth. Secondly, how quickly does
the multileaving method converge to varying levels of accuracy, i.e. how
many user impressions are needed to get to an error rate of 10%. We will
refer to this as the efficiency of the multileaving method. Finally, we are in-
terested in how these first two aspects are affected by the number of rankers
being simultaneously compared by the multileaving method. We will refer
to this as the scalability of the method. A more detailed discussion of the
problem setting for multileaving algorithms is given in Chapter 3.

Schuth et al. [102] found that TDM was substantially more efficient than
interleaving methods, meaning that fewer user interactions were required to
accurately determine pairwise preferences between rankers. They also found
that TDM was substantially more accurate than OM, and that TDM was
similar in accuracy to interleaving methods. Due to the poor accuracy of
OM reported in [102] we will not consider OM further.

Since TDM credits rankers only for clicks on documents drawn from the
corresponding ranker, TDM does not scale well to comparing more rankers
than there are documents in the multileaved list. Since users of search en-
gines typically only inspect the first results page, the multileaved list is
effectively only of length 10. We are often interested in comparing signifi-
cantly more than just 10 rankers, so there is a need for multileaving methods
which scale better to larger comparison sets.

Schuth et al. [98] subsequently proposed Probabilistic Multileaving (PM),
a generalization of probabilistic interleaving, which creates the multileaved
list in a similar manner to TDM, although with a probabilistic sampling of
documents. It then attempts to account for all the possible ways that a
document could have been sampled into the multileaved list. This approach
overcomes the limitation of TDM that clicks on documents only result in
credit for a single ranker, limiting the scalability of TDM. PM was found to
be substantially more efficient and scalable than TDM, while demonstrating
similar accuracy. However, the experimental evaluations in [102, 98] were



2.3. Online Evaluation of IR Systems 21

only carried out on a very limited number of rankers, and results in [17]
suggest that the findings do not generalise.

2.3.5.1 Shortcomings of prior Multileaving Methods

We now note flaws in the prior multileaving methods.
The multileaving methods we have discussed above can be prone to errors
since they do not take into account the connection between the document
sampling stage and the credit assignment stage. As a consequence, TDM
can underestimate the quality of similar rankers, as the following simple
example demonstrates: Consider the case of three rankers, A, B, C. Assume
that rankers A and B have the same top ranked document, and that this
is different from the top ranked document of ranker C. When creating a
multileaved list of length 3, rankers A and B will be represented by either
their top ranked or second ranked document. However ranker C will always
be represented by its top-ranked document. Suppose that the top ranked
documents for all three rankers are relevant, whereas their second ranked
documents are not relevant. Then ranker C will outperform rankers A and
B according to TDM, even though A, B, and C are equally good. TDM
systematically underestimates the performance of rankers A and B. If the
number of rankers that rank documents at similar positions increases, this
underestimation of quality becomes more extreme. Thus, TDM does not
properly account for the fact that in its credit assignment stage, similar
rankers have to split the credit that they would receive from clicks on their
highest ranked documents. This is particularly problematic since agreement
between rankers can be a signal of good ranker quality.
Conversely, PM systematically overestimates the quality of rankers which
are similar to the other rankers in the comparison set as discussed in [17].
To understand this flaw, we consider PM in more depth. Suppose we have
a set R of rankers we wish to multileave. PM creates the multileaved list in
rounds. In each round a random ordering of the rankers is decided. Then, a
document is probabilistically selected from the next ranker in the ordering,
where the probability of drawing a document d from ranker R is determined
solely by the document’s rank and is given by Equation 2.6, where pos(d, R)
is the rank of document d according to ranker R, and D is the set of docu-
ments ranked by R.
N S
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(2.6)

Note that when a document is drawn, the document is removed from all
the rankers’ retrieved lists. In the next draw, the probabilities of the re-
maining documents are recalculated according to Equation 2.6, where the
rankings, pos(d, R), are now determined in the absence of previously chosen
documents.

In the credit inference stage, PM considers all possible assignments of
documents to rankers that could have occurred, i.e. from what ranker might
the given document have been sampled, and weight each assignment based on
its probability. A given assignment a of all the documents in the multileaved
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list has probability, P(a), given by

N
P(a) = H PRa(i) (dl)P(ch(z)) (2.7)
i=1

where NV is the length of the multileaved list and Pg,_ (d;) is the probability
of drawing document d; from its assigned ranker, denoted by R,;. This
probability is given by Equation 2.6, and P(R,;)) is given by 1/|R|. For
an assignment, a, Ranker R is given credit, or(a) equal to the number of
assigned documents clicked on. The total credit, og(A), assigned to ranker
R, is given by or(A) = >, c 4 0r(a)P(a), where A is the set of all possible
assignments.

PM overestimates the quality of rankers which are similar to other rankers
in the comparison set. This is because they can benefit from the presence of
documents contributed by similar rankers, and similar rankers will therefore
perform better according to PM than they actually do in practice.

To illustrate this problem, consider the following simple example: three
rankers and their corresponding retrieved lists: (Ry : dy,d2) (R2 : da,dy),
and (Rj3 : da,d;). The possible multileavings of length two, are {d;,ds} and
{da,d;}.

The former multileaving occurs with probability 0.37, and the latter oc-
curs with probability 0.63. To see this, we note that if the first document is
drawn from Rj, then according to Equation 2.6 the probability of d; being
drawn first, corresponding to the first of the two possible multileavings is:
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If the first document is drawn from Rs or R3, then according to Equation 2.6
probability of dy being drawn first is:

1
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Taken together we see that the probability of the multileaving {d;,d2} oc-
curring is:

1 8 1 1 1 1
390t 93 970

Suppose that d; and ds are both relevant and always clicked on, i.e. all three
rankers have equal performance. Even though the rankers are equally good,
Ry will lose to the other two rankers with probability 0.63 due to the fact
that when the multileaving {d;,ds} occurs, R; is given more credit in the
credit inference stage of PM, and if {ds2,d;} occurs, Re and Rj3 are given
more credit. Thus, in PM, the document sampling probabilities are higher
for documents ranked highly by many rankers, but the credit assignment
phase does not account for this.

Brost et al. proposed Sample-Only Scored Multileaving (SOSM) which
creates the multileaved list in the same way as TDM, but gives credit to
rankers based purely on how they would have ranked the sampled documents
in the multileaved list, as opposed to using the documents’ original positions
in each ranking to determine their scores. This allows an arbitrary number of
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rankers to be compared, overcoming a major shortcoming of TDM, without
introducing the inaccuracy present in PM. Brost et al. demonstrated that
SOSM was more efficient than previous multileaving methods, slightly more
accurate than TDM, and substantially more accurate than PM [17].

Unfortunately, like TDM and PM, SOSM fails to correctly account for
the relationship between its document sampling stage and the credit assign-
ment phase. Specifically, documents from rankers which are similar to each
other are more likely to be ranked highly in the multileaved list. Thus, if the
user exhibits position click bias, this can result in the similar rankers being
systematically favoured by SOSM over rankers which are dissimilar from the
other rankers in the comparison set. Furthermore, it was shown in [18] that
the estimates of SOSM can occasionally be distorted, in the sense that, de-
pending on which other rankers are being compared in a given multileaving,
SOSM can disagree with itself about the relative quality of pairs of rankers.

In Chapter 3.3 we propose using importance sampling to produce a mul-
tileaving algorithm which is unbiased. Note that in order to be unbiased,
importance sampling requires that all documents have a non-zero probabil-
ity of being sampled into the multileaved list in their position in the original
ranked lists. As such, importance sampling cannot be used to correct either
TDM or SOSM, since both algorithms use the same sampling algorithm
which always samples the top remaining document from a given ranker, and
therefore can have zero probabilities of sampling documents into their orig-
inal positions according to some of the rankers.

2.3.6 Counterfactual Evaluation

While importance sampling has not been previously used for multileaving, it
has been used for counterfactual evaluation. Counterfactual evaluation is a
form of online evaluation in which the experimenter has (almost) no control
over what is displayed to the user. Instead of interleaving or multileaving
documents from multiple rankers, a single logging/production ranker is used
but its result set may be randomly permuted. Counterfactual methods then
attempt to answer the question, based on logged feedback for the logging
ranker which is actually displayed to the users, of how a different ranker
would have performed, had it been displayed to the users [16]. In order for
this counterfactual evaluation to be unbiased, the above mentioned permu-
tations of the logging ranker must have a non-zero probability of producing
any ranked list that can be produced by the rankers that we want to evaluate
[75].

Importance sampling, and variants thereof, have been used in this coun-
terfactual setting [109, 110, 108, 77, 111]. To the extent that the assumptions
made by the counterfactual evaluation method are met, and if the logging
ranker is similar enough to the rankers being evaluated, counterfactual eval-
uation has many of the same advantages as interleaving or multileaving,
without requiring full control of what documents are displayed to the user.

Some of the disadvantages of counterfactual methods are that the more
dissimilar the rankers we wish to evaluate are to the logging ranker, the more
randomisation, or logged data is required to reliably evaluate the rankers.
In particular, increasing the randomisation in the results produced by the
logging ranker can produce unacceptably poor result lists to be displayed to
the end user.
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2.4 Online Learning

Recall that one of the key drawbacks of online evaluation methods such as
A/B testing, interleaving, or multileaving, is that we face a tradeoff be-
tween displaying the results that we believe are best to the user, or showing
results which will help us learn more about the quality of the rankers we
are evaluating, but at the cost of potentially showing poor results to the
user [54]. Resolving this exploration-exploitation tradeoff can be formalised
by different so-called bandit settings, depending on what online evaluation
methods we are considering. We will now introduce the relevant literature
corresponding to online evaluation using A /B tests, interleaving, and multi-
leaving

2.4.1 Bandits

We can regard online evaluation when using A/B testing as a sequential
decision making problem, where we face a stream of queries issued by users,
and for each query we wish to choose which ranker’s results to display to
the user. This approach can be modeled within the multiarmed bandit
framework [13], where we associate rankers with arms. At each iteration of
a multiarmed bandit game the player picks one of K possible arms (in our
case rankers) and observes the reward of that arm. Rewards of arms that
were not selected remain unobserved. The goal is to select arms, so that
the cumulative regret, defined as the sum of the differences across iterations
between the reward of the unknown best arm and the reward of the chosen
arm, is minimized.

2.4.2 Dueling Bandits

If instead of using A/B testing, we wish to use interleaving to compare
rankers, we can instead regard our situation as a sequential decision making
problem where we face a stream of queries issued by users, and for each
query we wish to choose which two rankers to interleave to the user. This
learning from relative feedback from pairwise comparisons can be modeled
as a K-armed dueling bandit problem [123]. The goal is to select pairs
of rankers, so that a mix of their rankings will be almost as good as the
ranking of the best ranker in the pool. (We note that the model permits
selecting the same ranker twice, as the first and the second element of the
pair.) There are several possible definitions of the best ranker for pairwise
comparisons. The most common definition is the Condorcet winner, which
is a ranker that is (pairwise) better that any other ranker in the pool. Note
that a Condorcet winner is not guaranteed to exist, for example in a situ-
ation with three rankers A, B, and C, where A wins in a comparison with
B, B wins in a comparison with C, and C wins in a comparison with A. Al-
though somewhat counterintuitive, this type of situation occurs frequently
for interleaving methods [42].

The K-armed dueling bandit problem was introduced by Yue et al. [123],
who also presented an algorithm called interleaved filtering (IF) for solving
it. In IF, arms are eliminated sequentially by comparing them with the best
currently known arm until they are defeated with sufficient confidence. Yue
et al. [125] subsequently proposed an improved algorithm called beat the
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mean (BTM). This algorithm attempted to reduce the number of compar-
isons needed by focusing on comparing the arm that had been used in the
least number of comparisons with a randomly sampled arm that had not yet
been eliminated. Yue et al. also presented experimental evidence confirming
the superior performance of BTM over IF.

Zoghi et al. [132] proposed an algorithm for the dueling bandit setting
based on the idea of relative upper confidence bounds (RUCB). The algo-
rithm maintains a relative upper confidence bound on the probability that a
given arm ¢ is better than another arm j. The algorithm then selects an arm
1 that might be the best, based on its upper confidence bounds relative to all
other arms, and then selects the challenger with the highest upper confidence
bound relative to i. This approach was shown to outperform both IF and
BTM. Zoghi et al. [131] subsequently proposed a divide-and-conquer algo-
rithm, MergeRUCB, extending their earlier work in [132]. MergeRUCB was
designed to perform well for problems involving a large number of arms. Ex-
tensive experiments by Zoghi et al. suggest that it substantially outperforms
IF and BTM, and that for large numbers of arms it outperforms RUCB too.

Komiyama et al. [72] proposed an algorithm, Relative Minimum Em-
pirical Divergence (RMED), which selects pairs of arms based on whether
an arm has not been compared with other arms sufficiently often, or if it
is not substantially beaten by many other arms. To decide if an arm has
been sufficiently explored it uses bounds based on the KL-divergence. They
showed that this algorithm outperformed RUCB and MergeRUCB.

Most recently, a new dueling bandits algorithm which selects both arms
using Thompson sampling has been found to outperform prior dueling bandit
algorithms [122].

Dueling bandits have been the focus of a lot of recent research, culminat-
ing in several new research directions and variants of the problem setting.
We will briefly summarise some of these directions here.

Since the Condorcet winner is not guaranteed to exist, there has been
work investigating algorithms given other concepts of winners, such as du-
eling bandits for a Copeland winner [130, 74] or for a von Neumann winner
[42]. A Copeland winner is a ranker for which the number of pairwise com-
parisons won by the ranker is greater than the number of pairwise wins of
any other ranker. A von Neumann winner is a probability distribution over
the rankers, such that in expectation a ranker drawn from the distribution
will defeat any other individual ranker.

It has also been shown that dueling bandits can be reduced to the stan-
dard multiarmed bandit setting [1]. Balsubramani et al. [12] provided the
first algorithms which take advantage of the specific problem instance to
produce instance dependent regret bounds. Finally, work on so-called ad-
versarial bandits, where the rewards for each arm are not assumed to be
identically and independently distributed, has been extended for dueling
bandits by Gajane et al. [45].

The dueling bandit problem setting is limited to pairwise comparisons.
We introduce a new problem setting, multi-dueling bandits [18], described
in Chapter 4.1, for regret minimisation when simultaneously comparing an
arbitrary number of arms. Subsequently, there has been further work on
multi-dueling bandits [107]. However, this work by Sui et al. restricted at-
tention to the case where the number of arms selected at each iteration is
fixed. Sui et al. also produced earlier work on the closely related problem
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of learning from subgroup rank feedback, although this problem setting dis-
tinguishes itself from our multi-dueling bandit setting in that the number of
arms selected at each iteration is again fixed [106].

2.4.3 Bandits with Multiple Plays

In Section 4.2 we introduce a new bandits with multiple plays setting appli-
cable, for example, to regret minimization when using a multileaving method
like our new Multileaving using Importance Sampling algorithm introduced
in Section 3.3.

There has been prior work on bandits with multiple plays [87, 116, 73],
but prior work was again restricted to the case where the number of bandits
selected at each iteration is fixed. This prior work is therefore not directly
applicable to the online ranker evaluation problem, where we wish to elimi-
nate arms as we become more certain that they are not optimal, rather than
continuously selecting a fixed number of rankers.
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Chapter 3

Multileaving for Online
Ranker Evaluation

We first introduce our multileaving problem setting in Section 3.1. Then we
present our proposed algorithms, Sample-Only Scored Multileave (SOSM)
[17] in Section 3.2, and Multileaving using Importance Sampling (MIS) in
Section 3.3. We present thorough experimental evaluations of SOSM and
MIS in Sections 3.2.2 and 3.3.3 respectively.

3.1 Problem Setting

We are given a set R of rankers and a set Q of queries. For each query
g a document set D, must be ranked. Each of the rankers produces its
own ranked list for each query. The ranked lists are then combined using
a multileaving algorithm to produce a single ranked list. This multileaved
list is then presented to a user, whose clicks are recorded. The multileaving
method must infer the quality of the individual rankers based on the user’s
clicks. A multileaving method therefore has two distinct phases, a document
sampling stage, where the multileaved list is created, and a ranker scoring
phase, where each ranker is given some score based on the user clicks.

Recall from Section 2.3.3 that A/B testing can be regarded as the gold
standard of online evaluation. We therefore regard the quality of a mul-
tileaving method as measuring its degree of agreement with A/B testing.
Ranker evaluation based on A/B testing involves randomly assigning users
to different rankers, and then for each ranker comparing the mean for some
metric across user impressions. A ranker has then outperformed another
ranker if its mean for the metric is greater than that of the other ranker.
Given a set of rankers and a metric, the expected scores for each ranker for
the metric on an A/B test induce an ordering on the rankers. We regard
the ground truth to be this ordering. Our primary error metric for a multi-
leaving method will be the percentage of pairwise errors in the preferences
inferred by the multileaving method relative to this ordering.

We are primarily interested in three aspects of the error metric: Firstly,
what amount of error would a multileaving method converge to, given an
unlimited number of user impressions. We will refer to this as the accuracy
of the multileaving method. Secondly, how quickly does the multileaving
method converge to varying levels of accuracy, i.e. how many user impres-
sions are needed to get to an error rate of 25% or 10%. We will refer to
this as the efficiency of the multileaving method. Finally, we are interested
in how these first two aspects are affected by the number of rankers being



28 Chapter 3. Multileaving for Online Ranker Evaluation

simultaneously compared by the multileaving method. We will refer to this
as the scalability of the method.

Note that for our experiments we do not have access to real users on which
we can carry out A /B tests. Instead of comparing the inferred preferences of
the multileaving against the ordering induced by their scores on A/B tests,
we will therefore use the ordering induced by an offline metric as our ground
truth. Unless otherwise stated, this metric will be the NDCG@10 score of
the rankers. This only requires relevance judgements in order to compute
the NDCG@10 score, and these are provided for many publicly available
learning to rank datasets.

Bias has received a lot of attention in the interleaving and multileaving
literature. A method is defined to be biased if it infers preferences between
rankers for a user whose clicks are uniformly random between documents
[56]. Bias is problematic since it should be impossible to determine which
ranker is better if clicks are completely random. Unfortunately, this defini-
tion of bias does not capture susceptibility to a user’s position bias. If a user
exhibits position bias, previous multileaving algorithms can infer a ranker
preference even if the user has no such preference. Since position bias is an
extremely important source of bias in user behaviour, it would be preferable
to define a method as being biased if it infers preferences between rankers
for a user whose clicks are random, but display position bias. We will re-
fer to this as the latent bias of a multileaving method and investigate how
this affects the multileaving methods in Section 3.3.3.2.4. We call it latent
bias to distinguish from the definition of bias commonly used for statistical
estimators [121].

Since our ultimate goal is to minimize pairwise errors between the in-
ferred preferences of a multileaving method and the ordering induced by an
A /B test, it is not sufficient to create a method which does not display latent
bias. Instead, we wish to ensure that the expected inferred preferences of the
multileaving method agree with the expected ordering of the A/B test. We
will see in Section 3.3 that this can be guaranteed by our second proposed
method MIS.

A final property we are interested in is the possibility of the outcomes of
multileaved comparisons to be distorted by the makeup of the comparison
set. In the ideal case, when we carry out A/B tests to evaluate a set of
rankers, there is a single best ranker. For interleaving and multileaving
methods, this is not necessarily the case. For example, an interleaving or
multileaving method might find that a ranker A is superior to a ranker B,
which in turn is superior to a ranker C, but that ranker C is superior to A
[42].

For multileaving methods the even more counterintuitive possibility can
arise that even though there may be a single best ranker in a set of rankers
when the rankers are compared pairwise, a different ranker may appear to
be the best when three rankers are compared at a time. For example a
ranker A could be superior to rankers B and C in pairwise comparisons, but
when all three rankers are multileaved, B is superior to A and C, because
the documents sampled into the multileaving systematically favour ranker
B. Simple examples of how this can occur are given for TDM, PM and
SOSM in Section 2.3.5. This problem of distortion was discovered for SOSM
[18], and we will investigate how it affects different multileaving methods in
Section 3.3.3.2.5.
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3.2 Sample-Only Scored Multileaving

Recall from Section 2.3.5 that TDM does not scale well with the number of
rankers being compared, since a click can only be used to infer something
about the quality of a single ranker. Conversely, PM has the potential to
be more efficient, since it infers something about the quality of each ranker
based on each click. Unfortunately as noted in Section 2.3.5 PM can be
highly inaccurate and we will see that it suffers from potentially extreme
latent bias in Section 3.2.2.

We now introduce a multileaving method, Sample-Only Scored Multi-
leaving (SOSM), which is efficient and scales well with the number of rankers
being compared, since clicks are used to infer something about the quality of
each ranker. SOSM is more efficient than, and similarly accurate to, TDM
and substantially more accurate than PM.

3.2.1 Algorithm

Our aim is to create an algorithm which uses click feedback efficiently, unlike
TDM, but does not introduce latent bias like PM. The core concept under-
lying SOSM is that even though the document sampling stage of SOSM
may favour sampling documents from certain rankers, the scoring function
will compensate for this imbalance by only scoring a ranker in terms of its
relative ranking of the documents included in the multileaving.

The process of creating the multileaved list in SOSM is identical to that in
TDM. SOSM creates the multileaved list in rounds. In each round a random
ordering of the rankers is decided and the top document from each ranker
that has not yet appeared in the multileaving is drawn until the multileaved
list is of sufficient length.

To infer preferences, each ranker r first ranks the documents in the mul-
tileaved list such that posps(d,r) denotes the order of document d among
the documents in the multileaved list, according to their positions in the
original ranked list of r.

Letting Djs denote the documents of the multileaved list, the score of
document d for ranker r is given in Equation 3.1

1

s(posar(d,r)) = 22 (3.1)

Zd'GDM pospr(d,r)3

Finally, ranker r is credited with a final score of

F(r) =2 slposu(d,r)),

deC

where C denotes the set of clicked documents. Note the similarity between
our scoring function in Equation 3.1, and the scoring function used by PM
[98]. The only difference is that PM considers the positions of documents
according to the original ranked lists when scoring rankers, whereas we only
consider the relative positions of the documents in the multileaving according
to the original ranked lists.

SOSM is efficient, accurate, and scales well with the number of rankers
being compared, as verified experimentally in Section 3.2.2. However unfor-
tunately SOSM displays latent bias. Note that SOSM does not suffer from
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TABLE 3.1: Datasets. Each dataset consists of a number of
query-document pairs, together with a relevance judgement
for the pair. Each document is represented by a feature

vector.
Datasets Queries URLs | Features
MSLR-WEB30K ' | 31,531 | 3,771,125 136
YLR Set 1 [25] 19,944 473,134 700
YLR Set 2 [25] 1,266 34,815 700

latent bias according to the definition used in previous interleaving and mul-
tileaving papers [56], but only according to our extended definition of latent
bias.

3.2.2 Experimental Evaluation

We compare our algorithm, SOSM, against TDM and PM, the two previ-
ously state of the art multileaving methods. We begin by describing our
experimental setup in Section 3.2.2.1, before presenting our results in Sec-
tion 3.2.2.2.

3.2.2.1 Experimental Setup

Since we do not have access to real users for our experiments, we simulate
the interactions for our multileaving methods using probabilistic user models.
This experimental setup using simulated user interactions has become the
standard for evaluating multileaving methods, and has been used to evaluate
all the prior work in multileaving [102, 98, 17].

We use standard online learning to rank datasets, whose properties are
summarised in Table 3.1. Following [102, 98, 17], for each dataset we choose
the possible rankers to be the features of the dataset. That is, for a given
feature, we construct a ranker which ranks documents only according to the
score of that feature. An example of a feature in the MSLR dataset is the
BM25 score of the body of the document. Although these rankers are weaker
than the rankers that need to be evaluated in a practical use case, this is
the standard evaluation methodology in the interleaving and multileaving
literature. Using these feature rankers makes experimental replication eas-
ier. Furthermore, when investigating evaluation methods, it is the relative
quality of the rankers, rather than the absolute quality of the rankers which
determines how difficult the evaluation task is, and many of the feature
rankers are very similar in quality.

For each experimental run we randomly sample K rankers, fix the number
of iterations for the experiment to run, and choose a user model. We split the
queries of the dataset into a test set and training set, and for each iteration we
randomly sample a query with replacement from the training set, and each
of the K rankers produces a ranked list. Each multileaving method then uses
these ranked lists to produce a multileaved list, of length fixed to 10, which is
displayed to a simulated user. The simulated user then clicks on some of the
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TABLE 3.2: User Models. For each user model, the user in-

spects the ranked list from top to bottom and either clicks on

a document, or stops inspecting the list, with each action’s

probability defined by the user model, and the document rel-

evance. We use the perfect, navigational and informational

click models from [56], additionally we define two random
click models for testing bias.

Click Probabilities Stop Probabilities
Relevance 0 1 2 3 4 0 1 2 3 4
Perfect 0.0 02 04 08 1.0[0.0 0.0 00 0.0 0.0
Navigational 0.05 0.1 02 04 08|00 02 04 0.6 0.8
Informational 04 06 07 08 09|01 02 03 04 0.5
Random 0.5 05 05 05 0500 00 00 0.0 0.0
Random Position Bias | 0.5 0.5 05 05 05|05 05 05 0.5 0.5

documents according to the chosen cascade user model [56]. The parameters
of these user models are described in Table 3.2. The perfect, navigational,
and informational click models introduce progressively more noise into the
user’s interactions with the search system. The random click models are
included to detect latent bias in the multileaving methods. Specifically, if a
multileaving method detects a preference for one ranker over another when
clicks are uncorrelated with document relevance, the multileaving method
has displayed latent bias towards that ranker.

Based on the cumulative scores for two rankers ¢ and j: f(i) and f(j)
after ¢ iterations according to the multileaving methods, we can create a

matrix M(t) with entries M;;(t) = #@}t(]) We let a matrix P be given
with entries P;; = giiigj, where g; is the ground truth score of ranker 7

on a held-out test set of queries. Unless otherwise stated, this will be the
NDCG@10 score of the ranker.

For a given pair of rankers, we consider the multileaving method to have
made an error after ¢ comparisons if M;;(t) and P;; disagree. We wish to
minimize the percentage of errors made,

> ijeR sgn(Mij(t) —0.5) # sgn(P;; — 0.5)
[R|(|R] —1)

E(t) = (3.2)

For the experiments involving random click models, instead of consider-
ing the error measure from Equation 3.2 as we do for all other experiments,
we consider the multileaving method to have made an error if it detects a
score ratio of 53% or more between a pair of rankers, since if the method
was unbiased, this ratio would be expected to be 50%.

For the experiments not involving a random click model, we include a
curve showing how well the NDCG score on the queries seen by the multi-
leaving methods agrees with the NDCG score on the test set used to define
the ground truth. This oracle, whose curve is labelled as NDCG in our
figures, serves to establish a lower bound on the error that can reasonably
be obtained. Unlike the multileaving methods, which only have access to
the simulated user’s implicit feedback, the oracle has access to the actual
relevance judgements for the documents.
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3.2.2.2 Experimental Results

Table 3.3 enumerates the percentage error after 2,000 and 10,000 iterations
when multileaving 5, 40 or 100 rankers for the three click models. In almost
all cases SOSM is superior. The two exceptions occur when comparing only
5 rankers. In this case, TDM is marginally better than SOSM for the in-
formational click model, and indistinguishable for the perfect click model.
For 40 or 100 rankers, SOSM substantially outperforms TDM and PM. For
example, with 100 rankers and the informational click model, the error rates
are reduced by 50% from 32% to 16% after 10,000 iterations.

TABLE 3.3: Percentage error, E, after 2,000 and 10,0000
iterations for each multileaving method for 5, 40 and 100
rankers and three click models. The best performing method
is indicated with a *. Bolded entries indicate that SOSM is
significantly different to the two baselines with p < 0.01.

\ \ Tterations | 2,000 | 10,000 \
Click Model Method | rpny | par | soSM | TDM | PM | SOSM
# Rankers

5 rankers 18% | 23% | 18%* 14% | 18% | 14%*

Perfect 40 rankers 23% | 28% | 17%* | 18% | 28% | 15%*
100 rankers 30% | 29% | 18%* | 21% | 28% | 16%*

5 rankers 27% | 30% | 22%* 24% | 25% | 16%*

Navigational 40 rankers 34% | 30% | 24%* | 26% | 31% | 22%*
100 rankers 39% | 31% | 25%* | 29% | 29% | 21%*

5 rankers 18%* | 29% | 20% 16%* | 32% | 18%

Informational 40 rankers 3% | 32% | 22%* | 27% | 32% | 15%*
100 rankers 42% | 33% | 21%* | 34% | 32% | 16%*

Figure 3.1 shows how the performances of the multileaving methods are
affected by the click model used. For all three click models, SOSM outper-
forms both TDM and PM. This is most pronounced for the navigational
model, where the percentage error for TDM and PM is 50% greater than
that of SOSM (30% compared to 20%).

Figure 3.2 shows the sensitivity of the multileaving methods to different
choices of dataset. We repeat the experiment from Figure 3.1(b) using two
other datasets. All three algorithms (TDM, PM, SOSM) perform similarly
across datasets. In all cases, SOSM exhibits superior performance.

Figure 3.3 shows how the performances of the multileaving methods
scales with the number of rankers being compared. We show the percentage
error after 2,000 iterations, as a function of the number k of rankers that
are multileaved. For a given k, a random subset of rankers is selected and
multileaved for 2,000 iterations. The same subset is used for PM, TDM and
SOSM. This is repeated 25 times, each time with a different random subset
of k rankers. The results in Figure 3.3 are the average of these 25 runs. We
observe that for SOSM and PM the error remains relatively stable as the
number of rankers increases. However, for TDM the error is increasing and
we observe that its performance becomes worse than PM for large numbers
of rankers. This is due to the fact that during the scoring phase, TDM is un-
able to assign credit to more than the 10 rankers from which the multileaved
documents originated.
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Figure 3.4 tests if the multileaving methods suffer from latent bias. In
Section 2.3.5.1, we showed that PM could exhibit latent bias under certain
conditions. For this experiment we use a random click model, i.e. clicks are
random and independent of document relevance. In this case, we expect that
the elements of the pairwise preference matrix should converge to 0.5, i.e.
there is no observed preference between rankers ¢ and j. An error is declared
if the value of M;;(t) deviates from 0.5 by more than 0.03. Figure 3.4 shows
that PM exhibits very strong latent bias, with error rates of about 60%.>
TDM'’s behaviour is much better, but after 2000 iterations some latent bias
is still present. In contrast, the percentage error decreases much quicker in
SOSM, and is almost zero after just 2000 iterations. Note that we will see
in Section 3.3.3.2.4 that SOSM can suffer from latent bias when the user
displays position bias in clicking behaviour.

3.2.3 Conclusions

We identified and experimentally verified weaknesses in the scalability of
TDM and the unbiasedness of PM. We then proposed a new algorithm,
SOSM, that corrects these problems. Experimental results using simulated
users (perfect, navigational, informational click models), on three different
datasets confirmed that (i) SOSM scales well with the number of rankers to
be multileaved, (ii) is unbiased, and (iii) is significantly more efficient and
accurate than prior methods. In some cases error rates were reduced by half.

The residual error needs investigating but is likely to be partly due to (i)
establishing a ground truth based on NDCG@10, which is not used as the
scoring function in Equation 3.1, and (ii) the ground truth data is computed
on “test” data that is not used during the multileaving experiments.

Although SOSM is highly efficient, the scoring function is based only
on the documents included in the multileaving. This can make it difficult
to accurately capture certain ground truths, since for example, it would be
difficult to use SOSM to obtain good agreement with a ground truth which
only credits the top ranked documents of rankers. We now introduce a
multileaving method with a more adaptable method for scoring rankers, and
for which we can provide guarantees on its accuracy.

3.3 Multileaving Using Importance Sampling

We will first motivate Multileaving using Importance Sampling (MIS) and
show that we can make the expected outcome of a multileaving equal to
the expected outcome under A/B testing in Section 3.3.1. We will then
describe the MIS algorithm in Section 3.3.2. We will experimentally evaluate
MIS in Section 3.3.3. Finally, we will conclude our multileaving chapter in
Section 3.3.4

3.3.1 Motivation

Recall from Section 3.1 that our goal is to create a multileaving method
which produces the same relative outcomes between rankers as A/B testing

*Note that in [98] no such bias was detected. However, in [98] the set of multileaved
rankers was not picked randomly. Further, personal communication with an author of [98]
confirmed the existence of a software bug in PM which we corrected for these experiments.
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for a given metric. One way of guaranteeing this is to create a multileaving
method which ensures that the expected score for each ranker is equal to the
expected score of that ranker under A/B testing with a given metric. This
is possible using importance sampling, and we will now demonstrate how it
can be done.

For the following, let the metric use some click scoring function s to
evaluate the rankers. The scoring function credits rankers based on the rank
position of documents’ users click. We restrict our attention to functions
that only credit documents in the top-10 of a ranker, i.e.

S(i)_{t(i) ie{1,...10}

0 else

where examples of ¢ include:

t(i)=1/i
t(i) = 1/4>
t(i) =1/log(i + 1)

We will begin by considering the expected outcome if we were carrying
out A/B testing. We assume that we are given a set of R rankers and a set
D of documents. Each ranker displays a ranked list of the documents in D
to a user, whose clicks are recorded. If we denote by C the set of clicked
documents, and pos(d, R) the position of document d according to ranker R,
then the final score f for each ranker R € R is given by

F(R) = s(pos(d, R)), (33)

deC

Let us assume that the probability of a document being clicked on, i.e.
its click probability, is independent of its position (beyond needing to be in
the top-10), and independent of what other documents are present in the
ranked list. Let p(cq|d € T'°) denote document d’s click probability, given
that it was included in the top-10. Note that p(cq|d & T*°) = 0, since we
assume that users do not see or click on documents outside the top-10. Let
pr(d € T1%) denote the probability that d is included in the top-10 of ranker
R. Then, by definition,

1 ifdeT?

de T =
PR( ) {O else

and we can write the probability of a click on document d given that ranker
R has been displayed to the user as

pr(ca) = p(cald € T')pr(d € T) (3.4)
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We can write the expected value of f(R) under the A/B testing regime as

E[f(r)] = ) pr(ca)s(pos(d. R)) (3.5)
deD

= plcald € T')pr(d € T')s(pos(d, R)) (3.6)
deD

This is the expected value that we would like to obtain when multileaving.

When multileaving, we have a fixed probability for each document that
it will be included in the top-10 of the multileaving displayed to the user,
which we denote by pas(d € T10). We then have that the probability of a
click on document d, when multileaving, denoted by pas(cq) is given by

par(ca) = pleald € T)par(d € T'7) (3.7)

If we were to record the empirical score f as in Equation 3.3, we would not
obtain the same expected score when multileaving, since in general pys(d €
T') = pr(d € T'°). Instead, it is possible to obtain the same expected
score as under A /B testing by recording the empirical score g shown below
instead of using f.

g(R) = Z s(pos(d, R)) (3.8)

10
aec Pu(d € T)

The idea is to use importance sampling to correct for the modified document
sampling probabilities when multileaving. We require that pys(d € T'0) is
known, which is the case since we control the document sampling stage of
the multileaving. Furthermore we require the document sampling stage to
satisfy that py(d € T10) # 0 for all d such that there exists a ranker R
in the comparison set such that pr(d € T'°) # 0. That is, any document
which is present in the top-10 of at least one ranker must have a non-zero
probability of being in the multileaving.
Then the empirical score has expected value

s(pos(d, R))

E[g(R)] = dEZD:M PM(%)W (3.9)
= dEZD:M p(eald € T)pu(d € Tl“)m (3.10)
= ZP(Cd|d € Tlo)s(pos(d, R)) (3.11)
deD
=Y p(cald € T')pr(d € T"°)s(pos(d, R)) (3.12)
deD
= E[f(R)] (3.13)

where we have used that pr(d € T'°) = 1 if s(pos(d, R)) > 0, and pr(d €
T'%) = 0 otherwise. We have now shown how to create a multileaving algo-
rithm for which the expected score for each ranker is equal to the expected
score of the ranker under A/B testing. In Section 3.3.2 we describe our
implementation of this idea.
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3.3.2 Algorithm

Recall that a multileaving algorithm has a document sampling stage and a
ranker scoring stage. We describe these next for our algorithm.

3.3.2.1 Document sampling stage

As noted in Section 3.1, we require that for any document which appears
in the top-10 of some ranker, this document has a non-zero probability of
appearing in the top-10 of the multileaving. Apart from this requirement, the
document sampling strategy can be chosen freely according to any number of
criteria. We choose the following document sampling strategy which makes
the importance weights from Equation 3.16 easy to compute.

Given a set R of rankers, and a set D, of documents to be ranked for
a given query, we first filter out all the documents which are not included
in the top-10 of at least one of the rankers. We denote by N, the number
of documents remaining after the filtering step. We then rank all the re-
maining N, documents according to an arbitrary preference criterion, such
as, for instance, the simple or weighted average rank of the document across
all rankers. We then partition the document set into a set of M ‘preferred’
documents and N;—M ‘non-preferred’ documents, where the preferred docu-
ments are the top M documents according to the chosen preference criterion.
We can then sample a proportion L € [0, 1] of the M preferred documents
uniformly at random, and sample the remaining documents needed to ob-
tain a multileaving of the desired length from the non-preferred documents
uniformly at random. Finally, we display a random ordering of the sampled
documents to the user. The purpose of the parameter L is to control how
heavily we favour sampling from the preferred documents.

The pseudocode of the above is displayed in Algorithm 1.

For a fixed multileaving of length 10, it is simple to verify that

0L

pa(d e T10) = N (3.14)
for preferred documents, and
10(1 - L)
deT!0) ="~ 3.15
pu(deT™) N, — M (3.15)

for non-preferred documents.

3.3.2.2 Ranker Scoring Stage

Recall from Section 3.1 that we have restricted our attention to scoring func-
tions which only credit documents in the top-10 of a ranker. More specifi-
cally, we will credit a ranker R with s(pos(d, R)) for each clicked document
d, where

s(pos(d, R)) = 1/(log(1 + pos(d, R)))

if pos(d, R) < 10, and s(pos(d, R)) = 0 otherwise. We choose a logarithmic
decay in the scoring function to match the logarithmic decay in the NDCG
ground truth (which is the most commonly used evaluation metric in the
multileaving literature). As seen in Section 3.1, we need to normalise each
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document’s credit by its probability of being included in the top-10 of the
multileaving to obtain our final ranker score. We do this as follows:

g(R) = slpos(d, R)) (3.16)

10y’
decpM(dET )

where pyps(d € T'9) is the probability of that document appearing in the
top-10 of the multileaving and C denotes the set of clicked documents. The
need to compute py(d € T'0) for each document is the reason we chose
our document sampling strategy, since for our strategy the probabilities are
simple to compute, as shown in Equations 3.14 and 3.15.

1 Parameters: M, L

Sr = 0 for all rankers

forg=1,...,T do

Filter out any documents not ranked in the top-10 of some ranker

Rank the remaining documents according to average rank across
all rankers

6 Let the top-M of these documents according to this ranking be

‘preferred” documents, and the remaining documents be

[SLIN" NI V)

‘non-preferred’

7 Sample L of the M ‘preferred’” documents and the remaining
documents from the ‘non-preferred’ set
8 Display sampled documents in random order to user and observe
clicks
9 Let Cj be the set of documents that were clicked on
10 for R=1,...,K do
11 || g(R) < g(R) + Xyec, [s(pos(d, R)) /par(d € T')]
12 end
13 end

Algorithm 1: Multileaving Using Importance Sampling (MIS)

We refer to our multileaving method that uses the document sampling
stage and ranker scoring stage presented above as Multileaving Using Im-
portance Sampling (MIS).

3.3.3 Experimental Evaluation

We compare our method, MIS, against SOSM [17] and TDM [102]. We
omit PM from the experiments because its performance was shown to be
substantially worse than TDM and SOSM in [17], see Section 3.2.2.2 for
details.

3.3.3.1 Experimental Setup

We replicate the exact same experimental setup of [102, 98, 17], where user
interactions are simulated using probabilistic user models. We use four stan-
dard online learning to rank datasets, whose properties are summarised in
Table 3.4. Following [102, 98, 17], for each dataset we treat the features of
the dataset as rankers. That is, for a given feature, we construct a ranker
which ranks documents only according to the score of that feature.
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TABLE 3.4: Datasets. Each dataset consists of a number of
query-document pairs, together with a relevance judgement
for the pair. Each document is represented by a feature

vector.
Datasets Queries URLs | Features
MSLR-WEB30K * || 31,531 | 3,771,125 136
YLR Set 1 [25] 19,944 473,134 700
YLR Set 2 [25] 1,266 34,815 700
Yandex * 9,124 97,290 245

For each run, we randomly sample K rankers, fix the number of itera-
tions, and choose one of the user models displayed in Table 3.5. We split the
queries and associated relevance judgements of the dataset into two subsets
A and B®. For each iteration we randomly sample a query with replacement
from the set A, and each of the K rankers produces a ranked list. Each
multileaving method then uses these ranked lists to produce a multileaved
list, of length fixed to 10, which is displayed to a simulated user. The sim-
ulated user then clicks on some of the documents according to the chosen
user model [56].

In these user models, the simulated user inspects the displayed list from
the top, inspecting one document at a time. After inspecting each document,
there is a probability that the user clicks on a document, or stops browsing.
This probability is controlled by parameters described in Table 3.5. The
perfect, navigational, and informational click models introduce progressively
more noise into the user’s interactions with the search system, and reflect
different types of user behavior. The perfect click model represents a user
whose click probabilities are perfectly correlated with document relevance.
The navigational click model represents a user looking for a specific result.
This click model therefore has a high probability of clicking on highly relevant
documents, and a high probability of stopping browsing after encountering
highly relevant documents. The informational click model represents a user
searching for general information about a topic. Taken together, these user
models represent some of the most common types of user behavior.

Each multileaving method maintains a matrix M (t) with entry M;;(t)
storing the score ratio of rankers ¢ and j after ¢ iterations. Additionally, we
let a matrix P be given with entries P;; = gigTigj’ where g; is the ground
truth NDCG@10 score of ranker ¢ on the held-out set B of queries. This set
is used only for computing the ground truth scores of the rankers. Then, for
a given pair of rankers, we consider the multileaving method to have made
an error after ¢ comparisons if Mij (t) and P;; disagree. We wish to minimize

5This corresponds to the split into training and test sets already contained in the
datasets. We follow the convention from [102, 98, 17] of splitting the datasets, but prefer
not to use the words training and test, since there is no explicit training.
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TABLE 3.5: User Models. For each user model, the user in-

spects the ranked list from top to bottom and either clicks on

a document, or stops inspecting the list, with each action’s

probability defined by the user model, and the document rel-

evance. We use the perfect, navigational and informational

click models from [56], additionally we define two random
click models for testing latent bias.

Click Probabilities Stop Probabilities
Relevance 0 1 2 3 4 0 1 2 3 4
Perfect 0.0 02 04 08 1.0[0.0 0.0 00 0.0 0.0
Navigational 0.05 0.1 02 04 08|00 02 04 0.6 0.8
Informational 04 06 07 08 09|01 02 03 04 0.5
Random 0.5 05 05 05 0500 00 00 0.0 0.0
Random Position Bias | 0.5 0.5 05 05 05|05 05 05 0.5 0.5

the percentage of errors made,

> jer Sgn(Mij(t) — 0.5) # sgn(Pi; — 0.5)
|RI(IR] - 1)

E(t) = (3.17)

For the experiments not involving a random click model, we include a
curve showing how well the NDCG score on the queries seen by the multi-
leaving methods agrees with the NDCG score on the test set used to define
the ground truth. This oracle, labelled as NDCG in our figures, serves to es-
tablish a lower bound on the error that can reasonably be obtained. Unlike
the multileaving methods, which only have access to the simulated user’s
implicit feedback, the oracle has access to the actual relevance judgements
for the documents.

3.3.3.2 Experimental Results

We are primarily interested in the accuracy, efficiency and scalability of
multileaving methods.

We evaluate the methods in terms of our three main criteria: accuracy
in Section 3.3.3.2.1, efficiency in Section 3.3.3.2.2 and scalability in Sec-
tion 3.3.3.2.3. Finally, we investigate how latent bias affects the methods in
Section 3.3.3.2.4 and to what extent the methods are affected by distortion
in Section 3.3.3.2.5. Additionally, we investigate the impact of the parame-
ter settings on the performance of Multileaving using Importance Sampling
in Section 3.3.3.2.6.

3.3.3.2.1 Accuracy

Figure 3.5 shows the performance of the multileaving algorithms on the
MSLR dataset for the perfect, navigational and informational click models.
We are interested in what percentage of errors the methods converge to. We
include a curve showing how well the NDCG score computed on the queries
seen by the multileaving methods agrees with the NDCG ground truth. This
curve, labelled as oracle in our figures, serves to establish a lower bound on
the error that can reasonably be obtained. Unlike the multileaving methods,
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which only have access to the simulated user’s implicit feedback, the oracle
has access to the actual relevance judgements for the documents.

In the legends of our figures we note the average NDCG@10 scores for
the multileaved lists displayed by the different multileaving methods. This
is the mean across the experimental runs of the NDCG of the displayed
multileaved lists.

We see in Figure 3.5 that MIS is substantially more accurate than both
TDM and SOSM for all click models. For example for the perfect click
model after 100,000 iterations, the error rate for TDM and SOSM are 15.5%
and 16.0% respectively. In comparison, for M = 0, the error rate for MIS
was only 3.3%, an improvement by a factor of approximately 5 over TDM
and SOSM. For M = 10,L = 0.8, the error rate for MIS was 7.1%, an
improvement by a factor of more than 2 over TDM and SOSM.

Furthermore, unlike TDM and SOSM, which appear to have stopped
improving after 100,000 iterations, the curves have not fully levelled off for
MIS. Tt is therefore likely that these curves present an underestimate of the
accuracy gain from MIS relative to TDM and SOSM. Indeed, for additional
experiments which ran for 200,000 iterations on the MSLR dataset with the
perfect click model, the mean percentage error decreased from 7.1% after
100,000 iterations to 6.3% after 200,000 iterations for MIS with M = 10, L =
0.8. In comparison, for TDM the error had only decreased from 15.5% after
100,000 iterations to 15.4% after 200,000 iterations. For SOSM the error
remained unchanged at 16.0% between 100,000 and 200,000 iterations.

Figure 3.6 shows the performance of the multileaving algorithms on the
YLR1, YLR2 and Yandex datasets for the perfect click model. Again, MIS is
substantially more accurate than TDM and SOSM for all datasets. Similar
results were obtained for both navigational and informational click models
but are omitted due to space constraints.

Tables 3.6 and 3.7 show the percentage error for each multileaving method
after 2,000, 20,000, 50,000 and 100,000 iterations. Table 3.6 shows the per-
formance for the perfect, navigational and informational click models for
the MSLR dataset and Table 3.7 shows the performance for the perfect
click model for the YLR1, YLR2 and Yandex datasets. We note that for
all parameter settings, and across all the datasets and click models, MIS is
substantially and significantly more accurate than TDM and SOSM.

3.3.3.2.2 Efficiency

Recall that the efficiency of a multileaving method measures how quickly
the multileaving method converges to varying levels of accuracy, i.e. how
many user impressions are needed to get to an error rate of 25% or 10%.
The efficiency of MIS decreases as we increase the L parameter. Figure 3.5
shows that the efficiency of MIS is most impacted by the noise in the click
model for greater values of L. Whereas the efficiency of MIS is good, when
M =0, and for L = 0.6, increasing L further to 0.8 results in the performance
of MIS not overtaking SOSM until after approximately 40,000 iterations for
the informational click model.

We note that the performance of MIS is less affected by the parameter
settings, L and M, for the YLR1, YLR2 and Yandex datasets than for the
MSLR dataset. This probably reflects the fact that the median size of the
document pool for the MSLR dataset is much larger than those for the
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TABLE 3.6: Percentage error, after 2,000, 20,000, 50,000
and 100,000 iterations for each multileaving method for 20
rankers and three click models on the MLSR dataset. The
best performing method is indicated with a *. Bolded entries
indicate that the method is significantly better than TDM
and SOSM with p < 0.01 according to paired t-tests. Itali-
cised entries indicate that the method is significantly worse
than at least one of TDM and SOSM with p < 0.01.

| Method ‘
[ Click Model | Num. Tterations | TDM | SOSM | MIS (M=0) | MIS (M=10,L=0.6) | MIS (M=10,L=0.8) |
\ Average NDCG [ 0237 [ 0237 | 0196 | 0.233 \ 0.248 |
2,000 197% [ 17.9% [ 12.1%* 17.0% 22.5%
Perfect 20,000 16.3% | 164% |  4.5%* 7.6% 10.7%
50,000 15.7% | 162% | 3.8%* 6.8% 8.2%
100,000 155% | 16.0% | 3.3%* 6.1% 7.1%
2,000 30.9% | 23.3%% | 24.5% 29.8% 34.5%
Navigational 20,000 201% | 194% | 12.7%* 16.0% 19.7%
50,000 18.9% | 18.9% | 10.4%* 14.0% 15.9%
100,000 185% | 189% |  9.7%* 12.9% 14.4%
2,000 31.3% | 21.0% 274% 32.5% 36.9%
Informational 20,000 18.9% | 15.4% 11.2%* 16.1% 19.3%
50,000 16.3% | 147% | 8.1%* 11.7% 13.8%
100,000 155% | 145% | 6.5%* 9.4% 11.7%

other datasets. For the MSLR dataset, the median number of documents
to be ranked per query is 110, whereas it is 19 for the YLR1 and YLR2
datasets, and only 9 for the Yandex dataset. Since the number of documents
determines how large the reweighting due to the document probabilities in
the importance sampling step of MIS can be, see Equation 3.16, we expect
that for a larger document pool, the reweighting will be a larger factor

In general, MIS is more efficient than TDM, requiring only 20,000 itera-
tions to obtain a lower percentage error than TDM even in the worst case.
MIS is also more efficient than SOSM at reaching high levels of accuracy, but
reaches lower levels of accuracy slower than SOSM, in some cases requires
as many as 40,000 iterations to outperform SOSM.

Note that while the number of iterations required for MIS to overtake
SOSM may seem large, requiring up to 40,000 iterations in the worst case,
this is a relatively small number of iterations compared to what is often
required when A /B testing or interleaving in commercial search engines [26].
Here, it is not uncommon to require hundreds of thousands of iterations [26].

3.3.3.2.3 Scalability

Figure 3.7 shows how the performances of the algorithms scale with the
number of rankers. We see that the only algorithm for which performance
is adversely affected by the number of rankers being compared is TDM.
This reflects the fact that unlike SOSM, and MIS, which gain information
about the performance of each ranker at each iteration, TDM can only gain
information about at most 10 rankers at each comparison.

3.3.3.2.4 Latent bias

Prior works on multileaving have measured whether multileaving algorithms
have a bias towards a ranker when a user shows no such preference [102, 98,
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TABLE 3.7: Percentage error, after 2,000, 20,000, 50,000
and 100,000 iterations for each multileaving method for 20
rankers, a perfect click model, and three data sets. The best
performing method is indicated with a *. Bolded entries in-
dicate that the method is significantly better than TDM and
SOSM with p < 0.01 according to paired t-tests. Italicised
entries indicate that the method is significantly worse than
at least one of TDM and SOSM with p < 0.01.

\ \ | Method
[ Dataset | Num. Iterations | TDM | SOSM [ MIS (M=0) | MIS (M=10,L=0.6) [ MIS (M=10,L=0.8) |
2,000 28.9% | 21.6% | 20.5%* 22.1% 25.6%
YLR1 20,000 20.3% | 14.6% | 12.9%* 13.1% 16.1%
50,000 184% | 13.5% | 10.8%* 11.0% 13.2%
100,000 16.7% | 13.0% | 10.2% 10.0%* 11.8%
2,000 28.2% | 23.3%* | 234% 24.7% 21.5%
YLR2 20,000 222% | 19.0% | 17.3%* 17.4% 19.5%
50,000 205% | 184% | 16.2% 15.8%* 16.9%
100,000 198% | 17.7% | 15.4% 14.8%% 15.6%
2,000 29.2% | 14.6% 14.1% 13.7%* 15.0%
Yandex 20,000 41% [ 72% 6.4%* 6.4% 7.0%
50,000 10.7% | 6.2% 5.2% 5.1%* 5.4%
100,000 9.1% | 5.8% 4.5% 4.4%* 4.7%

17]. We refer to this as latent bias. To measure this, a random user click
model is used, i.e. a user randomly clicks on documents with no preference
for documents or rankers. In this case, the pairwise preferences derived from
the score matrix M, should not favour any ranker.

Figure 3.8 shows the performance of MIS against TDM and SOSM for
random click models with varying degrees of position bias. The error here
measures the extent to which preferences are detected even though under
the random click models, there should not be any preferences. A failure to
eventually reach a percentage error of 0 suggests latent bias in the method.
We note that contrary to evaluations which only considered the random click
model without position bias, Figure 3.8(b) shows that SOSM can be biased
when the user displays position bias. These experiments detect no latent
bias in TDM or MIS.

3.3.3.2.5 Distortions Analysis

We further analyse the possibility that the outcomes of multileaved com-
parisons may be distorted by the makeup of the comparison set. For multi-
leaving methods the counterintuitive possibility can arise that even though
there may be a single best ranker in a set of rankers when the rankers are
compared pairwise, a different ranker may appear to be the best when three
rankers are compared at a time. For example, ranker A could be superior
to rankers B and C in pairwise comparisons, but when all three rankers are
multileaved, B is superior to A and C, because the documents sampled into
the multileaving systematically favour ranker B. Simple examples of how
this can occur are given for TDM, PM and SOSM in Section 2.3.5. This
problem of distortion was observed in [18], and we here investigate how it
affects different multileaving methods.

Distortion can be quantified by first randomly sampling a fixed size subset
of rankers that includes a ranker that beats every other ranker in the subset
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in a pairwise comparison. This ranker is called the Condorcet winner. We
then multileave all the rankers in the subset, and measure, after some fixed
number of multileavings, the fraction of rankers that beat the Condorcet
winner more than 50% of the time. If there is no distortion, and the number
of multileavings is sufficient, we expect this fraction to be zero.

The following experiments test the level of distortion in the multileaving
methods TDM, SOSM and MIS. For each dataset, and each click model,
we randomly sample subsets of rankers of sizes 10 that include a Condorcet
winner. We examine the probabilities of the rankers beating the Condorcet
winner after 5,000 iterations. Note that this is likely to be an overestimate of
the distortion of the multileaving method, since, for rankers of very similar
quality, 5,000 iterations may not be sufficient to reliably distinguish rankers.
Table 3.8 shows the average, over 100 runs, of the percentage of rankers that
beat the Condorcet winner.

We observe that the distortion problem is largest for SOSM, and that it
mostly manifests itself for the MSLR dataset with navigational and infor-
mational click models. This verifies the findings of [18]. There is evidence of
distortion for TDM in the Yandex dataset. Almost no distortion is observed
for MIS.

TABLE 3.8: Percentage of rankers beating the Condorcet

winner (distortion), averaged over 100 runs, after 5,000 iter-

ations for 20 rankers being multileaved for each dataset and
click model.

‘ ‘ H Distortion ‘

\ Method [ TDM [ SOSM [ MIS (M=0) ]| MIS (M=10,L=0.6) [| MIS (M=10,L=0.8) |
MSLR Perfect 0.0% 0.0% 0.0% 0.0% 0.0%
MSLR Navigational || 0.0% || 1.3% 0.0% 0.0% 0.0%
MSLR Informational 0.0% 8.9% 0.0% 0.0% 0.0%
YLRI1 Perfect 0.0% 0.0% 0.0% 0.0% 0.0%
YLR1 Navigational 0.0% || 0.0% 0.0% 0.0% 0.0%
YLR1 Informational || 0.0% 0.0% 0.0% 0.0% 0.0%
YLR2 Perfect 0.0% 0.0% 0.0% 0.0% 0.0%
YLR2 Navigational 0.0% || 0.5% 0.0% 0.0% 0.0%
YLR2 Informational || 0.0% || 0.8% 0.0% 0.0% 0.0%
Yandex Perfect 0.0% || 0.5% 0.0% 0.0% 0.0%
Yandex Navigational | 1.8% || 4.8% 0.0% 0.0% 0.3%
Yandex Informational || 1.7% || 5.1% 0.0% 0.0% 0.0%

3.3.3.2.6 Parameter Settings Analysis

Finally, we look into the impact of parameter L on the performance of
our MIS method. Parameter L controls how much the sampling procedure
favours the “preferred” documents.

Figure 3.9 shows that the efficiency of MIS gradually decreases as we
increase the parameter L When L is high, we are selecting a larger fraction
of “preferred” documents, thereby ensuring that the multileaved list is of
high quality, i.e. has high NDGC@10. However, the variances of the scores
increase as we increase L, due to the increased imbalances of the document
probabilities (given by Equations 3.14 and 3.15), which therefore cause larger
fluctuations in the reweighted document scores shown in Equation 3.16. This
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TABLE 3.9: Mean and Variance of Scores for different pa-
rameter Settings. The last row shows the mean NDCG of the
multileaved list displayed to users for the different parameter

settings.
Parameter settings: M,L | 0, N/A | 10,0.2 | 10,0.3 | 10,0.4 | 10,0.5 | 10,0.6 | 10,0.7 | 10,0.8 | 10,0.9
Score Mean 0.65 0.65 0.65 0.65 0.65 0.65 0.65 0.65 0.65
Score Variance 2.28 2.28 2.28 2.45 2.91 3.59 4.40 6.11 11.65
NDCG@10 0.196 | 0.199 | 0.209 | 0.217 | 0.224 | 0.233 | 0.240 | 0.248 | 0.256

represents a form of exploration-exploitation tradeoff within the multileav-
ing method. If L is low, we explore more by considering the documents
more equally. Conversely, if L is high, we exploit our knowledge of which
documents are likely to be good, at the expense of less information about
the quality of low ranked documents, and high variance in score estimates.

These larger document score variances mean that the weighting of doc-
uments scores plays a larger role in the score differences of rankers, and the
actual quality differences between rankers therefore requires more iterations,
before their contributions to the scores begin to dominate. To illustrate the
differences in variance we provide the score variances together with the score
means for different parameter settings in Table 3.9. For smaller values of L,
the variance of the scores is low, but it begins to substantially increase as L
increases.

From Table 3.9 we also see the mean NDCG@10 scores of the multi-
leaved lists displayed to the user for the different parameter settings. For
comparison, the mean NDCG of the multileaved lists displayed by TDM
and SOSM is 0.237.

For all our experiments except those shown in Figure 3.9 and Table 3.9
we display the results for three parameter settings for MIS. This is to prevent
the plots from being too difficult to read because of the number of curves
included. We consider (i) M=0, i.e. full exploration, which maximises con-
vergence at the expense of the quality of the multileaved list. Here the mul-
tileaved list has an average NDCG@10 of 0.196; (ii) M=10, L=0.6, which
provides a multileaved list with average NDGC@10 of 0.233 which is slightly
poorer that for TDM and SOSM; and (iii) M=10, L=0.8, which provides
a multileaved list with average NDGC@10 of 0.248 which is slightly better
than that for TDM and SOSM.

3.3.4 Conclusions

We have introduced a new multileaving method, MIS, for which we can guar-
antee that the expected outcome of comparisons agrees with A/B testing.
Furthermore we have experimentally verified that this method is substan-
tially more accurate than prior multileaving methods. For MIS there exists a
tradeoff between the efficiency of learning, and the quality of the multileaved
list, as controlled by the parameter L of the algorithm. MIS can be highly
efficient if user feedback has little noise. Conversely, MIS can produce high
quality ranked lists, but this comes at the expense of diminished efficiency,
particularly for noisier user feedback.

In the future, we will investigate the possibility of using weighted im-
portance sampling, and document sampling techniques which preferentially
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sample from those rankers for which our quality estimates are most uncer-
tain, in order to improve the tradeoff between learning efficiency and quality
of the multileaved list. Additionally, if this tradeoff can be handled bet-
ter, there is the potential to investigate document sampling strategies for
which we more strongly control the order of the documents presented during
multileaving.
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Chapter 4

Online Learning

We now turn our attention to the second main problem of this thesis: How
to manage the exploration-exploitation tradeoff associated with online eval-
uation using multileaving.

Recall that evaluation of rankers can be done online by presenting the
ranked lists produced by rankers to users and then inferring the quality of
the rankers by analyzing users’ clicks and other forms of behaviour. Online
evaluation of rankers has become increasingly popular, partly because user
behaviour can be easily logged with no additional effort from the user. This
provides online evaluation methods with inexpensive access to large amounts
of timely training data [26]. One of the key drawbacks of online evaluation
methods is that the outputs of new, potentially poor, rankers need to be
presented to actual users. If a new ranker turns out to be poor, then users
will be presented with poor results and, in the worst case, might abandon
the service [54]. Conversely, if new rankers are not presented there is a
risk of overlooking better rankers in the pool of rankers. In online learn-
ing the question of determining a proper exploration level is known as the
exploration-exploitation tradeoff.

In online evaluation, it is usually easier for users to make relative judge-
ments, rather than absolute judgements. For example, it is easier to say that
document A is more relevant for a certain query than document B, than to
say how relevant it is. Similarly, rankers A and B can be compared by in-
terleaving their result lists and examining which documents a user clicks
on. Interleaving methods were found to require 1-2 orders of magnitude
less data than absolute metrics to detect even small differences in retrieval
quality [26].

When using interleaving to compare pairs of rankers, it is critical to
determine which two rankers to interleave at each comparison, i.e. to resolve
the exploration-exploitation tradeoff. Dueling bandits, described in more
detail in Section 2.4.2 is an elegant mathematical framework that provides
a principled way for dealing with the exploration-exploitation trade-off in
learning with relative preference feedback from pairwise comparisons [123].

More recently, interleaving has been generalized to multileaving which
permits more than two rankers to be compared in a single comparison [102,
98, 17]. However this work focused only on the comparisons themselves,
and did not address the key issue of selecting subsets of rankers for each
comparison. This means that all rankers, both good and bad ones, were
used in all the comparisons. This simple approach has several disadvantages.
Firstly, since poor rankers are participating in all the comparisons the quality
of the multileaved lists throughout the evaluation process is poor. And
secondly, very poor rankers that could potentially be eliminated early in the
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process continue being evaluated, which does not allow the comparisons to
focus on rankers whose quality is harder to distinguish.

We extend the dueling bandit framework and propose a Multi-Dueling
Bandit algorithm that provides an intelligent selection of rankers for simul-
taneous comparisons and improves the trade-off between exploration and
exploitation. In Section 4.1 we introduce the Multi-Dueling Bandits setting
and our algorithm. Here the observed outcomes are assumed to be pairwise
wins. This is applicable to multileaving algorithms such as TDM and SOSM.

Unfortunately, as noted in Sections 2.3.5, these prior multileaving meth-
ods do not properly account for the interaction of the document sampling
and ranker scoring phases. As a result they are prone to being inaccurate.
In Section 3.3 we introduce MIS, a new multileaving method based on im-
portance sampling, for which accuracy can be guaranteed. This multileaving
method does not output pairwise wins, but instead provides score estimates
for each ranker included in the multileaving. The Multi-Dueling Bandit
problem setting is therefore not applicable. We instead introduce the Ban-
dits with Multiple Plays setting in Section 4.2. Here we assume that the
outcomes are absolute scores. This is applicable to our multileaving algo-
rithm MIS. It can be regarded as an extension of the standard multiarmed
bandit setting to multiple plays,

4.1 Multi-Dueling Bandits

Section 4.1.1 formalises the problem of learning with relative comparisons
between multiple options as a K-armed multi-dueling bandit problem. Sec-
tion 4.1.2 describes our proposed algorithm for solving this problem. Finally,
Section 4.1.3 presents our experimental evaluation.

4.1.1 Problem Setting

In multi-dueling bandits, at each iteration, ¢, an algorithm selects a subset,
St, of K arms and observes outcomes of noisy pairwise comparisons (duels)
between all pairs of arms in S;. In the ranking scenario this corresponds to
multileaving the ranked lists of the subset, Sy, of rankers and then inferring
the relative quality of the lists (and the corresponding rankers) from user
clicks. When the size of S; is limited to 2 the problem reduces to standard
dueling bandits.

Let P = [p;;] be a matrix of probabilities that arm ¢ wins in a pairwise
comparison with arm j (it satisfies p;; = 1—p;; and we define p;; = %) Recall
that in pairwise comparisons the best arm is not always well-defined (recall
the example with A being better than B, B better than C, and C better than
A). We follow the assumption in most dueling bandit literature and assume
that there exists a Condorcet winner, which is a unique arm = satisfying
Dxj > % for all 7 # x. That is, the Condorcet winner * is pairwise better
than any other arm j. The quality of all arms is then defined by their regret,
r(j) = pej — %, which is a shifted probability of losing to the best arm (this
definition also coincides with dueling bandits). Smaller regret corresponds
to better quality and the regret of playing the best arm is zero. The quality
of a set of arms S; is defined by the average quality of the constituent arms
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(the average regret)

djesiPri 1
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T( t) |St| 2 ( )
The goal of a multi-dueling bandit algorithm is to select subsets of arms
S1, 852, ..., so that the cumulative regret Z:;F:l 7(St) is minimized. All arms

have to be selected a small number of times in order to be explored, but the
goal of the algorithm is to minimize the number of times when suboptimal
arms are selected. On average, simultaneous exploration has lower regret
than sequential comparison.

Simultaneous comparison of more than two arms may affect their pair-
wise winning probabilities. For example, in ranking, the effective length of
a multileaved ranked list is typically limited by 10 items, since users rarely
go beyond the first page of results. Therefore, the simultaneous comparison
of more than 10 rankers means that some rankers may be compared based
on a merged list that does not include their top suggestions. This may af-
fect the estimates of their relative quality. This effect, which we refer to
as distortion may also occur when less than 10 rankers are compared, since
the limited length of the merged list does not allow perfect representation
of every ranker. The exact level of distortion depends on the data, ranker,
and method used for multileaving. The level of distortion of estimates of
the pairwise winning probabilities made by SOSM, which was used in our
experiments, is evaluated in Section 3.3.3.2.5. It is important to empha-
size that in all our experimental comparisons, except one pathological case,
the advantage of parallel exploration outweighed the disadvantage due to
distortion in estimates.

4.1.2 Algorithm

The proposed multi-dueling bandit algorithm is based on the principle of
“optimism in the face of uncertainty” used in many other bandit algorithms.
It maintains optimistic estimates of pairwise winning probabilities p;; and
plays arms that, according to these optimistic estimates, have a chance of
being the Condorcet winner. When there is a single candidate, the algo-
rithm exploits this knowledge and plays only that candidate. When there
are multiple candidates the algorithm explores by comparing them all. We
increase parallel exploration by adding additional arms to such comparisons,
as described below.

Our estimates of pairwise winning probabilities are based on empirical
counts of wins/losses. In order for these estimates to be meaningful the algo-
rithm has to assume that pairwise winning probabilities are consistent with
the pairwise winning probability matrix P, irrespective of the composition
of the set S; (meaning that they are not distorted). More precisely, since
correct identification of the Condorcet winner depends on correct estimation
of the probabilities pj, it is important that they remain at a certain margin
above % irrespective of the composition of S;. Incorrect estimation of p;;-s
for i,j # * does not influence identification of the Condorcet winner and,
therefore, their distortion does not disturb the operation of the algorithm.

We now describe our algorithm, which is provided in the Algorithm 2
box. We denote by n;;(t) the number of times up to round ¢ that ¢ and j
were compared with each other. Let w;;(t) denote the number of times when
arm i beat arm j. We break ties randomly, so that n;;(t) = w;;(t) + wji(t).
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We compute upper confidence bounds u;;(t) on the probabilities p;;:

Wi j (t) alnt
- ng(t) ni;(t)

(4.2)

(ujj-s are the optimistic estimates of p;;-s and they are analogous to those
used in [132] for pairwise comparisons). The first term in w;;(t) is an em-
pirical estimate of p;; and the second term bounds the fluctuations of this
estimate with high probability, see [6, 132]. The « parameter in the second
term controls the width of the upper confidence bound.

Additionally, we maintain a second wider upper bound v;;(t), which we
use to increase parallel exploration. We define v;;(t) by

y _ wij(t) BO& Int
v;5(t) s (1) + () (4.3)

where the parameter 8 > 1 controls how much wider it is than the upper
confidence bound of Equation 4.2. When there is more than one candi-
date for a Condorcet winner according to the “narrow” confidence bounds
in Equation 4.2 an exploration round is triggered and arms that could be
Condorcet winner candidates according to the “wide” confidence bounds
are compared. This leads to some arms being explored preemptively and
decreases the overall number of exploration rounds by increasing parallel
exploration.

Given K arms, we define U;(t) = minjeg j£; {usj(t)}, i.e. Ui(t) is the
smallest upper confidence bound of i. Let E denote the set of potential
Condorcet winners, which contains all arms ¢ for which U;(¢) > 1/2. Addi-
tionally, we define Vj(t) = minjek j£; {vij(t)} and F to be the set of potential
Condorcet winners according to the wider upper bounds, that is, all arms
for which Vj(t) > 1/2.

At each iteration of Algorithm 2, if there is only a single potential Con-
dorcet winner in E, we choose this arm. If there are several potential Con-
dorcet winners, we select all arms in the larger set F'. In the unlikely event
that there are no potential Condorcet winners, we select all arms. The
selected arms are compared against each other using multileaving and pair-
wise wins between the rankers are inferred from the scores produced by the
multileaving method.

4.1.3 Experimental Evaluation

We next present the experimental evaluation of our Multi-Dueling Bandits
(MDB) algorithm. We begin by describing our experimental setup.

We compare our MDB algorithm to three state-of-the-art dueling bandit
algorithms, namely RUCB and MergeRUCB, both implemented in the freely
available software package Lerot [100], and RMED1 [72]. As per [131], we
set the a parameter for RUCB to 0.51, and to 1.01 for MergeRUCB. For
RMED1 we use the same parameter setting as [72]: f(K) = 0.3K*%L. To
select the parameters for MDB, we carried out a grid search on the grid
{0.5,1,1.5} x{1.25,1.5,2,4} on a separate dataset, specifically the validation
set of the YLR1 dataset, and found the best parameters to be a = 0.5 and
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W = [wi;] == Oxxk
Play all arms and update the corresponding entries in W
fort=2,...,7T do
U = [uy (1) = 220 +  wi(t) = 1/2
5| Vo= log(n)] = 22+ /jglg;t =1/2
6 E = {is.t. Ui(t) >1/2} (Th of potential champions
according to U)
7 F = {i s.t. Vi(t) > 1/2} (The set of potential champions according
to V)
if |[E| > 1 then
Choose all arms f € F for comparison and update the

corresponding entries in W
10 else if |E| =1 then

W N =

11 ‘ Choose the arm e € B
12 else

13 Choose all arms for comparison and update the corresponding

entries in W
14 end

Algorithm 2: Multi-Dueling Bandit (MDB) Algorithm.

B = 1.5. We used these as our parameter settings for MDB for all other
experiments.

We first compare the algorithms on artificial datasets where each arm has
a utility which defines its winning probability against other arms, similar to
the experiments proposed in [1]. In each iteration, for the arms chosen
by the dueling or multi-dueling bandit algorithm, we sample from normal
distributions with mean given by the utility of the arms, and unit variance
to obtain scores for each arm. The arm utilities used are listed in Table 4.1.
They were chosen to provide problem instances where the quality of the best
arm was progressively less distinct from that of the other arms, and where
the impact of increasing the number of arms could be isolated.

We also compare the algorithms on four large-scale evaluation datasets

TABLE 4.1: Datasets used for artificial utility based experi-

ments.
Dataset Distributions of Utilities of arms
1good5poor 1 arm with utility 0.8, 5 arms with utility 0.2
1good50poor 1 arm with utility 0.8, 50 arms with utility 0.2
1good200poor 1 arm with utility 0.8, 200 arms with utility 0.2
2good4poor 1 arm with utility 0.8, 1 arm with utility 0.7, 4 arms with utility 0.2
11good40poor 1 arm with utility 0.8, 10 arms with utility 0.7, 40 arms with utility 0.2
41good160poor 1 arm with utility 0.8, 40 arms with utility 0.7, 160 arms with utility 0.2
3good3poor 1 arm with utility 0.8, 2 arm with utility 0.7, 3 arms with utility 0.2
21good30poor 1 arm with utility 0.8, 20 arms with utility 0.7, 30 arms with utility 0.2
81good120poor 1 arm with utility 0.8, 80 arms with utility 0.7, 120 arms with utility 0.2
arith6 1 arm with utility 0.8, 5 arms with utilities forming arithmetic sequence between 0.7 and 0.2
arith51 1 arm with utility 0.8, 50 arms with utilities forming arithmetic sequence between 0.7 and 0.2
arith201 1 arm with utility 0.8, 200 arms with utilities forming arithmetic sequence between 0.7 and 0.2
geom6 1 arm with utility 0.8, 5 arms with utilities forming geometric sequence between 0.7 and 0.2
geomb1 1 arm with utility 0.8, 50 arms with utilities forming geometric sequence between 0.7 and 0.2
geom201 1 arm with utility 0.8, 200 arms with utilities forming geometric sequence between 0.7 and 0.2
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TABLE 4.2: Datasets. Each dataset consists of a number of
query-document pairs, together with a relevance judgement
for the pair. Each document is represented by a feature

vector.
Datasets Queries URLs | Features
MSLR-WEB30K * | 31,531 | 3,771,125 136
YLR Set 1 [25] 19,944 473,134 700
YLR Set 2 [25] 1,266 34,815 700
Yandex * 9,124 97,290 245

summarised in Table 4.2'. Since there was no Condorcet winner for the Yan-
dex dataset, we randomly sampled subsets of 200 rankers from the Yandex
dataset, selecting the first subset with a Condorcet winner. This subset was
used in the experiments involving the Yandex dataset, except those described
in Section 4.1.3.1.5, where we investigate the behaviour of the algorithms in
the absence of a Condorcet winner.

The datasets and the corresponding rankers form our dueling or multi-
dueling bandit problem instances. Following [131], for each dataset we choose
the rankers to be the features of the dataset. That is, for a given feature,
we construct a ranker which ranks documents only according to the score
of that feature. An example of a feature is the BM25 score of the body
of the document, or a document’s PageRank. As noted in [131] this is a
somewhat artificial setup from a learning-to-rank perspective, since we are
generally interested in comparing different retrieval algorithms using all the
features of the dataset, rather than finding the best individual feature. The
benefit of this approach is that it makes the experiments easy to replicate.
Furthermore, from the point of view of evaluating dueling and multi-dueling
bandit algorithms, the difficulty of a problem instance is affected by the
relative performance of the rankers, not their absolute performance. Us-
ing the feature rankers is therefore useful for assessing the performance of
dueling and multi-dueling bandit algorithms since many of the features per-
form similarly and are therefore difficult to distinguish using interleaved or
multileaved comparisons.

All experiments, except those using the artificial datasets described in
Table 4.1, are conducted using a simulated user model. For each iteration
we randomly sample with replacement one query from the pool of queries of
the dataset. The dueling or multi-dueling bandit algorithms choose rankers,
whose results are then interleaved or multileaved respectively, and presented
to a simulated user. For the dueling bandit algorithms, we compare pairs
of rankers using probabilistic interleaving [55], which is the best performing
interleaving method to the best of our knowledge. For MDB, we use SOSM,
which is the best performing multileaving method to the best of our knowl-
edge [17]. Both probabilistic interleaving and SOSM only present the top-10
documents to users. This limit was chosen since it is rare for users to look

1Only 519 features are non-zero for YLR Set 1 and only 596 features are non-zero for
YLR Set 2. The remaining features are zero for all query-document pairs.
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TABLE 4.3: User Models. For each user model, the user in-

spects the ranked list from top to bottom and either clicks on

a document, or stops inspecting the list, with each action’s

probability defined by the user model, and the document rel-

evance. We use the perfect, navigational and informational
click models from [56].

Click Probabilities Stop Probabilities
Relevance 0 1 2 3 4 0 1 2 3 4
Perfect 0.0 0.2 04 08 1000 0.0 0.0 0.0 0.0

Navigational | 0.05 0.1 0.2 04 08|00 02 04 06 0.8
Informational | 0.4 0.6 0.7 0.8 09]0.1 02 03 04 0.5

past the first page of results when using search engines. Clicks are then gen-
erated from a probabilistic user model [56]. The interleaving or multileaving
algorithm scores the chosen rankers using the clicks generated by the user
model.

The click model used for these experiments was the navigational user
model from [56], unless otherwise stated. This click model describes a user
who inspects the retrieved list of documents from top to bottom, and is
more likely to click on a document if it is more relevant, but may interrupt
their session with a certain probability, rather than inspect the entire list
of retrieved documents. This click model has been used as a standard click
model for dueling bandit algorithm evaluation in [131]. The click models are
described in Table 4.3.

4.1.3.1 Experimental Results

Below we summarize the experimental results for the various experiments.
For all figures, the error bars show the standard deviation of cumulative
regret across runs for each algorithm at the given time step.

4.1.3.1.1 Experiments on synthetic data

We begin by examining how the cumulative regret increases at each iteration
for each of the four algorithms. We use synthetic data for two reasons.
First, synthetic data does not require interleaving or multileaving. This is
because, at each iteration, after selecting the rankers to be compared, the
comparison is performed based on drawing random numbers from a normal
distribution with mean given by each arm’s utility and unit variance. Thus,
the performance of each of the four bandit algorithms is independent of
the interleaving/multileaving, and only due to the bandit algorithm. The
second reason for using synthetic data is that it allows us to control the
relative performance of the individual arms. Clearly, if the best arm is much
better that the other arm, the problem is easier than the case when the best
arm is only slightly better than other arms.

Figure 4.1 shows the average cumulative regret against the number of
iterations for the 4 algorithms on each of the artificial datasets from Ta-
ble 4.1. MDB performs better than all the benchmark algorithms for all
the datasets. The first column shows the datasets with 6 arms, the second
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column shows the datasets with 51 arms and the third column shows the
datasets with 201 arms. We see that while the regret does not increase no-
ticeably for MDB as we increase the number of arms, the regret of all the
dueling bandit algorithms increases substantially. For all the datasets with
51 or more rankers, MDB incurs at least an order of magnitude less regret
than the best dueling bandit algorithm, RMED1.

The results demonstrate that as we increase the number of arms being
compared, the advantages of MDB become larger. This advantage is at
its most extreme when there is only one good arm, and all other arms are
weaker, as in row 1 of Figure 4.1. In this case dueling bandit algorithms
have to waste exploration time comparing suboptimal arms which are hard
to differentiate from each other, and it can take a long time before the single
good arm is identified.

4.1.3.1.2 Experiments on simulated Learning-to-Rank Datasets

Figure 4.2 shows how the cumulative regret increases with each iteration
using the real data sets, MSLR, YLR1, YLR2 and Yandex. It clearly shows
that MDB performs best for all the datasets. It outperforms the best dueling
bandit algorithm, RMED1, by a factor of approximately 3 for the dataset
with the smallest number of features, the MSLR dataset, and approximately
1-2 orders of magnitude for all the other datasets. RMED1 outperforms
RUCB and MergeRUCB, as expected from the results of [72].

Note that for the Yandex dataset, since there was no Condorcet winner,
we randomly sampled 200 of the 245 feature rankers to obtain a dataset
with a Condorcet winner. Results using the full Yandex dataset with no
Condorcet winner are described later.

4.1.3.1.3 Dependence on Number of Rankers

The results using synthetic data showed that the advantage of our algo-
rithm increased relative to the three other algorithms, as the number of
arms being compared increased. Additionally, for the results on the real
learning-to-rank datasets, the advantage of our algorithm ranges from a fac-
tor of approximately 3 for the MSLR dataset with the smallest number of
features to approximately 2 orders of magnitude for the two YLR datasets,
which have the greatest numbers of features.

To isolate the impact of the number of rankers being compared on the
real datasets involving multileaving, we investigate how regret scales with the
number of rankers being compared using the YLR1 dataset. We randomly
sampled subsets of rankers of sizes {10, 25,40, 55,70, 85,100,115,130,145}
from the YLR1 dataset. Note that we randomly sampled different subsets
of rankers for each run. For each of these subsets we then carried out 10
runs of each algorithm over 5,000,000 iterations and recorded the average
cumulative regret across runs.

Figure 4.3 shows how the performance of the 4 algorithms varies as a
function of the number of rankers. Additionally we have shown the per-
formance of a random policy which simply selects a random subset of the
rankers for multileaving at each iteration. We observe that as the num-
ber of rankers increases the cumulative regret increases most for RUCB and
MergeRUCB, while it increases more slowly for RMED1. Regret appears to
be almost independent of the number of rankers for MDB.
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These experiments were also carried out for the perfect and informational
click models, and the results were very similar.

For the MDB algorithm, the regret associated with having to explore
suboptimal rankers does not appear to be additionally compounded by the
number of rankers being explored. This is an important characteristic of
the MDB algorithm, since if we can explore additional rankers with no sub-
stantial additional cost, the risks associated with large-scale online ranker
evaluation are substantially mitigated.

Note that it may appear that regret levels off for MergeRUCB as we
increase the number of rankers. This is due to the fact that for 5,000,000
iterations there is a limit to how much regret can be incurred just by making
random choices in 5,000,000 iterations. For larger problem sizes and for a
time frame of 5,000,000 iterations, MergeRUCB begins to perform no better
than a random policy. This does not imply that MergeRUCB performs
as badly as a random policy in general, but for these problem instances it
has not yet begun to eliminate suboptimal arms after 5,000,000 iterations.
Further iterations would be needed to show improvements relative to the
random policy.

4.1.3.1.4 Dependence on Click Model

To test the robustness of our approach to the choice of click model, we also
investigated performance using the perfect and informational click models
[56]. These click models have less, respectively more, noisy user behaviour
than the navigational model. Since different click models can reflect different
types of user behaviour and search intent it is important that the algorithms
are robust to different click models. Figure 4.4 shows how the cumulative
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regret is affected by different user click models, using randomly selected
subsets of size 200 of the rankers from the YLR1 dataset. We chose to use
subsets of the full dataset for these experiments because of the computational
costs of running RMED1 on the full YLR1 dataset. For all click models MDB
outperforms the best dueling bandit algorithm by between 1 and 2 orders of
magnitude.

For MDB, the regret doubles when going from the perfect to the naviga-
tional click model, but does not increase further for the informational click
model. In contrast, for the dueling bandit algorithms, regret for the infor-
mational click model is approximately double that for the navigational click
model, which is approximately double that of the perfect click model. MDB
is therefore least affected by varying the click model in our experiments.

4.1.3.1.5 Dataset without Condorcet winner

As noted earlier, the baseline dueling bandit algorithms and our algorithm
MDB assume the existence of a Condorcet winner, i.e. a ranker which beats
every other ranker in expectation. In practice, this may not be true, and in
fact there is no Condorcet winner for the full Yandex dataset. To evaluate
how the algorithms perform when the Condorcet assumption is violated, we
investigated the performance of the algorithms on the full Yandex dataset.
Since there is no Condorcet winner we cannot use the regret definition from
Equation 4.1 to evaluate the algorithms. Instead we define the winner for
the full Yandex dataset based on the NDCG@10 score, denote this score by
NDCG*, and use a definition of regret given by

5 ,es, NDCG* — NDCG,
St

r(Sy) = (4.4)

We carried out 10 runs of each algorithm over 5,000,000 iterations and
recorded the average regret over runs at each iteration. Figure 4.5 shows
how the cumulative regret increases with each iteration for the full Yandex
dataset with regret defined in Equation 4.4. The results are very similar to
those from Figure 4.2 for the Yandex subset with a Condorcet winner. MDB
outperforms the best dueling bandit algorithm, RMEDI1, by approximately
an order of magnitude after 5,000,000 iterations.

4.1.3.1.6 Distortion of probability estimates due to multileaving

As discussed earlier, simultaneous comparison of more than two arms may
affect their pairwise winning probabilities. We called this effect distortion.
We can quantify this effect by first randomly sampling a fixed size subset of
rankers that includes a Condorcet winner, and then measuring, after some
fixed number of multileavings, the fraction of rankers that beat the Con-
dorcet winner more than 50% of the time. If there is no distortion, and the
number of multileavings is sufficient, we expect this fraction to be zero.

In these experiments we test the level of distortion in the multileaving
method SOSM, and examine how robust our MDB algorithm is to possible
distortions in the multileaving method.

For each dataset, and each click model, we randomly sample subsets of
rankers of sizes 3, 10, and 100 that include a Condorcet winner. We examine
the probabilities of the rankers beating the Condorcet winner after 3,000
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multileavings. Note that this is likely to be an overestimate of the distortion
of the multileaving method, since, for rankers of very similar quality, 3,000
iterations may not be sufficient to reliably distinguish rankers. Table 4.4
shows the average, over 30 runs, of the percentage of rankers that beat the
Condorcet winner.

We observe that the distortion problem is almost unique to the MSLR
dataset, and is exacerbated by the noisier click models. The distortion prob-
lem is exclusively related to the feature ranker 133 in the MSLR dataset.
Feature ranker 133 scores documents solely based on the query-document
clicks, i.e. a document was clicked on in response to a query. This feature
is very good at identifying 1 or 2 documents that are very likely to be rel-
evant. However, when asked to rank documents in a multileaved set, most
of the documents, even though they might be relevant, have not been pre-
viously clicked on. As such, ranker 133 is unable to distinguish between the
vast majority of documents. Thus, even though ranker 133 performs well
in pairwise comparisons, where it has contributed half of the documents in
the results list, it performs very poorly when multileaved with many other
rankers. Table 4.4 also includes results for the MSLR dataset, when feature
ranker 133 is excluded. This is denoted by MSLR*. When ranker 133 is
excluded, no substantial distortion is observed.

The moderate levels of distortion observed for the Yandex and MSLR
dataset (excluding feature ranker 133) are likely to be mostly caused by the
fact that there are many rankers that are very similar in quality, and so
3,000 comparisons are not sufficient to differentiate these similar rankers.

The only problem setting where our MDB algorithm did not substan-
tially outperform the best baseline dueling bandit algorithm, RMED1, was
for the MSLR dataset with all 136 feature rankers with the informational
click model. The results for this problem setting are shown in Figure 4.6.
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TABLE 4.4: Percentage of rankers beating the Condorcet
winner (distortion), averaged over 30 runs, after 3,000 iter-
ations for 3, 10, and 100 rankers being multileaved for each
dataset and click model. The dataset denoted MSLR* is the
MSLR dataset with feature ranker 133 removed.

Distortion
Num. Rankers 3 10 100
MSLR Perfect 0.0% || 0.0% 9.2%

MSLR Navigational || 0.0% || 0.0% || 15.2%
MSLR Informational || 0.0% || 6.8% || 41.3%
MSLR* Perfect 1.7% || 3.1% || 3.3%
MSLR* Navigational || 1.7% || 4.0% || 3.5%
MSLR* Informational || 0.0% || 2.9% || 2.7%
YLR1 Perfect 0.0% || 0.0% 0.0%
YLR1 Navigational || 0.0% | 0.0% || 0.0%
YLRI1 Informational || 0.0% || 0.0% || 0.3%
YLR2 Perfect 0.0% || 0.0% | 0.4%
YLR2 Navigational 0.0% || 0.4% || 0.8%
YLR2 Informational || 0.0% || 1.0% || 0.9%
Yandex Perfect 0.0% || 1.1% || 1.4%
Yandex Navigational || 3.3% || 4.5% || 3.8%
Yandex Informational || 3.3% || 3.9% | 3.4%

This is due specifically to the feature ranker 133 in the MSLR dataset. Ta-
ble 4.4 shows that there was some distortion for all click models for the
MSLR dataset. However, it is with the informational click model that the
distortion is greatest, reaching 41.3% for 100 rankers. This is a very high
percentage. The MDB algorithm appears to be robust to more reasonable
levels of distortion, suffering substantially less regret than the baselines for
the MSLR dataset with the navigational click model, shown in Figure 4.2(a),
and with the perfect click model. Additionally, for the MSLR dataset with
feature ranker 133 removed, MDB substantially outperformed all baselines
for all click models.

4.1.4 Conclusions

We proposed a generalisation of the K-armed dueling bandits, termed multi-
dueling bandits (MDB). We have applied MDB in online ranker evaluation
to leverage the power of simultaneous comparisons through multileaving and
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improve the exploration-exploitation trade-off. Our experimental results on
synthetic data and data from 4 standard datasets demonstrated up to 1 to 2
orders of magnitude reduction in regret compared to state-of-the-art dueling
bandit algorithms, RUCB [132], MergeRUCB [131], and RMED1 [72] in all
except one pathological case discussed below. Generally, relative benefits
compared to dueling bandits increased with the number of rankers being
compared. For MDB, the incurred regret did not increase substantially as the
number of rankers increased. As such, the risks associated with large-scale
online ranker evaluation are substantially mitigated. Further experiments
showed that MDB was robust to various user click models.

Experiments were also conducted to examine the behaviour of MDB
in the absence of a Condorcet winner, which is the case for the full Yan-
dex dataset. In this case, the regret was approximated by measuring the
NDGC@10 score. In this case MDB outperformed the best dueling bandit
algorithm, RMED1, by approximately an order of magnitude after 5,000,000
iterations.

We also investigated the level of distortion of pairwise winning probabili-
ties in multileaving using SOSM. For the MSLR dataset using a navigational
click model, the distortion reached 41.3%. In this case MDB was inferior to
RMED1. The high level of distortion was due to the peculiarities of ranker
133. If ranker 133 is removed, the distortion of pairwise winning probabilities
is significantly reduced and MDB outperforms all other algorithms.

There are a number of avenues for future work. The distortion of pairwise
winning probabilities in multileaving needs further investigation. All existing
multileaving algorithms exhibit this behaviour. It remains an open question
as to whether a new multileaving algorithm can be designed to avoid this
problem, or at least minimize it. Furthermore, a theoretical analysis of
our algorithm needs to be developed to better understand its power and
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limitations. Additionally, since a Condorcet winner is not guaranteed to
exist, it may be useful to explore other concepts of winners, such as the
Copeland [130], Borda [117] and von Neumann [42] criteria. Finally, we
note that the proposed multi-dueling bandit algorithm can be applied to a
broad class of problems and applications in other domains, e.g. recommender
systems.

4.2 Bandits with Multiple Plays

Section 4.2.1 formalises the problem of learning from multileaved compar-
isons which produce absolute scores as a K-armed bandits with multiple
plays problem. Section 4.2.2 describes our proposed algorithm for solving
this problem. Finally, Section 4.2.3 presents our experimental evaluation.

4.2.1 Problem Setting

In bandits with multiple plays, we are given a set K of arms. At each
iteration, ¢, an algorithm selects a subset, S;, of arms and observes rewards in
the range [0, b] for each selected arm ¢ € S;. These rewards are independently
and identically distributed according to corresponding distributions with
unknown expectations p;.

In the ranking scenario this corresponds to multileaving the ranked lists
of the subset, S;, of rankers and then inferring a score for each ranker from
user clicks.

We let u* = max; u;, and let A; = pu* — p;. Then we define the regret

ZiESz Al

’I”(St) = ‘St‘

(4.5)
The goal of a bandits with multiple plays algorithm is to select subsets
of arms S1, 52, ..., so that the cumulative regret Z;‘FZI r(St) is minimized.

4.2.2 Algorithm

The proposed bandits with multiple plays algorithm has a similar underlying
idea to our multi-dueling bandit algorithm from Section 4.1.

The algorithm maintains optimistic and pessimistic estimates of the ex-
pected value of each arm. Furthermore, it maintains wide versions of these
estimates. We therefore maintain upper confidence bounds, wide upper con-
fidence bounds, lower confidence bounds and wide lower confidence bounds
for the expected value of each arm. The wide confidence bounds serve to
ensure that we explore arms in parallel. How this is done will be explained
below.

At a given iteration, we say that an arm is a champion if it has the great-
est upper confidence bound. If there are several arms with the same upper
confidence bound we choose one of them at random to be champion. We
call those arms whose upper confidence bound exceed the lower confidence
bound of the champion candidates. Additionally, we call those arms whose
wide upper confidence bounds exceed the wide lower confidence bound of
the champion secondary candidates When there is a single champion, and
no other candidates, the algorithm exploits this knowledge and plays only
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the champion. When there are multiple candidates the algorithm explores
by selecting all the secondary candidates.

We now precisely describe our algorithm, which is provided in the Algo-
rithm 3 box. Let K be the number of arms. We denote by n;(¢) the number
of times up to round ¢ that arm i was played. Let Z;(t) denote the mean
score of arm ¢ after ¢ iterations, and g;(t) denote the variance of the scores
of arm 7 after t iterations. Recall that the scores for all arms have support
[0, b]. We compute upper and lower confidence bounds w;(t) and /;(t) on the
scores Z;(t):

2ay;(t)Int  3balnt
ni(t) ni(t)

() = me) - |22 Fakt (4.7

Note that we use variance estimates in our confidence bounds, this should
be advantageous if the variances of the scores of the arms are substantially
smaller than b [5]. These confidence bounds are based on an empirical
Bernstein bound, see [4].

They ensure that with high probability the real expected value u; of the
score of arm 1 is in the range [l;(¢), u;(t)].

Additionally, we maintain a second wider set of bounds v;(t) and m;(t),
which we use to increase parallel exploration. We define them by

(4.6)

oi(t) = () + 2ﬁag:~((z)) Int BbfLio(ztl)nt (4.8)
mit) = E:(t) — Qﬁagz((:)) Int 3bf:ztl)nt (4.9)

where the parameter § > 1 controls how much wider they are than the upper
confidence bounds of Equation 4.7. When there is more than one candidate
according to the “narrow” confidence bounds in Equation 4.7 an exploration
round is triggered and the secondary candidates according to the “wide”
confidence bounds are selected. This leads to some arms being explored
preemptively and decreases the overall number of exploration rounds by
increasing parallel exploration.

4.2.3 Experimental Evaluation

We next present the experimental evaluation of our bandits with multiple
plays (BMP) algorithm. We begin by describing our experimental setup.

4.2.3.1 Experimental Setup

Since this is a new problem setting, there are no prior algorithms against
which we can directly compare our algorithm. However since the intended
application for our algorithm is online evaluation of rankers using multileav-
ing, we will compare against the MDB algorithm [18] from Section 4.1. We
set the parameters for MDB to o = 0.5 and § = 1.5, as in Section 4.1.
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=

X =[z;(t)] :=0x
Play all arms and update the corresponding entries in X
g fort=2,...,7T do

N

s | U= )] = mi(0) + | /2EORE sl

5| Vo= [0i(t)] = Tilt) + o/ 2oLt 4 Sl

o | Lim [t = ai(t) - |/EEOT _ s

7 | M= [m(t)] = zi(t) — 2'3“3((:)) nt _ 3”532)”

8 ¢ = argmax;cx(U;(t)) (The champion. If there are several arms,

choose one at random)

9 D = {is.t. Ui(t) > L.(t)} (The set of candidates)

10 E = {is.t. Vi(t) > M.(t)} (The set of secondary candidates)
11 if |D| > 1 then

12 ‘ Choose all arms in E
13 else

14 ‘ Choose ¢

15 end

Algorithm 3: Bandits with Multiple Plays (BMP).

For MDB we use SOSM, described in Section 3.2 as the input multileaving
method.

To select the parameters for BMP, we carried out a grid search on the
grid {0.01,0.05,0.5,1.5} x {1.25,1.5,2.0,4.0,8.0,16.0} on a separate dataset,
specifically the validation set of the YLR1 dataset, and found the best pa-
rameters to be a = 0.05 and 5 = 4.0. For BMP we use MIS, described in
Section 3.3 as the input multileaving method. For MIS we used the param-
eter settings: M = 10, L = 0.6, which were also found to be the best out of
the options M = 0; M =10, L = 0.6; and M = 10, L = 0.8 on the validation
set of the YLR1 dataset.

Since the multileaving methods used as inputs to MDB and BMP are
different, the quality of the multileaved lists presented to users is different,
even when the same set of rankers is multileaved. For the experiments to
follow we therefore use the following notion of regret so that we are compar-
ing methods in terms of the quality of the multileaved lists they display to
users:

r(S;) = NDCG* — NDCGM:, (4.10)

where NDCG* is the average NDCG@10 score of the ranker with the best
NDCG@10 score on the dataset, and NDCGM is the NDCG@10 score of
the multileaved list presented to the user at iteration t.

Otherwise, we replicate the experimental setup from Section 4.1.3. We
compare the algorithms on the four large-scale evaluation datasets sum-
marised in Table 4.5%.

The datasets and the corresponding rankers form our BMP or MDB
problem instances. For each dataset we choose the rankers to be the features
of the dataset. All experiments are conducted using a simulated user model.

4Only 519 features are non-zero for YLR Set 1 and only 596 features are non-zero for
YLR Set 2. The remaining features are zero for all query-document pairs.
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TABLE 4.5: Datasets. Each dataset consists of a number of
query-document pairs, together with a relevance judgement
for the pair. Each document is represented by a feature

vector.
Datasets Queries URLs | Features
MSLR-WEB30K ° || 31,531 | 3,771,125 136
YLR Set 1 [25] 19,944 473,134 700
YLR Set 2 [25] 1,266 34,815 700
Yandex © 9,124 97,290 245

TABLE 4.6: User Models. For each user model, the user in-

spects the ranked list from top to bottom and either clicks on

a document, or stops inspecting the list, with each action’s

probability defined by the user model, and the document rel-

evance. We use the perfect, navigational and informational
click models from [56].

Click Probabilities Stop Probabilities
Relevance 0 1 2 3 4 0 1 2 3 4
Perfect 0.0 02 04 08 10|00 0.0 0.0 0.0 0.0

Navigational | 0.05 0.1 0.2 04 08]0.0 02 04 06 0.8
Informational | 0.4 06 0.7 0.8 0901 02 03 04 0.5

For each iteration we randomly sample with replacement one query from the
pool of queries of the dataset. The BMP or MDB algorithms choose rankers,
whose results are then multileaved and presented to a simulated user. Clicks
are then generated from a probabilistic user model [56] described in Table 4.6.

4.2.3.2 Experimental Results

Below we summarize the experimental results for the various experiments.
The error bars show the standard deviation of cumulative regret across runs
for each algorithm at the given time step.

4.2.3.2.1 Click Models

Figure 4.7 shows the performance of the BMP and MDB algorithms on the
MSLR dataset for the perfect, navigational and informational click models.
We note that for all click models, BMP outperforms MDB. While the dif-
ference is relatively small for the perfect and navigational click models, for
the informational click model, MDB settles on the wrong arm resulting in
linear regret. As a result, the regret suffered by BMP is almost 2 orders of
magnitude less than that suffered by MDB after 10,000,000 iterations. This
tendency of MDB to settle on the wrong arm can be understood in light of
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the distortion suffered by the multileaving method used by MDB, SOSM,
described further in Section 4.1.3.1.6.

4.2.3.2.2 Datasets

Figure 4.8 shows the performance of the BMP and MDB algorithms on the
MSLR dataset for the YLR1, YLR2 and Yandex datasets with navigational
click model. For all three datasets the algorithms perform similarly in terms
of cumulative regret after 10,000,000 iterations.

Note, however, that for the YLR2 dataset, although BMP has suffered
more regret after 10,000,000 iterations, the regret does not really level off
for MDB. This is because the Condorcet winner, which MDB identifies as
the best ranker and converges on selecting, is actually marginally inferior
in terms of NDCG to another ranker. This ranker is correctly identified by
BMP, even though BMP takes longer to converge on selecting it. If the time
horizon for the experiment had been sufficiently long, BMP would therefore
have suffered lower regret than MDB for this setting.

4.2.3.2.3 Scalability

Finally, Figure 4.9 shows how the performance of BMP and MDB scales with
the number of rankers being evaluated. We note that the regret suffered af-
ter 5,000,000 iterations increases only weakly as we increase the number of
rankers for both algorithms. This suggests that the parallel exploration en-
abled by the BMP and MDB settings is effective at reducing the dependency
of the regret on the number of rankers being evaluated.

4.2.4 Conclusions

We have proposed a variant of the bandit with multiple plays (BMP) prob-
lem where the number of arms selected at each iteration is not fixed. This is
applicable to managing the exploration-exploitation tradeoff associated with
a multileaving algorithm like MIS, introduced in Section 3.3, where the out-
come of a multileaving is an absolute score for each ranker in the comparison
set.

Our experimental results on data from 4 standard datasets demonstrated
improved, or similar performance, relative to MDB for all datasets and click
models investigated. Most notably, while BMP is never substantially outper-
formed by MDB, it substantially outperforms MDB for the MSLR dataset.
Like MDB, the regret suffered by BMP scales well with the number of rankers
being evaluated.

Thus, BMP preserves the strength of MDB, in providing a highly scalable
method for handling the exploration-exploitation tradeoff associated with
online evaluation of rankers using multileaving. Additionally, BMP provides
the advantage of being applicable to a more accurate multileaving algorithm
than those which MDB is applicable to.

An important future extension of this work is to develop upper and lower
bounds on the regret attainable in the BMP setting. Additionally, it is likely
that improved regret can be obtained by leveraging dependencies between
the rewards for different arms as in [107].
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FIGURE 4.7: Cumulative regret averaged over 20 runs

against number of iterations for the (a) perfect, (b) navi-

gational, and (c) informational click models on the MSLR
dataset.
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FIGURE 4.9: Cumulative regret after 5,000,000 iterations

averaged over 10 runs against the number of rankers be-

ing evaluated for the MSLR dataset with navigational click
model.



79

Chapter 5

Conclusions and Future
Work

Efficient online evaluation of ranking algorithms is an important problem
for large-scale commercial web search engines and recommender systems
[112, 70]. Multileaving was introduced in [102] and offers order of magni-
tudes improvements in efficiency over alternative online evaluation methods.
This thesis investigated multileaving and how to manage the exploration-
exploitation tradeoff associated with online evaluation using multileaving.

5.1 Multileaving

This thesis introduced two new multileaving algorithms. Furthermore, we
demonstrated that an interaction between the two stages of multileaving
algorithms can cause substantial inaccuracies if not properly accounted for.

Sample-Only Scored Multileave (SOSM) [17] is the first multileaving
method to scale well with the number of rankers being compared. The
central idea of SOSM is that rankers are evaluated only on the basis of their
relative rankings of the documents included in the multileaved ranking. This
means that each recorded click can be used to infer something about the rela-
tive quality of each pair of rankers. This is in contrast to prior methods such
as TDM where a click was only used to infer something about the quality of
a single ranker, or PM, where some rankers had more opportunity to obtain
credit than others, independent of their actual quality. This efficient use of
feedback allows SOSM to estimate the relative qualities of rankers, even after
very few comparisons, regardless of how many rankers are being compared.
SOSM was found to be substantially more efficient than prior multileaving
methods, with prior methods often requiring twice as many user interactions
to obtain similarly good ranker quality estimates [17].

The main non-algorithmic contribution of this thesis is that we demon-
strate that the scoring function in a multileaving method must correct for
the probability a document has of being shown to the user. Prior multileav-
ing methods, including SOSM, did not account for this, and consequently,
and contrary to initial evaluations of multileaving methods, they are prone
to being inaccurate.

The second multileaving algorithm contributed as part of this thesis,
Multileaving using Importance Sampling (MIS), is the first multileaving al-
gorithm to properly account for the probabilities of documents being pre-
sented to the user when scoring rankers. This is therefore the first multileav-
ing method, which can reliably be used to accurately estimate the quality
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of rankers. MIS was shown to be highly accurate, scale well with the num-
ber of rankers being compared, and was shown to reliably evaluate rankers.
Finally, MIS is the first multileaving method that can be used in an un-
biased manner on historical interaction data. This is possible because the
importance sampling in the scoring function allows MIS to compensate for
the difference in probability that a given document was presented to the
user in the historical data, and the probability that the document would be
presented to the user if a new multileaving was performed.

Thus, this thesis demonstrated (i) that there exist substantial problems
with multileaving, in that the scoring function and the document sampling
strategy of the multileaving method interact with each other; and (ii) that
these problems can be overcome by using importance sampling to correct for
this interaction. Consequently, multileaving can provide unbiased, scalable,
efficient and accurate evaluations. This suggests that multileaving could
have the potential to play an important part in the online evaluation of
large-scale web search and recommender systems.

An important caveat regarding these findings is that the experiments for
this thesis were carried out on simulated users. More specifically, they used
Lerot [100], a framework for simulated experiments in online evaluation and
online learning to rank. Although these experiments with simulated users
have become the standard in the interleaving and multileaving literature,
more work is needed to verify how well the outcomes of these simulated
experiments agree with experiments carried out on deployed search systems.
Thus, there is a need to evaluate multileaving algorithms on real, deployed
search systems. This is needed to verify that biases not captured by the
user models from our experiments do not substantially alter the outcomes
of experiments. More generally, recalling the complicated interplay between
system effectiveness and user satisfaction, there is a need to verify that the
preferences inferred by multileaving methods agree with measures of user
satisfaction.

There are several interesting possible improvements and extensions to
MIS which remain as future work. One promising approach is to investigate
the possibility of using weighted importance sampling, and document sam-
pling techniques which preferentially sample from those rankers for which
our quality estimates are most uncertain, in order to improve the tradeoff
between learning efficiency and quality of the multileaved list. Additionally,
if this tradeoff can be handled better, there is the potential to investigate
document sampling strategies for which we more strongly control the order
of the documents presented during multileaving.

For our algorithm, MIS, we have theoretical guarantees that the expected
outcome of evaluation can be made to agree with A/B testing. However,
this guarantee applies to a particular class of metrics for A/B testing, and
an important avenue for future research would be to extend the work of [99]
to multileaving. Here we would want to investigate experimentally what
types of A/B metrics can be captured accurately by multileaving approaches.
Furthermore, it would be useful to extend the theoretical guarantee offered
by MIS to more general classes of A/B metrics.

Current multileaving methods are applicable to ranking algorithms which
output ranked lists of documents. Since modern search engines aggregate
results from multiple sources, multileaving could be made more widely appli-
cable if work on applying interleaving to aggregated search and more general
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user interfaces [66, 29] could be extended to multileaving. Another challenge
is to ensure that multileaving does not interfere with desirable properties of
search result pages such as diversity.

5.2 Exploration-Exploitation Tradeoff

One of the key drawbacks of online evaluation methods is that the outputs of
new, potentially poor, rankers are presented to actual users. If a new ranker
is poor, users will be presented with poor results and, in the worst case,
might abandon the service [54]. Conversely, if new rankers are not presented
there is a risk of overlooking better rankers in the pool of rankers. In online
learning the question of determining a proper exploration level is known as
the exploration-exploitation tradeoff.

This thesis introduced new algorithms for managing the exploration-
exploitation tradeoff applicable to two classes of multileaving algorithms.
The first, Multi-dueling Bandits (MDB), uses Hoeffding’s inequality and
handles multileaving algorithms such as SOSM, which output relative out-
comes for the rankers being compared. The second, Bandits with Multiple
Plays (BMP), uses an empirical Bernstein inequality and handles multileav-
ing algorithms such as MIS, which output absolute scores for the rankers
being compared. These algorithms perform similarly, and both give orders of
magnitude improvements in performance over state-of-the-art dueling bandit
algorithms.

In particular, the performance of both algorithms scales substantially
better with the number of rankers being compared than dueling bandit algo-
rithms. This suggests that the MDB and BMP settings could allow for more
aggressive online experimentation in terms of the number of new rankers
evaluated.

We have not provided any theoretical upper or lower bounds on the
performance obtainable in our problem settings. This is an important area
for future work, in particular, it would be interesting to see to what extent
the scalability of performance is improved in a theoretical sense over the
bandits and dueling bandits settings. Subsequent work in multi-dueling
bandits [107] has investigated how to model dependencies between arms,
and extending this to the bandits with multiple plays setting could provide
improved performance, since the scores obtained by rankers when comparing
them using MIS are likely to be correlated based on how similar the rankers
are.

Work on adversarial bandits has recently been extended to the dueling
bandits setting [45]. Here the winning probabilities for different arms are
not necessarily identically and independently distributed. The problem of
formulating and providing algorithms for adversarial MDB or BMP settings
could be an interesting problem. An example of a realistic use case for such
algorithms could be the fact that ranker qualities are likely to drift over time
in the web search setting, and being able to account for this could avoid the
problem of too heavily selecting strong rankers which subsequently become
weaker.

In extension to this, recent work has focused on algorithms which are
strong for both stochastic and adversarial bandit settings [19, 104, 7, 103].
Extending this work to the dueling bandits, MDB and BMP settings could
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allow for algorithms which can exploit the presence of a stochastic structure
to the problem, while not performing poorly when this is absent.

Finally, it is likely that a single ranking algorithm may not be optimal
for all use cases, and extending work on contextual bandits to the MDB or
BMP settings could be important for practical applications. Here the goal
is not to focus on a single ranker which is optimal for every situation, but
instead to select rankers which are the best for the given context.

5.3 Other Future Work

Online learning to rank approaches based on interleaving and multileaving,
such as dueling bandit gradient descent [124] and multileave gradient descent
[101, 85] assume that the parameter space is convex. This assumption is
known to be violated in practice [124]. Non convex online learning to rank
using multileaving could be possible by using multileaving to simultaneously
explore many areas of the parameter space. This could also allow the use
of more complicated ranking models, since current online learning to rank
approaches focus on linear models.

This thesis focuses purely on multileaving methods which attempt to
infer something about the quality of ranking algorithms through click feed-
back. An important challenge could be to attempt to extend these methods
to using and combining other types of implicit feedback. For example, what
can be inferred about the relative quality of two interleaved rankers from
user abandonment, and how can we simultaneously learn from clicks and
other signals such as abandonment?

In this thesis we have treated the problem of multileaving, and the prob-
lem of dealing with the associated exploration-exploitation tradeoff as two
separate problems. It may be preferable to attempt to treat this as a sin-
gle problem. This could involve developing a multileaving which balances
the need to explore documents about which the rankers disagree, and the
need to exploit agreement between the rankers as to which documents are
strong. This could be preferable, since we might be able to optimise the
displayed documents according to criteria such as the potential information
gain from a click on the document. The current approach of treating multi-
leaving and managing the exploration-exploitation tradeoff separately leads
to potentially suboptimal exploration, since exploration is carried out based
on the choices of rankers, instead of the choices of documents.

Finally, recall that the experiments in this thesis all involved simulated
users, and that it would be preferable to test algorithms on real users. Living
Labs for Information Retrieval provides an online evaluation framework for
ranking algorithms [8, 11]. It could be highly useful for academic research
in online evaluation methods if a similar framework could be created, or if
the Living Labs framework could be extended, to allow online experimenta-
tion with online evaluation methods. This could help alleviate the problem
that academic research on online evaluation methods is heavily reliant on
simulated user feedback.
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