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Abstract

Reversible computing is the study of models of computation that exhibit both forward and
backward determinism. While reversible computing initially gained interest through its
potential to reduce the energy consumption of computing machinery, via a result from
physics now known as Landauer’s principle, a number of other applications in computer
science have since been proposed, from syntax descriptions to model-based testing, debug-
ging, and even robotics.

In spite of its numerous current (and potential future) applications, the established
foundations for computation and programming, such as Turing machines, A-calculi, and
various categorical models, are largely ill equipped to handle reversible computing, as these
often tacitly rely on irreversible operations to function. To set reversible computing on
a foundation as solid as the one for conventional computing requires both a significant
adaptation of existing techniques and the development of new ones.

In this thesis, we investigate reversible computing from a perspective of logic, broadly
construed. To complement the operational point of view from which reversible computing
is often studied, we offer a denotational account of reversibility in computation based on
recent work in category theory. We propose two new techniques, founded in formal logic,
for reasoning about reversible logic circuits. Further, we account for the behaviour of fixed
points in certain proposed categorical models of reversible computing, and connect these
results to the behaviour of recursive functions and data types in established reversible pro-
gramming languages. In an application and extension of some of these results, we propose
a uniform categorical foundation for a large class of reversible imperative programming
languages known as structured reversible flowchart languages. We investigate the role of re-
versible effects in reversible functional programming, and show that a wide palette of these
may be modelled as arrows (in the sense of Hughes) satisfying certain additional equations.
Finally, we propose a brief vision for the future of the reversible functional programming

language Rfun.
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Dansk resumé

Reversibel beregning er studiet af beregningsmodeller der er bade fremad- og baguddeter-
ministiske. P4 trods af at reversibel beregning oprindeligt fik interesse igennem dets poten-
tialle il at reducere beregningsmaskiners energiforbrug, via et resultat fra fysikken der nu
kendes som Landauer’s princip, har det senere fundet et antal andre anvendelser i datalo-
gien, fra syntaksbeskrivelser til model-baseret testning, fejlfinding i programmel, og endda
robotteknologi.

PA trods af disse talrige nuverende (og potentielle fremtidige) anvendelser er mange
grundleggende modeller for beregning og programmerinbg, sisom Turingmaskiner, A-
kalkyler og visse kategoriske modeller, i hoj grad darligt rustede til at hindtere reversibel
beregning, da disse ofte implicit athenger af irreversible operationer for at virke. At kunne
placere reversibel beregning pa et lige s solidt grundlag som det for konventionel beregning
krever bade betydelige tilpasninger af eksisterende teknikker, og udviklingen af nye.

I denne athandling undersager vi reversibel beregning fra et (i bred forstand) logisk per-
spektiv. Som supplement til det operationelle udgangspunkt der ofte benyttes til at studere
reversible beregning giver vi en denotationel redeggrelse af reversibilitet i beregning, baseret
pa nylige resultater fra kategoriteori. Vi fremsatter to nye teknikker, grundlagt i teknikker
fra formel logik, til at resonnere om reversible logiske kredsleb. Endvidere redegor vi
for frkspunkters opforsel i visse foresldede kategoriske modeller for reversibel beregning, og
forbinder denne redeggrelse til rekursive funktioner og datatypers opfersel i etablerede re-
versible programmeringssprog. Ved brug og udvidelse af nogle af disse resultater foreslar vi
et ensartet kategorisk grundlag for en betydelig mengde af imperative reversible program-
meringssprog, de sakaldte strukturerede reversible flowchartsprog. Vi underseger reversible
effekters rolle i reversibel funktionsprogrammering, og viser, at en bred palet af disse kan
modelleres som pile (i Hughes’ fortolkning) der opfylder visse yderligere ligheder. Endelig
fremsetter vi en kortfattet vision for fremtiden for det reversible funktionsprogrammer-

ingssprog Rfun.
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“Sometimes I wish I knew how to go crazy. I forget how.”
“It5 a lost art,” Hank said. “Maybe theres an instruction manual on it.”

Philip K. Dick, A Scanner Darkly

Introduction

A famous parable from the Rigveda, familiar to many category theorists due to the truly
awesome work of Peter Johnstone [74], is that of the blind men examining an elephant:
One man, holding the trunk, says it is like a snake; another man, touching one of the
elephant’s legs, says it is like a pillar; a third man, holding the tail, says it is like a rope, etc.
Similar sound but incomplete statements can be made of reversible computing: It is about
computations that can be undone; it is about computers as physical machines; it is about
computation free of information effects [72]; and so on.

In this chapter we will give an introduction to central concepts in reversible computing
as they will be used later in the thesis. To set the stage for some of these developments,
we will also present a new denotational view of reversible computing that highlights com-
positionality as a central principle of reversibility, clarify some concepts that are often left
underspecified, and connect this to existing views on reversible computing presented in the
literature during the past semicentury.

1.1 REVERSIBILITY AND INVERTIBILITY: A SEMANTIC PERSPECTIVE

Reversibility in computational processes is often presented as an operational property based
on forward and backward determinism. We illustrate these concepts by means of Figure 1.1.
A program is locally forward deterministic (or simply deterministic) if every computation
state in the program has a unique zext computation state. For example, programs written
in programming languages such as Java or Haskell are all forward deterministic. More
exotic is the notion of local backward determinism, requiring that every computation state



has a unique previous state. 'This is typically nor guaranteed by common programming
languages: For example, in an imperative language, a program performing a destructive
assignment such as

X:=2

is not backward deterministic, since there is generally no way of recovering the state of x
before it was assigned to have the value 2. Likewise, in functional programming languages,
branching expressions (such as conditionals or case-expressions) are common sources of
backward nondeterminism, as two or more branches may produce identical outputs on
distinct inputs.

The locality of forward and backward determin-
ism is a crucial part of what is sometimes humorously \ o
called the Copenhagen interpretation of reversibility, and ®
is often presented by the slogan that reversibility is a lo- .%'
cal phenomenon. Concretely, it requires not only that

the entire program behaves in a way that is forward

®
@ Previous @ Current @ Next

termine outputs and vice versa), but that any compu-  Figure 1.1: Forward and backward deter-
tation step along the way (no matter if it is a simple minism.
instruction or a complicated loop structure) behaves

and backward deterministic (i.e., inputs uniquely de-

in this way as well. Put in another way, reversibility is a property of the program rather
than the function it computes (i.e., it is an intensional property). Without the empha-
sis on locality, it is not clear that one would be able to separate reversible programs from
those merely computing injective functions (which is a distinction we wish to make). We
summarise this view on reversibility in the following definition.

Definition 1. A program is reversible if it is locally forward deterministic and locally back-
ward deterministic.

A consequence of this view is that reversible programs can be uniquely assigned both
forward and backward semantics, if they can be assigned semantics at all. As an example,
consider a an operational semantics for an imperative language, i.e., with a judgment form
of o + p | o’ taken to mean that evaluating any command p in the state o yields the state
o’. Forward determinism states that for all states 0 and commands p, there is at most one
state 0’ such that o + p | o’. Symmetrically, backward determinism states that for all
states 0’ and commands p, there is at most one state " such thato + p | 0.

Since reversibility is an intensional property, it requires very careful program construc-
tion, and just as careful argumentation, to establish for a program. Even worse, it is dif-
ficult even to heuristically check for reversibility by means of testing, as traditional testing
techniques are designed to test extensional properties (e.g., I/O behaviour) rather than in-
tensional ones. For this reason, the problem of guaranteeing reversibility for programs is
one best solved through cautious design of programming languages, such that the burden
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of proof may be alleviated from the programmer and placed with the language designer in-
stead. We will return to this idea in Section 1.4 where we consider reversible programming
languages.

1.1.1 REVERSIBILITY IN DENOTATIONAL SEMANTICS

While reversibility is, as mentioned, traditionally presented from an operational viewpoint
as given above, the focus in this dissertation will be on an alternative, denotational account
of this phenomenon. For a program p, we let [p] denote its meaning in an appropri-
ate domain of computation (or semantic domain). This domain is usually taken to be an
appropriate algebraic structure: rather uncontroversially, we choose the view of semantic
domains as categories. To define reversibility in this setting, we require first a notion of
semantic invertibility of programs:

Definition 2. A program p is semantically invertible if there exists a unigue map [p]" in its
semantic domain such that

[plolpl o [Pl =Ip]  and  [pl" o [pl o [p]" = [p]".
In this case, we call [[p]]T the semantic inverse of p.

A critique of this criterion commonly encountered by the author when discussing re-
versibility with others is that it is not strict enough: That semantic invertibility really
ought to mean that [p] is an isomorphism, i.e., that we should have [p] o [p]' = id and
[p]" o [p] = id instead. Unfortunately, this stronger criterion fails to capture all functions
that are computable using a reversible Turing machine [21] (briefly, a Turing machine for
which the transition function is injective), since these are precisely the partial computable
injective functions [16]. While partial injective functions may fail to satisfy the stronger
criterion, they all satisfy the definition given above.

Semantic invertibility captures similar aspects of programs as global forward and back-
ward determinism did in the operational account: Since the semantic inverse is uniquely
given, it serves as the unique backward semantics for the given program. However, seman-
tic invertibility alone does not capture the local aspects of reversibility. To address this,
we turn to a central principle of denotational semantics, namely that denorational semantics
are compositional semantics [118]. Compositionality, in natural language and programming
languages alike, refers to the idea that ‘the meaning of each complex expression [..] is deter-
mined by the meanings of the component expressions plus the way they are combined into the
complex expression.”[103]. This is often made formal (see [94] and, e.g., [8] in the context
of programming languages) by requiring that the interpretation [-] is a homomorphism of
algebras from the syntactic algebra (i.e., the algebra of syntax trees with syntactic operations
to compose these) into the semantic algebra (i.e., the algebra of values and interpretations
of operations). Concretely, this means that for any syntactic operator C in the syntactic
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algebra (with interpretation C’ in the semantic algebra) and expressions e, ..., e, (ie.,
elements of the syntactic algebra), we have

[Ce1,...e)] =C'(Je],-- -, [ex]) -

For this reason, a given denotational semantics may be reasonably expected to provide a
notion of a meaningful subprogram for a program by the principle of compositionality. It
is precisely this notion we need to capture the local aspect and define reversibility in the
denotational setting.

Definition 3. A program is reversible if all of its meaningful subprograms are semantically
invertible.

Note that we consider any meaningful program (i.c., any program p for which [p]
exists) to be a meaningful subprogram of itself. As such, the above definition specifically
requires any reversible program to be semantically invertible.

One might reasonably object to this definition by asserting that the notion of “mean-
ingful subprogram” is vaguely defined, even in the face of a compositional semantics. We
argue that the denotational definition ought to be only as specific as the operational one, and
that a similar argument could be made for the operational account as to what constitutes a
computation step. That is to say, both definitions should be read as “meta-definitions”, only
to be fully reified once a concrete model of computation is chosen.

No matter if one prefers the operational account (using forward and backward deter-
minism, computation states and computation steps), or the denotational account (using in-
vertibility and meaningful subprograms), their overall view of what constitutes a reversible
program is the same: A reversible program should be constructed from forward and back-
ward deterministic (resp. invertible) parts, and should only be combined in a way that
preserves forward and backward determinism (resp. invertibility). The semantics of a re-
versible program should really be dictated by the semantics of its constituent components
and how they are combined: Global behaviour should be explainable solely as a combina-
tion of local behaviours, such that reversibility may be determined by the invertibility of
local behaviours and the preservation of invertibility by combinators. We summarise this
idea as follows.

Thesis 1. Reversible programs have compositional semantics.

While the denotational account of reversibility may be reasonable, determining the re-
versibility of a program in this view becomes a daunting task: Not only do we need to show
that it is semantically invertible, we also need to show this to be the case for all of its mean-
ingful subprograms. This would be the case were we to consider a category such as DCPO
(of directed-complete partial orders and continuous functions) for our semantic domain, as
it is usually done. To avoid this, we seek instead to push our notion of reversibility from the
level of program semantics to the level of semantic domains. A solution to this problem,
first suggested by B. G. Giles [40], is to consider a particular class of categories as semantic
domains for reversible programs that guarantee semantic invertibility: Inverse categories.
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1.1.2 INVERSE CATEGORIES

Inverse categories are categories that internalise a notion of partial invertibilizy, as inverse
semigroups do for semigroups. These are defined as follows (see [79]).

Definition 4. A category 6 is said to be an inverse category if for every morphism f:X-
Y of €, there exists a unique morphism g : Y — X, called the partial inverse of f , such

that fogo f = f.

As is the case for inverse semigroups, it can be shown that requiring partial inverses to
be unique is equivalent to requiring all idempotents to commute. Further, it follows that
partial inverses are symmetrically assigned, i.e., if f is partial inverse to ¢ then g is partial
inverse to f. Before we move further, we consider a few important examples of inverse
categories.

Example 5. The category PInj of sets and partial injective functions is an inverse category.
For a partial injective function f : X — Y, its partial inverse f 1) is given by the partial
inverse in the set-theoretic sense, i.e., the partial function

n, . [ x if f(x) =y
[P0 = { undefined if y ¢ im(f)

Example 6. Any groupoid is an inverse category, with the partial inverse of a morphism f
given by the usual inverse f 1.

Example 7. A partial function f : (X,7x) — (Y, 7y) between topological spaces is said
to be a partial homeomorphism if it is injective, continuous, open, and defined on an open
subset of X. It follows directly from this that the image of / is open in Y as well. Since
injectivity, continuity, and openness are preserved under composition, and since ordinary
homeomorphisms (specifically identities) are all injective, continuous, open, and defined
on an open subset, it follows that topological spaces and partial homeomorphisms form a
category, PHomeo. This is an inverse category, with the partial inverse £ 1) given precisely
as in the case for PInj.

The view of inverse categories (and presumably also the name) as the categorical exten-
sions of inverse semigroups came from the semigroup community [79]. Curiously, as with
inverse semigroups, there is no need for a specialised notion of “inverse functor” — any func-
tor between inverse categories automatically preserves inverses. Here, we will explore some
more recent views on inverse categories, namely as certain instances of dagger categories and
restriction categories.

A dagger category is a category that is self-dual (i.e., satisfies 6 = “€°P) in a canonical
way. These are defined as follows (see, e.¢., [59, 107]).



Definition 8. A category € is said to be a dagger category if it is equipped with a contravari-

ant, involutive, identity-on-objects endofunctor, i.¢., a functor (=) : 6P - <€ satisfying

;gl; :fi(dgx, Fi"=f,and (g0 f)" = fTo4" forall objects X and composable morphisms
,g of 6.

Note that a dagger is a structure on a category, and as such, a given category may be a
dagger category in several different ways. As such, when specifying a dagger category, we
really ought to specify which dagger structure on the category we are referring to, though
this is often left implicit. A functor F : € — 9% between dagger categories is a dagger
functor if it preserves the dagger structure, i.e., if F(f Ty = F( f )T for all /. Examples of
dagger categories include Rel of sets and relations (with f T given by the relational converse
F~1of f), PInj of sets and partial injective functions (with £ given by the partial inverse
£V of £), and FHilb of finite dimensional Hilbert spaces and linear maps (with f ' given
by the Hermitian conjugate of £, which is typically also denoted fT).

Restriction categories is an axiomatic approach to partiality in categories, expressed by

assigning to each morphism f : X — Y a restriction idempotent f : X — X that may
intuitively be thought of as a partial identity defined precisely where f is defined. These
are defined (see [31, 32, 33]) as follows.

Definition 9. A restriction category is a category equipped with a combinator
f:X-Y
f:X->X

such that the following axioms are satisfied:

RD) fof=f,

(R2) 70 f = f o7 when dom(f) = dom(y),

(R3) g0 f =7 o f when dom(f) = dom(yg), and
(R4) go f = fogof whencod(f)=dom(g)
for all such morphisms f, 4.

Like dagger categories, a restriction combinator satisfying these equations is a structure
on the category, not a property of it. A functor F : 6 — 9 between restriction categories

preserving this restriction structure, i.e., satisfying F (f) = F(f) for all morphisms f, is
called a restriction functor.
A prototypical example of a restriction category is Pfn of sets and partial functions,

with the restriction idempotent f for a partial function f given by

TNEE: if f is defined at x
f(x) = { undefined otherwise



Another example, with a similar restriction structure, is PTop of topological spaces and par-
tial continuous functions defined on open sets. The Kleisli category of the (-) + 1 monad
over any distributive category (i.e., a category with products and coproducts such that prod-
ucts distribute over coproducts) can also be outfitted with a restriction structure [31] by

defining 7 for a morphism f : X = Y as the composition

idi id
X<—d—d—>>X><X—ﬁ;X><(Y+1)i(X><Y)+(X><1)£1—+12—>X+1

For our purposes, a particularly interesting class of morphisms in restriction categories is
the class of partial isomorphisms (or restricted isomorphisms). A partial isomorphism in a
restriction category is a morphism f : X — Y for which there existsa ¢ : ¥ — X such

thatg o f = f and f 0 g = 7. As the name suggests, this notion generalises ordinary iso-
morphisms in that any isomorphism is a partial isomorphism. For some concrete examples,
partial isomorphisms in Pfn are precisely the partial injective functions (i.e., the morphisms
of PInj), while the partial isomorphisms of PTop are partial homeomorphisms (that is,
morphisms of PHomeo). Indeed, just like any ordinary category € induces a groupoid
Core(“€) as a subcategory consisting only of its isomorphisms, any restriction category 6
induces a subcategory of partial isomorphisms, Inv(6 ), which is an inverse category by the
following characterisation.

Proposition 1. Let 6 be a category. The following are equivalent:
(i) € is an inverse category.
(i) € is a restriction category and each morphism of € is a partial isomorphism.

(iii) “6 is a dagger category and for each morphism f of €, f is the unique morphism such
that f o fiof =f.

Proof. See [31], Theorem 2.20. O

Given that inverse categories internalise the notion of partial invertibility, they are a
particularly good fit for reversible computation when seen through the denotational lens.
Consider any program p that can be assigned a compositional semantics [[p] as a morphism
in an inverse category 6. Since 6 is an inverse category, [p] is partially invertible, i.e., p is
semantically invertible. However, since p has been assigned compositional semantics in 6,
any meaningful subprogram p’ of p must also have an interpretation as a morphism [p’] of
“6; which, since € is inverse, must also be partially invertible, such that p” is semantically
invertible. But since this argument could be applied to any meaningful subprogram of p,
p must be reversible by the denotational defintion. This can be summarised in the slogan
that inverse categories are semantic domains for reversible programs.
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1.2 UNIFYING OPERATIONAL AND DENOTATIONAL REVERSIBILITY

We have so far presented two different accounts of reversibility: One that defines reversible
computations to be those that are locally forward and backward deterministic, and another
that defines reversible computations as those for which any meaningful subcomputation
is semantically invertible. In the following, we will argue that the two describe the same
phenomenon, as expressed in the following thesis.

Thesis 2. The operational and denotational definitions of reversibility are equivalent.

Starting with the operational account, we must consider the notion (due to Bennett [21],
though this presentation follows [16] more closely) of a reversible Turing machine. Like
their ordinary counterparts, reversible Turing machines serve as the fundamental compu-
tation model to study computability theory in a reversible setting.

1.2.1 REVERSIBLE TURING MACHINES

Like a regular Turing machine, a reversible Turing machine 7" is a tuple (Q, X, 8, b, g5, q f)
where Q is a (non-empty) finite set of states, £ is a finite set of tape symbols, b € X is a
distinguished blank symbol, q; € Q and q; € Q are the distinguished szarz respectively
final states, and 6 : QXZ — QXXX {«, |, —} isa partial function, the #ransition function.
For a given state ¢ € Q and symbol s € X, we take 6(g,s) = (¢, s’,d) to mean that if the
machine is in state ¢ and the symbol s is being read by the tape head, the machine should
write the symbol s’, go to the state ¢’, and move the tape head according to d e, ] —)
(ie, leftif d is «, right if it is —, and stay if it is |).

From this we get a usual notion of configuration as a pair (c, (I, s, 7)) where ¢ is the state
of the Turing machine, / and 7 are the contents of the tape to the left respectively right of
the tape head, and s is the symbol directly under the tape head. Likewise, we get from
the transition function a notion of a computation step as a single transition of the Turing
machine that takes a configuration (¢, (/,s,7)) to a new configuration (c’, ({’,s’,7")): We
write (¢, (1,5,7)) ~ (c’, (I’,s’, r")) when this is the case, and call the induced relation the
computation step relation. This relation is key to defining reversible Turing machines:

Definition 10. A reversible Turing machine is a Turing machine for which the induced
computation step relation is a partial injective function.

This definition exposes the origins of the operational definition of reversibility: A Turing
machine is locally forward deterministic when the transition relation is a partial function,
and locally backward deterministic when its inverse relation is a partial function: Put the two
together, and you get that it must be a partial injective function to satisfy both requirements
simultaneously.



As for ordinary Turing machines, reversible Turing machines are associated with a func-
tion it computes. It can be shown (see [16]) that reversible Turing machines are in a one-to-
one correspondence with the computable partial injective functions: Every reversible Turing
machine computes a (necessarily computable) partial injective function, and for every par-
tial injective function computable on a regular Turing machine, there exists a reversible one
that computes it as well. Curiously, no real computational power is lost when considering
only reversible Turing machines: Bennett showed [21] that it is always possible to “re-
versibilise” any ordinary Turing machine (call it 7', and call the function it computes Tf),
by fashioning a reversible Turing machine that computes the function x +— (x, Tf(x)).

Since the identity function on any given countable set is computable, and the compo-
sition of computable functions is again computable, sets and computable partial injective
functions form a category, CPInj. Further, since a partial injective function is computable
if and only if its partial inverse is (see, e.g., [16]), this is an inverse category.

To see that this model lives up to the denotational definition of reversibility, we must
consider what “meaningful subprogram” means in terms of reversible Turing machines. It
seems clear that any meaningful subprogram of a reversible Turing machine 7" must only
do a part of what T does. In other words, a meaningful subprogram of a reversible Turing
machine 7" must be another Turing machine 7" for which the transition relation of 77,
- a7/ - is a subset of that of 7', - ~»7 -, But since - ~» - is a partial injective function, so
must - ~>7, - be, so T’ must also be reversible. But then 7’ must compute a computable
partial injective function, which again is a morphism of CPInj. In this way, the standard
model of reversible Turing machines, from which the operational definition was extracted,
satisfies the denotational definition of reversibility.

1.2.2 SUPPORT CATEGORIES AND DETERMINISTIC MAPS

An argument for the proposition that the denotational account respects the operational one
comes from the theory of support categories. A support category (see [30]) is a category that
is almost a restriction category, save for the fact that it only satisfies a weaker form of axiom
(R4) of restriction categories:

Definition 11. A support category is a category equipped with a combinator

f:X-Y
f:X->X

such that the following axioms are satisfied:
R1) fof=f,
(R2) 70 ]7 = ]7 o g when dom(f) = dom(g),
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(R3) g0 ]7 =7o ]7when dom(f) = dom(g), and

(WR4) 7o f =g o f when cod(f) = dom(g)
for all such morphisms f, 4.

The reason for this related concept of support categories is that restriction categories
often fail to capture partiality in categories that are somehow nondeterministic. For exam-
ple, the category Rel of sets and relations, with the support R : X — X of a relation
R : X — Y given by (x,x) € R iff there exists y € Y such that (x,y) € R, gives
a support structure on Rel, but not a restriction structure as it fails to satisfy (R4). For
this reason, the axiom (R4) is sometimes called the axiom of determinism. It can be shown
that the axiom (wR4) is weaker than (R4) in the presence of the remaining axioms, as it is
satisfied in any restriction category. As such, any restriction category is a support category
as well.

Following this terminology from [30], a morphism f in a support category is said to

be deterministic if it satisfies (R4) for all other morphisms g; i.e., if for all 4 with cod(f) =

dom(g), g0 f = f ogo f. It can be shown [30] that the deterministic morphisms of a
support category ‘6 form a subcategory of ‘€, and that the support structure inherited from
€ is a full restriction structure in this subcategory. For example, the deterministic maps in
Rel are precisely the partial functions, and so the subcategory of deterministic maps of Rel
is the category Pfn of sets and partial functions. As such, any morphism in a restriction
category can be said to be deterministic in this sense.

If we accept that the definition of determinism in a support category corresponds in
a reasonable manner to determinism as we usually consider it, inverse categories — that
is, semantic domains for reversible programs — are precisely categories in which both the
forward semantics [p’] and backward semantics [p’]" of any meaningful subprogram p’ of
any program p’ is deterministic.

1.3 REVERSIBLE COMPUTING AS PHYSICAL COMPUTING

While reversible computing has many applications in areas such as debugging, parser con-
struction, fast discrete event simulation, and even robotics (see, e.g., [29, 101, 104, 105,
106]), and may even be considered as more fundamental than classical (irreversible) com-
puting [72, 111], one of the earliest motivations for studying reversible computing came
from physics.

In his seminal 1961 paper [84], physicist Rolf Landauer established a connection be-
tween information and thermodynamics in what has since been dubbed Landauer’ princi-
ple: The erasure of a single bit of information is associated with the dissipation of 7" In(2)
joules of energy as heat (where k is Boltzmann’s constant, and 7T is the temperature of the
system in Kelvins). Since information in computing machinery must necessarily have a
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Figure 1.2: The NoT gate (a), cNoT gate (b), TOFFOLI gate (c), and a reversible circuit composed of NoT,
CNOT, and TOFFOLI gates (d).

physical realisation, logical irreversibility of a computing process (such as resetting a bit to
have a particular value), Landauer argues, inexorably leads to physical irreversibility. Since
this physical irreversibility is associated with a decrease in entropy, which cannot occur in
a closed system by the laws of thermodynamics, Landauer goes on to argue that this local
decrease in entropy must be expressed as an increase in entropy in the environment, in the

form of heat dissipation [84, p. 265]:

“Consider a statistical ensemble of bits in thermal equilibrium. If these are all reset
to ONE, the number of states covered in the ensemble therefore has been reduced by
k1n(2) = 0,6931k per bit. The entropy of a closed system, e.g., a computer with
its own batteries, cannot decrease; hence this entropy must appear elsewhere as a

heating effect, supplying 0,6931kT per restored bit to the surroundings.”

On the other hand, logically reversible computations can have physically reversible realisa-
tions, which are, in turn, not associated with this heat dissipation in the ideal case.

As a physical principle, Landauer’s principle has been a subject of much debate, notably
in the Norton-Ladyman controversy [82, 83, 97] (see also [6]). Since then, the principle
has seen redemption in the form of experimental validation [23, 98, 65] and even formal
verification [6]. Aside from Landauer’s principle, reversibility is also a key component in
quantum computing: The quantum circuit model [40] relies on gates that are all unitary,
i.e., linear isomorphisms of Hilbert spaces that preserve the inner product.

1.3.1 REVERSIBLE GATES AND REVERSIBLE CIRCUITS

While Landauer demonstrated the possibility for low-power computing via reversibility,
it would take another twenty years before his ideas were fully formalised by Toffoli into
a universal gate set for designing actual reversible computers. Though other gate sets have
since appeared (notably the Fredkin gate set [44]), we focus here on the Toffoli gate ser [114]
(which we will use extensively in Chapter A).

The Toffoli gate set consist of three gates, depicted in Figure 1.2: The NoT gate, the
CNOT (or FEYNMAN) gate, and the TOFFOLI gate. The NoT gate works precisely as it does in
irreversible computing, mapping 0 to 1 and vice versa. The cNoT gate (short for “controlled
not”) takes two inputs — one, marked with e is called the control line, while the other,
marked with @, is called the zarger line — and produces two outputs. The output of the
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control line always passes through unchanged, whereas a NoT gate is applied to the target
line if the control line carries a value of 1 (if it is 0, the input of the target line passes through
unchanged). In this way, the control line controls whether
or not a NOT gate should be applied on the target line. This

Cin  tin Cout  Lour
gives the truth table semantics shown in Figure 1.3 (where ~ (7 0 0
Cin and coye denote the input respectively outputonthecon- (1 — 1
trol line, and t;, and t,y, the input respectively outputon 1 1 1
the target line). Finally, the ToFrFoLI gate (or ccNOT —“con- 1 1 0

trolled controlled not” gate) is a generalisation of the cNoT

gate to two control lines rather than just one. That is, a TOF- Figure 1.3: The truth table for the
FOLI gate has two control lines (marked with e) and single CNOT gate.

control line (marked with @), and has the semantics that

inputs pass through the control lines unchanged, while a NoT gate is applied to the target
line only when both control lines carry a value of 1. If just one of the control lines carry a
0, the input of the target line passes through unchanged.

A reversible circuit may then be defined to be a finite network of NoT, cNOT, and TOF-
FOLI gates composed horizontally or vertically (corresponding to ordinary function compo-
sition respectively parallel composition) in which neither fan-in, fan-out nor loops occur.
Figure 1.2 shows an example of such a circuit: Note that control lines needn’t all be imme-
diately above or below the target line, or even adjacent to it. As a result of the lack of fan-in
and fan-out, all reversible circuits have the same number of input lines as output lines.

What makes these circuits reversible is the fact that the NoT, cNOT, and TOFFOLI gates
are all invertible (in fact, they are involutive, i.e., self-inverse), and that both horizontal and
vertical composition preserves invertibility. As a result, a reversible circuit may be inverted
simply by horizontally reversing the order in which gates appear in a circuit. For example,
the inverse to the circuit shown in Figure 1.2 is the circuit

D D Py D
NV NV NV NV
Py - D
Inv NV = N
DD D M DM
o—o— NP Y o—0o—

In the presence of ancillae (that is, input lines with a constant value assigned), the Toffoli
gate set can be shown to be computationally universal with respect to finite Boolean bijec-
tions, in the sense that any finite Boolean bijective function can be expressed as a reversible
circuit [114]. As such, when ancillary variables are allowed, it is common to generalise
the Toffoli gate to allow an arbitrary number of control lines (not just two), as this has
no effect on what functions can be expressed using this gate set, though it often simplifies
presentation considerably. Even more, it is also weakly universal with respect to arbitrary
finite Boolean functions: For any finite Boolean function f : B” — B, there exists a
finite bijection f” : BF — BF (with £ > max(n, m)) computed by some reversible circuit,
and a vector of constant inputs (c1, . ..,Ct_,), such that for all (x1,...,x,) € B” with
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f(xla--'vxn) = (yla""ym))
f,(c].’~ . ~7C/e—n7xla' . ~’x7’l) = (gl’- . "gk—m’yla" -aym) .

In other words, any finite Boolean function may be computed by a reversible circuit if we
accept the presence of additional ancillary inputs and garbage outputs [114]. For example,
the usual AND gate cannot be represented “on the nose” as a reversible circuit since it is
irreversible, but if we accept an additional input line with a constant value of 0, and two
additional garbage outputs, we may straightforwardly represent it by the circuit

o~

Here, the output of the target line gives precisely the conjunction of the two inputs, pro-
duced in the presence of garbage given by the outputs of the two control lines.

1.4 REVERSIBILITY AND INVERTIBILITY IN PROGRAMMING LANGUAGES

Though we consider reversibility to be a semantic property of programs, it is also one that
requires very deliberate program construction and subsequent argumentation to assert. To
avoid subtle bugs and errors related to reversibility, this problem is one best solved through
language design.

A programming language is said to be reversible if all of its meaningful programs are.
This statement, while accurate, is also deceptively simple in that it obscures precisely what
must be done when it comes to language design in order to guarantee this property. Here,
we will show this by example by considering the reversible general purpose programming
language Janus [123, 119] in some detail. It must be stressed that many other reversible pro-
gramming languages exist, e.g., Theseus [73], Rfun [121, 112], R-CORE [52], R-WHILE [51],
RINT} (see [Paper C.1]), and others.

Janus is a reversible flowchart language [122] (with recursion), the reversible analogue of
ordinary flowchart languages (see, e.g., [75]), in that its control flow can be illustrated by
means of flowcharts. It has a very simple scoping semantics: All variables are global (and
may contain only integers), and all are assumed to carry the value O at the start of a program.
Janus also supports procedures: However, unlike ordinary flowchart languages, procedures
in Janus can not only be called, they can also be uncalled, i.e., executed in reverse, since
all Janus programs have a well-defined inverse semantics. We consider these structured
reversible flowchart languages in much more detail in Chapter C.

Janus supports four different flowchart structures, as illustrated in Figure 1.4: Atomic
steps, sequencing, conditionals, and loops. Atomic steps in Janus are instructions that
reversibly modify a single global variable in the store: These are instructions such as x +=
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Figure 1.4: The reversible flowchart structures in Janus: Atomic steps, sequences, conditionals, and loops.
Squares denote flowcharts, diamonds are zeszs, and circles are assertions. Figures adapted from [122].

y (add the contents of y to the contents of x), x <=> y (swap the contents of x and y),
and so on. Sequences are simply that: Sequences of statements separated by carriage return.
Conditionals, on the other hand, are a little more tricky: Unlike ordinary conditionals
which has a single predicate that decides which branch to take, a Janus conditional takes
the form if p then By else By fi g, where p and g are predicates, and By and B3 are
statements. Here, the trailing predicate ¢ must be fashioned in such a way as to be true
whenever the then-branch is chosen by p, and false when the else-branch is chosen. This
extra predicate is necessary to guarantee reversibility of the entire conditional, as it might
not otherwise be possible to deduce which branch to choose in the backward direction.

Like conditionals, loops in Janus require an additional predi-
cate in order to be reversible. That is, loops in Janus take the form procedure fib

from p do By loop By until g, where p is a predicate that must y +=1

be true before any iterations of the loop, and false after one or more ~ from x = 0 do
iterations. The semantics of such loops are the following: After skip
checking the assertion p, the statement B is executed, and the test loop

q is executed: If it is true, the loop is exited; otherwise, the state- X +t=y

ment By is executed and the program counter returns to the entry X <=>y
assertion to start anew. An example of a Janus program using loops n-=1

is shown in Figure 1.5. Assuming that x and y are both zero cleared ~ until n = 0
and that n contains some positive integer, after calling the fib pro-

cedure the pair of variables (x,y) will contain (f5, f,+1), where f;  Figure 1.5: The Fibonacci
is the ™M Fibonacci number. This procedure also an example of an  pair procedure in Janus.
injectivisation of a problem: The function mapping 7 + f,, is not

injective since the first and second Fibonacci numbers are both 1, but it can be made in-
jective by changing its semantics slightly to compute Fibonacci pairs instead. Such small
semantic changes to problems are common in practical reversible programming, as prob-

lems are often formulated in a non-injective way.

Though Janus is a rather simple language compared to mainstream programming lan-
guages such as Java or Haskell, when augmented with a dynamic data structure such as a
stack [119], it is as expressive as it can be reversibly, in the sense that it is 7-Zuring com-
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plete [16, 119]: In other words, it is as computationally powerful as reversible Turing ma-
chines, which serve as the gold standard for reversible computability.

1.4.1 PROGRAM INVERSION AND INVERSE INTERPRETATION

A feature of Janus (and other reversible languages) that is often highlighted is the fact that
it comes equipped with a sound and complete program inverter. A program inverter is a
program transformer Inv (thatis, a program that takes program texts as inputs and produces
them as outputs) satistying for all program texts p that [Inv(p)] = [p]’. Though program
inversion was first considered for general (irreversible) programming languages [36] (by
hand, even), it has found a home in reversible programming, as program inverters are both
very meaningful to have, and often straightforward to produce, for reversible languages.

Similar to program inverters are inverse interpreter. An inverse interpreter is a program
InvInt satisfying for all program texts p and inputs x that [InvInt](p, x) = [p]’(x). In-
verse interpretation goes back even further than program inversion (and was likewise origi-
nally considered for irreversible languages), as it was first studied when McCarthy developed
his generate-and-test method in 1958. In Janus, such an inverse interpreter was constructed
by remarkable means in [123]: Instead of implementing one directly, the authors instead
implemented a self-interpreter for Janus (i.e., a Janus interpreter written in Janus), and then
showed that inverse interpretation could be achieved by using the uncall-functionality of
Janus to uncall the self-interpreter.

Though this was not realised until much later [50] (see also [49]), inverse interpretation
and program inversion are connected via the Futamura projections [45]. Given a program
specialiser, a program inverter can be produced by specialising the specialiser with respect
to the inverse interpreter. Note, however, that the language in which the inverse program
produced by this program inverter is expressed is the target language of the specialiser. This
is a subtle point regarding program inversion in reversible languages: While a determin-
istic inverse interpreter can always be fashioned for a reversible programming language £
(though it may have to be written in another language), the language £ may not be ex-
pressive enough to express its own inverse programs. We illustrate this by the following
example.

Consider the following programming language, an imperative language with stores con-
sisting of a single memory cell containing an integer, which we shall refer to as Zinc (“Z
with incrementation”): The syntax is given by finite (possibly empty) lists of the symbol
+, e, €, '+', "++' "+++' and so on. Its semantics is given by the reduction relation
nkp l n (where p is a program, and 7 and 7’ are integers corresponding to the contents
of the store before and after execution) defined as follows:

nrc ln n'rceyln”
nreln ntcico |l n” nt'+' {n+1
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For example, executing the program '+++' in a store containing the integer 7 results in a
store containing the integer 7 + 3. This is a reversible language: For any Zinc command
¢, given any integer 7 there exists at most one 7’ such that » + ¢ | 7', and given any
integer m there exists at most one 7" such that m” + ¢ | m. However, since Zinc
cannot express decrementation, inverse programs of Zinc programs are not expressible
in Zinc: We say that Zinc (unlike Janus) is not closed under program inversion. Closure
under program inversion should be considered a constructive property: Even if a reversible
programming language is r-Turing complete (and, as such, strong enough to express its own
inverse programs by the Church-Turing thesis, as a partial injective function is computable
if and only if its inverse is), it should not be considered closed under program inversion
until a (sound and complete) program inverter is produced.

1.5 CONTRIBUTIONS

In this chapter, we have introduced the prevalent operational account of reversibility which
goes back to the seminal work of Bennett [21], as well as a novel denotational account,
which links up with pioneering work on inverse categories as models of reversible com-
puting [406], that stresses the importance of compositional semantics for reversible programs.
Further, using concepts from the literature on reversible computing and inverse category
theory, we have argued why these two accounts should be seen as complimentary rather
than competing. We have introduced Landauer’s principle as the physical motivation for re-
versible computing, and Toffoli’s gate set as a foundations for a practical realisation of these
concepts. Finally, we have discussed reversibility as it applies to programming languages,
and the role of program inversion and inverse interpretation in reversible programming.

The remaining part of this thesis is given as an appendix of manuscripts produced by
the author (and others) during the course of the past three years. The appendix consists of
seven papers split into three topical chapters, covering the areas of reversible circuit logic,
foundations of reversible recursion, and the semantics of reversible programming languages.
We outline below the main contributions of these papers.

1.5.1 REVERSIBLE CIRCUIT LOGIC

The reversible circuit model, based on the Toffoli gate set (see Figure 1.2 on page 9), provides
the mathematical foundation for the construction of real world reversible computers. Much
like programs in high level languages, reversible circuits are not all created equal: Some are
better than others at performing the same job, in that they require fewer gates or ancillary
lines, or produce fewer garbage outputs.

Chapter A concerns itself with two approaches to the equivalence problem for reversible
circuits: Given two reversible circuits C and D, which thus compute finite bijective func-
tions f¢, fp : BF — B¥, we wish to determine whether these two circuits are equivalent,
i.e., whether it is the case that fo(x) = fp(x) forall x € BF. Unfortunately, as for the
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circuit equivalence problem for the conventional (irreversible) circuit model, this is a com-
putationally intractable problem shown to be coNP-complete [76]. For this reason, the
equivalence problem is one best solved by providing tools that aid humans in solving it for
concrete instances.

One such tool is the hardware description language Ricercar presented in [Paper A.1],
which comes equipped with an equational theory based on previous work by two of the au-
thors [110]. The equational theory exploits the compositional nature of reversible circuits
(¢f Thesis 1), and is similar to the template-based approach to reversible circuit optimisa-
tion that has become popular in recent years (see, e.g., [12]).

Ricercar regards reversible circuits as constructed using only the IDENTITY and NOT
gates as primitives: Circuits may be formed through the sequential composition of smaller
circuits, or by letting their execution be controlled by an arbitrary Boolean formula. This
view of control by a Boolean formula as an operation on circuits leads to a much wider
applicability of the equational theory. Ricercar also introduces a notion of scoped ancillary
variables as input variables which are guaranteed to be unchanged across the execution of
the circuit, and also provides a set of equational rewriting rules for reasoning about circuits
with scoped ancillae. Since ancillary lines are often used to temporarily store partial results
from computations, assigning and maintaining scopes to ancillae facilitates reuse of ancillary
lines, which may help in bringing down the overall circuit size. Unfortunately, though the
Ricercar semantics and equational theory is sound with respect to the reversible circuit
model, and though good results can often be obtained in practice, it is demonstrated to be
incomplete (in that there exist two equivalent circuits that cannot be shown to be equivalent
by means of the equational theory of Ricercar).

Where Ricercar adopts a view of circuits vaguely similar to that of propositional dynamic
logics (see, e.g., [42]), an approach to the equivalence problem much more reminiscent
of classical propositional logic is chosen in [Paper A.2], through the development of the
logic LRSg. In this view, reversible circuits (much like ordinary, irreversible circuits in
classical propositional logic) are expressible as propositions, and propositional equivalence
of circuit representations correspond to the equivalence of represented circuits. The result is
a two-level proof calculus that is sound and complete with respect to a semantics based on
so-called 7offoli lattices, which, in turn, is shown to be equationally complete with respect to
reversible logic circuits. This, finally, leads to a sound and complete equational theory for
propositional representations of reversible circuits. However, this approach comes at the
cost that propositions are not guaranteed to correspond to reversible circuits: Reversible
circuits merely embed in the logic as propositions in an equivalence-preserving way.

1.5.2 FOUNDATIONS OF REVERSIBLE RECURSION

Out of all language features, the ability to express (primitively or generally) recursive pro-
cedures is often what separates simple, toy-like languages from fully fledged programming
languages capable of expressing sophisticated computations. In Chapter B of this thesis, we
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investigate the role of recursion in reversible programming languages and how to model it
in a categorical setting.

In existing reversible programming languages, recursion presents itself in several differ-
ent forms: Rfun [121, 112] allows generally recursive functions', while Theseus [72, 73]
allows only tail recursive functions to be expressed by means of iteration labels (a syntac-
tic sugarcoating of a sufficiently well-behaved #race operator [77, 73, 108]). Even more,
Janus [123, 119] (see also Section 1.4) supports both general recursion and tail recursion
in the form of recursive procedures respectively reversible while-loops.

In the irreversible case, recursion (be it recursively defined procedures or data types)
is often studied through the lens of domain theory (see, e.g., [7]), i.e., by means of cate-
gories enriched in the category DCPO of directed complete partial orders and continuous
maps. Following the mantra that inverse categories are models of reversible computing (as
discussed in Section 1.1), we give a domain theoretic account of inverse categories outfit-
ted with joins (in the sense of [53], but see also [115]) in [Paper B.1] (an extended ver-
sion of a previously published conference paper and workshop abstract). In particular,
it is shown that having at least countable joins leads to a DCPO-enrichment for which
the canonical dagger is locally continuous. This gives a family of fixed point operators
fix : (€(X,Y) - 6(X,Y)) - €(X,Y) in the join inverse category 6 for modelling
generally recursive first-order functions, and (crucially, as far as reversibility is concerned)
it is shown that each continuous map ¢ : ‘€(X,Y) = 6(X,Y) has a fixed point adjoint
@1 6(Y,X) = 6(Y,X) such that (fix )" = fix ¢4.

Essentially, this result states that inversion of recursive maps can be solved by local
means alone, a result which is consistent with established procedures for inversion of recur-
sively defined reversible programs (e.g., in Rfun [121]). Using a representation theorem for
join restriction categories from [53], it is further shown that each join inverse category can
be embedded in one that is algebraically w-compact for locally continuous (in particular,
join-preserving) functors, which may be used to model recursively defined data types. Fi-
nally, it is shown that when outfitted with a disjointness tensor [46] that preserves joins, the
join inverse category may be canonically regarded as a unique decomposition caregory [55],
equipping it with a trace operator that is shown to be preserve the canonical dagger — in
other words, modelling reversible tail recursion in the style of Theseus.

In [Paper B.2], we seek to generalise key results from [Paper B.1] by asking what fea-
tures of a join inverse category are necessary for fixed point adjoints to exist, and if they
can be made canonical in some way. For this reason, we study the more general dagger
categories enriched in DCPO. Unlike inverse categories, these categories also model com-
putations that are not reversible under the Copenhagen interpretation (see page 2), but still
have adjoints?: Examples include relational, doubly-stochastic, and even certain quantum

"Which, to the initial astonishment of the author, works precisely as it does in the irreversible case: Using
a call stack, no changes required.

2By an adjoint to some f : X — Y we simply mean a “partner” f : Y — X, with no additional
requirements.
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computations. It is shown that for a dagger category enriched in DCPO to have fixed
point adjoints (as in [Paper B.1]), it is sufficient that the dagger is locally monotone, a
result that even extends to parametrised fixed points (see, e.g., [38]). The requirement of
local monotony of the dagger can be seen as an instance of the way of the dagger [62], a
tenet of dagger category theory stating that all structure in sight must cooperate with the
dagger. We show that an induced category of functionals over such a DCPO-enriched
dagger category is canonically an involutive monoidal category [70], a view enables us to
explain seemingly unrelated notions such as fixed point adjoints (in the sense of [Paper
B.1]), dagger-preserving natural transformations, and the ambidexterity of dagger adjunc-
tions in terms of conjugation of functionals. In particular, there is a world beyond the strict
Copenhagen interpretation of reversibility where reversible recursion is still well-behaved.

1.5.3 SEMANTICS OF REVERSIBLE PROGRAMMING LANGUAGES

In the final chapter of the thesis, Chapter C, we consider the applications of inverse category
theory in giving semantics to (aspects of) reversible programming languages.

In [Paper C.1] (an extended version of a previously published conference paper), we
develop categorical semantics for structured reversible flowchart languages (of which Janus
without recursion is an example), 7.e., imperative reversible programming languages with
a control flow that can be illustrated purely by means of flowchart structures (Figure 1.4
on page 10 shows the flowchart structures available in Janus without recursion). Since
many of these flowchart structures involve zeszs (and assertions), this hinges on a reversible
representation of these as predicates (and their inverses), which we provide in the form of
decisions (inspired by the analogous notion in restriction category theory, see [33]). Using
these decisions, we give semantics to a universal class of reversible flowchart structures in
certain join inverse categories, using some of the machinery developed in [Paper A.1] to
give semantics to reversible while-loops via the dagger trace operator. We likewise provide
an operational semantics for the reversible flowchart structures and tests, and show that our
categorical semantics are both sound and adequate with respect to the operational ones.
We additionally provide a sufficient condition for full abstraction (see, e.g., [8, 99]), and
demonstrate how a program inverter can be extracted from the semantics. We also show
how the developed techniques can be used to straightforwardly give semantics to a class
of structured reversible flowchart languages called RINT;, (a family of structured reversible
flowchart languages inspired by reversible counter machines [95, 78]) in the category PInj
of sets and partial injective functions.

In [Paper C.2], we give an account of reversible effects in reversible programming. Mon-
ads are the typically the weapon of choice for modelling effects in the irreversible case (see,
e.g., [93, 1106]), and though these have an analogue in dagger categories as Frobenius mon-
ads [62], we were only able to produce trivial or otherwise contrived examples of Frobenius
monads in inverse categories. For this reason, we develop instead reversible versions of ar-
rows [67, 71] (which generalise monads) as dagger arrows and inverse arrows. These arrows
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correspond to arrows between dagger (respectively inverse) categories that preserve inver-
sion. We extend the arrow laws with laws for dagger and inverse arrows, and demonstrate
their applicability by a number of examples, notably stateful reversible computations and a
reversible variant of the Writer monad which we call the Rewriter arrow as inverse arrows,
and the CPM construction [107] used to lift pure quantum computations to mixed ones
as a dagger arrow. Following the idea that arrows, like monads, are monoids [61] (here in
the category of profunctors), we show that dagger arrows correspond precisely to involutive
monoids, and inverse arrows to dagger arrows satisfying additional equations.

Finally, in the brief [Paper C.3], we present a vision for the future of the reversible
functional programming language Rfun [121]. New features include support for ancillary
variables, which can be seen as a slight generalisation of the parametrised maps found in
Theseus [73], and the abolishment of the duplication/equality opemtor3 in favor of a com-
bined relevant (see, e.g., [37]) and unrestricted type system (see also [100]) that allows for
reversible duplication and deduplication of first-order data.

3 A source of confusion for students and reviewers alike.
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1 have seen myself backward.
Philip K. Dick, A Scanner Darkly

Reversible circuit logic

This chapter contains two papers related to reversible circuit logic.

(A1) M. K. Thomsen, R. Kaarsgaard, and M. Socken. Ricercar: A Language for Describ-
ing and Rewriting Reversible Circuits with Ancillae and its Permutation Semantics.
In J. Krivine and J.-B. Stefani, editors, Reversible Computation, Lecture Notes in
Computer Science volume 9138, pages 200-215, Springer Verlag, 2015.

(A2) H. B. Axelsen, R. Gliick, and R. Kaarsgaard. A Classical Propositional Logic for
Reasoning about Reversible Logic Circuits. In J. Viininen, A. Hirvonen, and R. de
Queiroz, editors, Logic, Language, Information, and Computation (WoLLIC), Lecture
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Abstract. Previously, Soeken and Thomsen presented six basic
semantics-preserving rules for rewriting reversible logic circuits, defined
using the well-known diagrammatic notation of Feynman. While this
notation is both useful and intuitive for describing reversible circuits, its
shortcomings in generality complicates the specification of more sophis-
ticated and abstract rewriting rules.

In this paper, we introduce Ricercar, a general textual description lan-
guage for reversible logic circuits designed explicitly to support rewriting.
Taking the not gate and the identity gate as primitives, this language
allows circuits to be constructed using control gates, sequential compo-
sition, and ancillae, through a notion of ancilla scope. We show how the
above-mentioned rewriting rules are defined in this language, and extend
the rewriting system with five additional rules to introduce and modify
ancilla scope. This treatment of ancillae addresses the limitations of the
original rewriting system in rewriting circuits with ancillae in the general
case.

To set Ricercar on a theoretical foundation, we also define a permuta-
tion semantics over symmetric groups and show how the operations over
permutations as transposition relate to the semantics of the language.

Keywords: Reversible logic - Term rewriting - Ancillae
Circuit equivalence + Permutation

1 Introduction

In [14] two of the authors presented six elementary rules for rewriting reversible
circuits using mixed-polarity multiple-control Toffoli gates. Building on this,

M.K. Thomsen—This work was partly funded by the Furopean Commission under
the 7th Framework Programme.
M.K. Thomsen—A preliminary version of Ricercar was presented as work-in-progress
at 6th Conference on Reversible Computation, 2014.
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more complex rules, such as moving and deletion rules, can be derived. Rewriting
using such rules can be used not just to reduce the size and cost of reversible cir-
cuits, but also to analyse and explain other optimisation approaches for reversible
circuits. As one example, the templates presented in [12] are all derivable from
these rewriting rules.

The rewriting rules in [14] are based on the diagrammatic notation first intro-
duced by Feynman. This notation gives a very intuitive description of reversible
circuits and the presented rewriting rules inherit this benefit. However, one goal
with rewriting is to provide computer aid to the design of reversible circuits, and
just as intuitive as diagrammatic notation is to understand for humans, just as
hard it is to model for computers. In particular, representing the more general
rules poses a problem.

In this paper we introduce Ricercar, a description language for reversible logic
circuits (Sect. 3.) inspired by work on a reversible combinator language [18] and
the logic of reversible structures [11]. Its only basic atoms are the not gate and the
identity gate (both with named wires) from which other circuits are constructed
using control gates and sequential composition. After describing the syntax and
semantics of the language, we show how to define the graphical rewriting rules
of [14] as textual rewriting rules for Ricercar descriptions (Sect. 4.) To give a
theoretical foundation for Ricercar, we also define a permutation semantics over
symmetric groups (Sect. 2) and show how the operations over permutations as
transposition relate to the semantics of the language (Sect. 3.3).

A notable feature of the language is that it directly supports ancillae. Since
reversible circuit logic does not support arbitrary fan-out, ancillae are often used
to store partial results from computations by means of reversible duplication.
The concept of ancillae have, however, been used in many different ways, but
in this work we take the most strict possible definition. By ancillae we mean a
variable (or a line) that are, for all possible assignments of other defined variables,
guaranteed to be unchanged over the execution of a circuit.

This definition is much more strict than what is normally characterised
by temporary storage, but it is needed if one wants to ensure that informa-
tion is leaked and, thus, the backwards semantics of the circuits can be used
directly. It is, however, still very useful in both high-level programs as well as
reversible circuit constructs. As an example, an n-bit binary adder of linear
depth can be implemented without ancillae, but it requires the use of reversible
gates that have n inputs. However, using just one ancilla line the linear depth
V-shaped adder [5,20] is implemented using only gates with a constant number
of inputs. Furthermore, all current designs for implementing sub-linear depth
adders require a larger number of ancilla lines that is dependent on the input
size [7,17,19]. Using a similar definition, the restore model [4] has been investi-
gated with respect to is computational complexity limits.

In Sect. 5 we discuss the ancilla scope construct of Ricercar and show five
basic rewriting rules for inserting and modifying ancilla wires (Sect. 5.1). This
is interesting given that deciding if a wire is indeed an ancilla wire is difficult;
it can generally be done using equivalence checking, which for reversible circuits
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has been shown to be coNP-complete [10]. Furthermore, we show how to derive
more general rules (Sect. 5.2), and show a non-trivial and useful example of how
these can be used to create reversible circuits with ancilla wires from ancilla-free
circuits (Sect. 5.3). As a result, the proposed rewriting language can serve as a
framework to formally analyse the trade-off between gate count and number of
ancilla lines in reversible circuits. Such trade-offs have so far been investigated
theoretically for Turing machines in e.g. [2,3] and experimentally for reversible
circuit synthesis in [21]. We discuss further related work in Sect. 6.
The main contributions of the paper are the following:

1. An extension of the rewriting rules with rules for circuit rewriting using
ancillae.

2. A textual language to describe rewriting which is more concise than the
diagrammatic notation.

3. Semantics for the rewrite rules based on permutations that is useful to show
soundness of the rules and to formally argue over them.

2 Symmetric Groups as a Theory of Reversible Logic

Every reversible function f computed by a reversible circuit of n input lines
Z1,...,%Z, and n output lines yi,...,y, can be represented by an element 7
of the symmetric group San, i.e., a permutation of the set {0,...,2" —1}. We
have 7¢(x) = y whenever f(xi,...,2n) = (y1,-..,Yn), where x and y denote the
natural number representations of the bits x1,...,z, and y1, ..., y,, respectively.
This duality has been used for reversible logic synthesis in the last decade [6,13],
but has also seen use as a theoretical foundation for the analysis of reversible
circuit logic [15,16].

Unlike the usual formulation of the symmetric group S,,, we will consider
its elements to be permutations of the set {0,...,n — 1} rather than {1,...,n}.
However, we will use the standard notation of writing explicit permutations using
square brackets, e.g. m = [0132], cycles using parentheses, e.g. 7 = (2,3), and
7. for the identity permutation. Under this interpretation, composition of gates
corresponds to multiplication (i.e., composition) of permutations.

The gate library we consider consists of only single-target gates, which are
characterised by changing one circuit line based on a control function that argues
over the variables of the remaining lines. Since all single-target gates are self-
inverse, their respective permutations are involutions with cycle representations
consisting of only transpositions and fixpoints. As pointed out in [15], all such
transpositions are of the form (a,b) where the hamming distance of a and b is 1,
i.e., their binary expansions differ in exactly one position. We refer to the set of
all such transpositions as

Hy, ={(a,b) | v(a®b) =1} (1)

where v denotes the sideways sum. Note that each transposition (a,b) in H,
corresponds to one fully controlled Toffoli gate with positive and negative control
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lines, acting on line ¢, where 7 is the single index for which a; # b;. The polarity
of the controls is chosen according to the other bits. Based on this observation,
we partition the set H,, into n sets H,, 1, Hy 2,..., H, , such that

Hpi={(a,b) € Hy |a®b=2""} (2)

contains all transpositions in which the components differ in their i-th bit. Single-
target gates that act on the target line ¢ are all permutations that consist of a
subset of transpositions in H, ;.

We call g,,(f) € San a transposition generation function which takes as argu-
ment an injective function f: {0,...,2" —1} < {0,...,2" — 1} and returns the
permutation

(0, F(O)(L, f(1)) -~ (2" = 1, F(2" = 1)) (3)

3 Ricercar: A Description Language for Reversible Logic

In this section, we will explain the description language, Ricercar, that is used
to formulate the rewriting rules. We will first explain the syntax (Fig. 1) and
then show two ways to describe the semantics.

3.1 Syntax

Circuit wires (denoted by lower case Latin letters in the end of the alphabet:
..., x,y,z) are defined over a set of names X that includes both input/output
wires and ancilla wires currently in scope. (For wires without specific names, we
will use lower case Latin letters starting from a.) We define a circuit (denoted
by upper case Latin letters) to be one of the following five forms:

— The identity gate on a wire x, written Id(z), where z € X.
— The not gate applied to a wire x, written Not(z), where z € X.
— Sequential composition of two circuits, written using the operator “;”.

A, B,C = Id(z) | Not(x) Identity and not gate
| A; B Sequence of circuits
| po— A Controlled circuit
| ax. A Scope of ancilla variable «; « is part of the syntax
o, = | | PN P Boolean formulas

| T|L|dVo|p@ ¢ Derivable Boolean operators

Fig. 1. Syntax of Ricercar. Note that this grammar does not guarantee reversibility in
itself. By « we mean that variables occurring in Boolean formulas must be elements
from a predefined set of input/output wires or ancilla wires in scope.
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a —e— a
b —e— b
C —o— Cci A
U/
d —— e=0 —b $— 0

(a Ab A c) e Not(d)

(a) Three-controlled
Toffoli gate

ae.((a Ab) — Not(e) ; (cAe) e Not(d); (aAb) e Not(e))
(b) Sequence of Toffoli gates

Fig. 2. Two (weakly) equivalent reversible circuits and their descriptions in Ricercar.
Here, e denotes an arbitrary ancilla wire.

inv(ld(z)) = Id(z) inv(A; B) = inv(B) ; inv(A)
inv(Not(z)) = Not(z)  inv(¢ e A) = ¢ & inv(A)

inv(az.A) = az.inv(A)

Fig. 3. The syntactic function inv(-) that defines the inverse of a Ricercar description

— A controlled circuit, denoted with the binary “e—” operator, which contains
a control function ¢ and a controlled circuit A.! The control function can be
any Boolean formula.

— An ancilla scope for a circuit A, denoted with a functional lambda-style
notation using the symbol «, and a variable denoting a wire which must be
false both before and after A. Without loss of generality, we will assume that
ancillae scopes always introduces fresh variable names.

For readability, we define control gates (e—) to bind tighter than sequence ( ;)
and the unary (az. ).

Figure 2 shows two example circuits, defined using multiply controlled Toffoli
gates, represented in the usual diagram notation due to Feynman, as well as in
Ricercar.

As Ricercar should be reversible, we will define the straight-forward inverse
of all the syntactic constructs. We have chosen not to include inversion as a
basic construct, but will define it as a syntactic function; this simplifies both the
language and the following rewriting rules. Figure 3 shows the inversion function
inv(-).

3.2 Ancillae and Reversibly Well-Formed Properties

Ancillae hold a central place in Ricercar. We follow the idea that there are
always as many ancilla wires available as needed. Consequently ancilla lines do
not need to be declared in advance, but can be introduced on-the-fly. This is not
an unrealistic assumption: remember that we define ancillae to be constant (false)
at both input and output, which permits a large degree of reuse. Furthermore,

! The “e~” notation is borrowed from [11], although with a different semantics.
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rwi(ld(z)) = {z} rwf(A; B) = rwf(A) Urwf(B)

rwi(ax.A) = rwi(A)\{z
rwf(Not(z)) = {z} rwf(¢ o— A) = dom(¢) Wrwf(A) ( ) (A\{z}

Fig. 4. A reversible circuit, A, is reversibly well-formed iff rwf(A) evaluates to a set.
Here, W is the disjoint union and dom(¢) is the domain of the Boolean function ¢. We
assume that the disjoint union is undefined whenever the operands are not disjoint.

the actual number of ancilla lines used is limited by the depth of the circuit, and
cannot grow unboundedly. As an example, given that we know the upper bound
of the depth to implement a reversible circuit without ancillae (c¢f. [1]), this also
gives an upper bound on the number of (useful) ancilla any circuit with smaller
depth can have.

The syntax presented in Fig. 1 does not guarantee reversibility by itself. One
problem comes from the control gate, where we must enforce that the wires of
the control function are disjoint from wires of the circuit being controlled. This is
similar to the concept used in the reversible updates in Janus [22]. Figure 4 shows
a function rwf(-) that implements this check; we say that the circuit is reversibly
well-formed if it upholds this restriction. Given a circuit description A, it returns
the set of all used variable names if and only if A is reversibly well-formed. If a
circuit A is not reversibly well-formed, the disjoint union operation will fail on
the control gate operator, and the result of rwf(A) will thus be undefined.

However, even a reversibly well-formed circuit is not necessarily reversible.?
To ensure that an ancilla variable within an ancilla scope does indeed have ancilla
behaviour (guaranteed false at both input and output), we need a additional
semantic check. However, a circuit without ancillae is reversibly well-formed if
and only if it is reversible. In Sect. 5, we will show how this can be exploited to
introduce ancillae in a way that guarentees reversibility.

3.3 Operational Semantics

The straightforward semantics of Ricercar is shown in Fig. 5; they follow, but also
extend, the logic by Fredkin and Toffoli, and describe the mapping from a circuit
description to a reversible circuit using the well-known gates. More concretely,
this semantics can be used to show that Ricercar is actually reversible.

Theorem 1 (Reversibility). For all mappings o and circuits A there exists a
mapping o' and a circuit B such that

cFA—o¢ «— ¢ +B—o.

This theorem and the following two lemmas are easily proven by structural induc-

tion over the circuit A and reference to the operational semantics of Ricercar
(Fig. 5).

2 The other direction holds: all reversible circuits are reversibly well-formed.
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c: 2 —~B ockld(z) — o
0'|__‘ZU—)b O'I_A—>O'H O'HI_B—>O',
o F Not(z) — o[z +— ] oF A B o
oo —1 oFA—o ok —0
ocb¢pe— A— o’ ocbpe—A—o
obx—b oz —0lFA—o okFx—0

ok ax.A— o[z — 1]

Fig. 5. The semantics of Ricercar. Here, o is a partial function mapping variable names
to Boolean values; any variable name that is not part of the input is assumed to be
undefined in . The semantics uses two judgment forms, o = A — ¢’ for evaluating
circuits, and o - ¢ — b for evaluating Boolean formulae, both with respect to o. The
rules for judgments of the latter form are not shown, but are completely standard.

To ensure that the previously defined inversion (with sequence as composition
function) is indeed inversion, we show the following.

Lemma 1 (Inversion). For all circuits A and states o,
oFA;inv(A) -0 and okFinv(A); A —o.
Later it will also be useful to know that the inversion function respects involution
Symmetry.
Lemma 2 (Involution Symmetry). For all circuits A, and states o and o,

o A— o < ot inv(inv(4)) — o’.

3.4 Permutation (Denotational) Semantics

In order to ease the formal analyses using this language, we also express the
functional semantics in terms of permutations. The counterparts to Id, Not, and
‘e—" are provided for this purpose. In contrast to the language, the permutation
description requires an order of variables and therefore we assume a strict total
order ‘>’ on the variables in X' for the following equations. If x > y, it means
that the variable x corresponds to a more significant bit than y. For the identity
and the not gate we have

ld(z) =7 and Not(x)=(0,1) it ¥ = {z}. (4)

For the following four equations, let G(m, f) be the commutator g, (f) oo
g, 1 (f) for a permutation 7 € Sa» and a function f as in (3). Note that G is an
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endomorphism with respect to composition, since

G(m oma, ) =gn(f)om omog, ' (f)
= gn(f) om0 g, (f) o gn(f) om0 g, (f)
= G(m1, f) o G(ma, f).

For some circuit A, let w4 be its permutation representation. Then one can “add
a control line from the bottom,” expressed as

it ¥ = rwi(A) U {z}

—x o~ A=G(ma,x— x) and x > y for all y € rwf(A)

()

and

with n = |rwf(A)|, if ¥ = rwf(4A)U{z}

re— A=G(mg,x—x+2") and z > y for all y € rwf(4).

(6)

Y

Similarly, one can “add a control line from the top,” expressed as

if ¥ =rwf(A) U {x}

- e— A= G(WA7$ = 2:17) and x < Y for all Yy e er<A) (7)

and

if £ = rwi(A) U {z}

(8)

The above denotational semantics is not complete. Circuit sequence ( ;) can
be defined by permutation composition after extending the two permutations to
the same symmetric group, and scoped ancillae can be accommodated by impos-
ing restrictions on the permutation for the more general circuit (i.e., where the
ancilla is considered as any other input line.) It is then not hard to prove equiv-
alence between the operational and denotational semantics. The denotational
semantics is reversible by construction.

4 Rewriting in Ricercar

In this section, we will recap the rewriting rules from [14], and define the rules
with respect to Ricercar, as well as show soundness based on the permutation
semantics.

First, however, note that gate composition is associative; that is, in a cascade
of gates, the order in which we look at the gates does not matter, so in, e.g.
Fig. 2(b), we are free to either look at the two first gates and perform rewriting
on these, or start with the last two gates instead. The identity gate is the identity
element for sequences:

A=ld(z); A=A; ld(z) (ID)
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Furthermore, note that we can always rewrite the controlling Boolean func-
tions and, e.g. use identities from AND-EXOR decomposition:

po-tpe-A=(pANtp))e— A  and
pe—A; pe—A=(0p DY) e A if A=inv(A).

Finally, implicit to rules is that the circuits must always be reversibly well-
formed both before and after a rewriting, and that in any given circuit we can
rewrite any sub-circuit we like.

The first rule presented in [14] is for introducing and eliminating not gates,
and states that we can always rewrite the identity function to two not gates.

x = DD Id(z) = Not(x) ; Not(x) (R1)

Soundness trivially follows from 7, = (0,1) o (0,1).
The second rule states that we can “move” a not gate over a control if we
negate the control line.

T —e—H— x o Not(y) ; Not(x) =
y - WI Not(z) ; —x e Not(y) (R2)

A
N

Similar to [14], we notice that its dual rule with negative control can be
derived using this rule in combination with Rule R1:

(

-z o Not(y) ; Not(x) W Not(z) ; Not(z) ; —x e Not(y) ; Not(z)

2 Not(x) ; « o Not(y) ; Not(z) ; Not(z)
D Not(x) ; z e Not(y). (R2))
Soundness follows from Eqs. (5)—(8) and the identity (a, b)(b,c) = (a,c)(a,b) =
(a,¢)(b; ).

Third, we can extend a gate by copying it and adding once a positive and
once a negative control line to it.

T _ —‘T ld(z) ; Not(y) =
y D an x & Not(y) ; =z & Not(y) (R3)

L\

Soundness follows from Egs. (7) and (8). In fact, in permutation notation, both
controlled not gates are represented by a single transposition, and combining
them results in the (permutation corresponding to the) not gate. Also, combining
the equation of adding a negative and positive control yields an equation for
adding an empty line.

Next, two arbitrary adjacent gates can be interchanged whenever they have
a common control line with different polarities. Notice how Ricercar captures
the fact that two controlled circuits can have any circuit structure; something
that is not well captured by the diagrammatic notation in [14].
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The permutation equations also reveal this property, since the transpositions
resulting from —x e— A and = & A are disjoint.

Whenever two gates share the same control variable with the same polar-
ity, these two gates can be grouped together, where the group is controlled by
that control line. Again, Ricercar allows for a precise formulation of the idea,
compared to the diagrammatic notation.

m p—
' _ _ xe— A; xe— B=xe (A; B) (R5)

This property follows from G being an endomorphism. Finally, we have the rule
for introducing and eliminating groups of wires.

z r— z e Id(y) = ld(z); ld(y)  (RG)

4.1 A Note on Completeness

A question raised in [14] regards the completeness of the above rules, in the sense
that every circuit can be rewritten, in a finite number of steps, to any other
equivalent circuit. In this strict sense, the rules are not complete. The counter
example is the two-line swap gate, which can be represented in the following two
ways:

JanY
>
JAR
N>

FanY
1/

D TR D
U 1 L

Given the six rules, it is not possible to rewrite one to the other. This is, of course,
not satisfactory, and a shortcoming that must be solved. The easy solution would
be to add the above equation as a seventh rule, but the extent to which there exist
other counter examples related to this problem is unknown, and the solution is
only an incremental extension that will not add any interesting new insights.

However, this counter example is restricted in that it does not generalise
to more lines. If we have a third line available (no matter its value), it can be
used as an auxiliary line and thereby enable rewriting between the two swap
gates. The question is now if the six rules are complete for circuits of more than
two lines. But there is a possibility that two similar three line circuits exist and
we need to assume a fourth auxiliary line to rewrite between them. The better
solution, that we will follow in the next section, is thus to extend with rules for
ancilla lines.
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5 Ancillae and Rewriting

As mentioned earlier, ancillae is a powerful extension to a reversible language,
but the power comes at a cost. Checking that some defined ancillae are indeed
unchanged for all possible input vectors of an arbitrary description is hard; in
general, one has to test all possible input vectors, which is undesirable. For
a reversible programming language such as Janus [22], this is therefore imple-
mented as a runtime check that checks the reversibility of a program only in rela-
tion to the executing input vector. This is also the case for the syntax described
in Fig. 1.

For this reason, we will pursue a different approach. Given a description with-
out ancillae, we can statically check reversibility using the rwf-function shown in
Fig. 4. From a reversible description without ancillae, we will now define rewrit-
ing rules that can extend the given description with ancilla wires. Hence, instead
of showing reversibility of a description with ancillae (which is hard), we only
have to show that the rewriting rules do not interfere with the ancilla-property
of the wires, and thereby with the reversibility of the circuit; this is much easier.

5.1 The Rewriting Rules

To be able to introduce and remove ancilla wires from a circuit, we have identified
the need for five basic rules.

The first rule is for introducing and removing an ancilla scope. It states that
we can always introduce a scope containing the identity circuit with a fresh
(unused) ancilla wire name.

x = — ]y ld(z) = ay.ld(x) (A1)

The second rule states that a circuit in an ancilla scope can be removed (or
added) if it is controlled by the ancilla wire. Recall that the ancilla variable is
assumed to be assigned false outside of the ancilla scope, so the control is never
active. For now, the gate must be the only gate within the scope, but we will
show how this can be generalised later.

o1 1

Y | o= | ay.(y — A) = ay.ld(z), x € rwi(A)

z —+{AH | | (A2)
Ly L _

The third rule considers the case in which the controlling wire is not the
ancilla wire of the scope. In this case, the control can be pulled out of the ancilla
scope, and thereby control the scope containing the controlled circuit.

T 1 ?
| | =
L l—qu ay_(x -— A) =1z e ay.A, T FY (A3)
sl L2
Ly Ly
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The fourth rules states that a not gate on a non-ancilla wire that is positioned
to the immediate left of a circuit it shares a scope with can be pulled out of the
ancilla scope.

r - = 7

T b 1 |—:—@|— 4 T ay.(Not(z) ; A) =
| I IS B I Not(z) ; ay.A, r#y (A4)
L _ — L —

In the case where the not gate is on the right, a similar rule can be derived
from the Involution Symmetry Lemma with Rule A4.

r= =7 r =
e e ay.(A; Not(z)) =
L I {0 I A (ay.A) ; Not(z), r#y (A4)
L — — L — W

The fifth and final rule states that if (and only if) an ancilla scope contains
a sequence of two circuits where the first is positively controlled, and the second
is negatively controlled by the same wire, then this scope can be divided into
two; or, in the other direction, merged. Note that x can be equal to y. This rule
is likely the most powerful of the five, and it shows up in the proofs that extend
and generalise the previous rules.

2 e o g1 T 1 ( 4 B)

| I = | ay.(x e— A; —x & =

(s - fopme ) (4
L - - &% L L _

That the first four rules (A1l to A4) do not interfere with the ancilla-property
of a wire is clear, but the last rule (A5) requires an argument. Only either A or
B (but not both) is performed as the control on x is exclusive. Thus assuming
that x # y, any usage of y in A must have uncomputed y to zero again; similarly
any usage of y in B must have assumed it to be zero. Therefore, we can divide
the ancilla scope of y. If z = y then y will always be unchanged (zero) as y is
not used in B.

5.2 Generalisation of Ancilla Rules

Rule A2 has a twin-rule for the case where the gate is negatively controlled by
the ancilla wire. We can derive that this is equal to the controlled gate in the
following way:

(ID) (A1)
ay.(~y e A) =" 1d(z); (ay.—y e A) =’ (ay.ld(z)) ; (ay.—y e A)
(A2) (A5)
= (ayyeA); (ay~yeA) = ay.(ye A; ~ye A)
@ ay.A. (A2)
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This twin-rule can now be used to show the more general rule that if an
ancilla wire controls a circuit in the beginning of a scope it can be removed
entirely:

ay.(yeA; B) Z ay(yeA; ye B; e B)

gy (45 B ~a e B)

= (ayy o (45 B)) s (aymy - B)

= (ayld@) s (- B) ) (ayld(@)) s (ay.B)

A \4(2) : ay.B D@ B (D8)

Similarly, we can also generalise A3 to the case where the circuit in the ancilla
scope contains more than one gate. Assuming that x # y, to extract x from the
ancilla scope of y we can do

ozy.aco—A;B(Fg’)ay.(:co—A;mo—B; -z — B)

Y ay.(x e (A; B); -z« B)

A (ay.w e (A B)); (ay.—z « B)

29 4 o (ay.(A; B)); -z e ay.B. (D9)

This duplicates B such that it is performed both when z is true, and when it is
false. Assuming that the ancilla wire y does not occur in A (i.e. y ¢ rwf(A)), we
can then use D9 to show by induction on the depth of the control that

ay.(A; B)=A; ay.B, y ¢ rwi(A). (D10)

As a special case of this rule, specifically when B = Id(z) for any choice of
x € rwi(A) U {y}, we get that

ay A=A, y ¢ rwf(A). (D11)

As a closing derived rule, we will show how ancilla wires can be introduced to
perform computations that were otherwise performed by an input wire. In other
words, we can use the rules to introduce ancilla wires that are then used to
control what was previously controlled by x.

zoe ALY qy(ze A 1d(y))

(Dzl)ay(w'—A;x-—y;w-—y)

(D=8)04y~(y°—z4;x°—z4;fv°—y;x°—y)

(]f)ay-(mkA;yFA;fc-—y;wo—y)

(D7)

=" ay(zey;ye—A; zey). (D12)
Here D1, D6, and DT refer to derived rules from [14]. This example increases

the size and depth of the circuit, but if x controls several gates this can be used

to reduce the depth of the circuit considering that gates can be put in parallel.
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5.3 Practical Example of Application of Ricercar

As a final example we show how to derive the circuit depicted in Fig. 2(b) from
the one in Fig. 2(a) using the rewriting rules. Again D1 and D7 refer to derived
rules from [14].

(a Ab A c) e~ Not(d)

(D1 ae.((a AbAc) e Not(d))

) qe.((c A B) o Not(d) ; (aAbAc) e Not(d))

(oD ae.((a Ab) e Not(e) ; (a Ab) e Not(e); (cAe) e Not(d) ;
)

(a Ab A c) e Not(d)

(20 ae.((a Ab) e Not(e) ; (cAe) e Not(d) ; (a Ab) e Not(e) ;

(aANbAc)e Not(d); (a ANbAc) e Not(d))

2 ae.((@Ab) e Not(e) ; (cAe) o= Not(d) ; (aAb) e Not(e)).

6 Related Work

This is not the first language that has been designed to describe the concepts of
reversible logic; there exist description languages for both reversible and quan-
tum circuits.

The closest related work is the Reversible Combinator Language (RCL) [18]
that was also made to describe reversible logic; though it is more general than
our work, there are still some common ideas. Taking inspiration from RCL, we
use a similar sequence operator, and the conditional in RCL is (in its semantics)
comparable to our control operator. However, being a combinator language, RCL
does not have variables, but rather a type system in which circuits of arbitrary
size with a given structure can be defined. Also it has more general combinators,
such as a ripple circuit and parallel composition, as basic constructs. RCL also
admits a number of rewriting rules, but compared to Ricercar, RCL’s type system
and larger set of atomic gates makes rewriting more cumbersome.

Although aiming to describe quantum circuits, it is worth mentioning Quip-
per [8,9]. Though Quipper also supports ancilla scopes, in order to uphold
the ancilla-property, the Quipper synthesis results in a symmetric compute-use-
uncompute “Bennett-style” structure of the ancilla wires. In contrast, the ancilla
scopes in Ricercar are more general, but have to be built from the bottom up
with rewriting to uphold the property. The interested reader can find further
references for quantum description languages in the works above.

7 Conclusion

In this paper we have presented Ricercar, a language designed to describe
reversible circuits. A main focus during the design process of the language has
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been rewriting, specifically that rewriting rules should be easy to both define and
apply in the language. The previous approach to rewriting of reversible circuits
was shown for the standard diagrammatic notation, but this notation neither
captures the full intent of all of the six original rules, nor does it provide an
optimal setting for a future computer aided system. Ricercar, with its simple
symbolic description, both captures the complete intent of the original rules,
and has a syntax that is directly implementable.

In addition, Ricercar has support for ancillae as a basic circuit construct in
the form of a scope. Using this construct, we have extended the six original rules
with five basic rules that applies when rewriting ancillae. We have shown how
it is possible to use these rules to derive more general ones that also apply to
ancillae, and as a final example, how to derive a rule that moves the control of
a gate from an input wire to an ancilla wire.

Determining reversibility of a circuit that contains ancillae is generally hard,
but with the presented rewriting rules, it is possible to take an ancillae-free
circuit (for which it is easy to show reversibility) and rewrite it into a circuit
that contains ancillae, and is guaranteed to be reversible. The key here is that
the basic rules (and all of the derived rules) cannot break the ancilla-property
of a wire and, thus, the reversibility of the circuit.

We hope that this approach can further help in the understanding of the
trade-off between ancillae on the one hand, and the size and depth of a reversible
circuit on the other.
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Abstract. We propose a syntactic representation of reversible logic cir-
cuits in their entirety, based on Feynman’s control interpretation of Tof-
foli’s reversible gate set. A pair of interacting proof calculi for reasoning
about these circuits is presented, based on classical propositional logic
and monoidal structure, and a natural order-theoretic structure is devel-
oped, demonstrated equivalent to Boolean algebras, and extended cat-
egorically to form a sound and complete semantics for this system. We
show that all strong equivalences of reversible logic circuits are prov-
able in the system, derive an equivalent equational theory, and describe
its main applications in the verification of both reversible circuits and
template-based reversible circuit rewriting systems.

1 Introduction

Reversible computing—the study of computing models deterministic in both the
forward and backward directions—is primarily motivated by a potential to reduce
the power consumption of computing processes, but has also seen applications
in topics such as static average-case program analysis [17], unified descriptions
of parsers and pretty-printers [16], and quantum computing [6]. The potential
energy reduction was first theorized by Rolf Landauer in the early 1960s [12], and
has more recently seen experimental verification [2,14]. Reaping these potential
benefits in energy consumption, however, requires the use of a specialized gate
set guaranteeing reversibility, when applied at the level of logic circuits.
Boolean logic circuits correspond immediately to propositions in classical
propositional logic (CPL): This is done by identifying input lines with proposi-
tional atoms, and logic gates with propositional connectives, reducing the prob-
lem of reasoning about circuits to that of reasoning about arbitrary propositions
in a classical setting. However, although Toffoli’s gate set for reversible circuit
logic is equivalent to the Boolean one in terms of what can be computed [22],
it falls short of this immediate and pleasant correspondence. This article seeks
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to establish such a correspondence by proposing a standardized way of syntac-
tically representing and reasoning about reversible logic circuits. This is done
by considering a reformulation, and slight extension, of the toolset of classical
propositional logic. The main contributions of this article are the following:

— A syntactic representation of entire reversible logic circuits as propositions,
and a pair of proof calculi for reasoning about the semantics of thusly repre-
sented reversible logic circuits, sound and complete with respect to

— a categorical/algebraic semantics based on the free strict monoidal category
over a Toffoli lattice, an order structure proven equivalent to Boolean rings,

— a proof that all strong equivalences of reversible logic circuits are provable,
and

— an illustration of how the presented logic can be used to show strong equiv-
alences of reversible circuits, and in particular to verify template-based
reversible logic circuit rewriting systems.

The complexity of reversible circuits has been increasing while at the
same time entirely new functional designs have been found (e.g. linear trans-
forms [5], reversible microprocessors [21]). Established tools employing conven-
tional Boolean logic are not geared towards the synthesis, transformation and
verification of reversible circuits. Thus, it is important to find better ways of
handling this new type of circuits, and some work has been approaching these
problems from different angles (e.g. [4,23]). Our goal is to formally model the
semantics of reversible circuits, and in particular to capture strong equivalence
of such circuits as provable equivalence of propositions.

Overview: Sect. 2 introduces the syntax and intuitive interpretation of the
connectives, and shows how reversible logic circuits can be represented as propo-
sitions by way of a simple annotation algorithm. Section 3 describes the proof
calculi used to reason about circuits thus represented, and relates them to exist-
ing systems. Section4 develops the concept of a Toffoli lattice as a semantics
for the central proof calculus and extends it, via a categorical view on such a
structure, into the final model category Tg. Section 5 sketches the fundamental
metatheorems of soundness, completeness and circuit completeness, Sect. 6 out-
lines the applications of the developed theory in reversible circuit rewriting, and
Sect. 7 presents ideas for future work, and concludes on the results presented.

2 Circuits as Propositions

The correspondence between Boolean circuits and propositions, in all of its con-
venience to areas such as circuit design and computational complexity, did not
happen by mistake: It is a well-known result that any Boolean function can
be computed by a circuit composed of only NAND gates and constants, yet the
Boolean gate set is still, in all of its redundancies, considered the lingua franca
of logic circuit design, precisely due to this correspondence.
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T xT1 I1 1
T —p— 191 r1 —pH— —x1
T _T_ x1 z1 —T— z1
ITn—1 —e— Tn—1 Tn—1 —— Tn—-1
Tn —— (L1 A ATp_1) Dy Tn —PD— (11 & - & xp_1) & —1py
(a) Boolean ring semantics. (b) Propositional semantics.

Fig. 1. Toffoli’s reversible gate set—consisting of, from top to bottom, the IDENTITY
gate, the NOT gate, and the generalized TOFFOLI gate—annotated with their Boolean
ring semantics, as well as our propositional semantics.

Reversible circuits are usually depicted as gate net-
works where computation flows from left to right. Here,
we consider circuits composed of the gates in Tof-
foli’s reversible gate set, shown in Fig. la. (This widely
used gate set is known as the Multiple-Control Tof-
foli (MCT) library.) We provide a brief exposition,
which the reader familiar with reversible circuit logic
can safely skip.

The only gate that warrants particular explanation
is the generalized TOFFOLI gate, since the remaining
gates behave exactly as they do in Boolean circuit logic: This gate takes n > 1
input lines, of which n — 1 are control lines (marked with black dots), and the
remaining one is the target line (marked with @). If all control lines carry a value
of 1, the value on the target line is negated — if not, the input of the target line
simply passes through unchanged. As such, the control lines control whether the
NOT operation should be carried out on the target line; in either case, the inputs
to all control lines are carried through to the output unchanged (see also the
truth table to the right for the generalized Toffoli gate where n = 3; x1 and -
are control lines, x3 is the target line). Circuits may be composed horizontally
(i.e., by ordinary function composition) and vertically (i.e., by computation in
parallel) so long as they remain finite in size and contain neither loops, fan-in,
nor fan-out. Note also that even though the target line is placed at the bottom
in Fig. 1a for purposes of illustration, it may be placed anywhere relative to the
control lines.

Contrary to Toffoli’s Boolean ring semantics for the gate set [22], our pre-
sentation embraces Feynman’s control interpretation [6] not just in the intuitive
explanation given above, but also directly in the formalism. Following Kaars-
gaard [11], this is done by replacing exclusive disjunction (here, - & -) with the
connective - e— -, read as control, and introducing the usual negation connective
—- on the target. This results in the propositional semantics shown in Fig. 1b.
In this case, the semantics of the target line for the generalized TOFFOLI gate
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o —P D —B— (z2&w3) e @1 —9—P—
T2 L = — o —b =
3 S e T3 —
() ($2 & Ig) e— I _@_
b (2 & x3) & —z1) 0 —x0 —e— =
_' z3 —&b—
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D (((w2 & x3) = —T1) @— —T3) 0= w3 (((z2 & x3) @ —x1) &= —2) 06— —x3

Fig. 2. An example of the annotation algorithm.

pleasingly reads as “z; and --- and xz,_; control not z,,”. While Soeken and
Thomsen [20] have shown (with their box rules) that control is a general con-
cept corresponding (roughly) to conditional execution of a subcircuit, it turns
out that, at the level of individual circuit lines, control carries the same meaning
as material bi-implication in CPL. We postpone the proof of equivalence of these
two approaches to Sect. 5.

Although the target line of the generalized TOFFOLI gate is, in many ways, the
heart of this gate’s semantics, it only paints part of the picture. Since reversible
circuits are, by definition, required to have the same number of output lines
as input lines, parallelism plays a much larger role in reversible circuits than
in Boolean ones: To capture the semantics of reversible logic circuits in their
entirety, we need a way to capture this parallelism. We do this by introducing
yet another connective, - ® -, read as while, with the meaning of A ® B as the
multiplicative ordered conjunction of propositions A and B, i.e. as string con-
catenation in a free monoid. Order is important: as stated earlier, we wish the
provable equivalence relation to capture strong equivalence of reversible circuits
(reversible circuits are strongly equivalent if they compute the same function
up to function extensionality [8]), rather than equivalence up to arbitrary per-
mutation of output lines.

Using these two new connectives, along with the usual connectives for con-
junction (here, - & -) and negation, we can produce a straightforward annotation
algorithm for extracting the semantics of reversible logic circuits as a proposi-
tion in this syntax. As also done for Boolean circuits, we identify each input
line with a (fresh) propositional atom, and then propagate the semantics (as
given in Fig. 1b) through until the entire circuit has been annotated, at which
point we terminate and return the multiplicative ordered conjunction of these
propositions, from top to bottom. An example of the annotation algorithm can
be found in Fig. 2.

As also noted by Kaarsgaard [11], the syntax of propositions for forming
reversible logic circuits using Toffoli’s gate set in Fig. 1b is more restrictive
than, e.g., CPL; that is, (ordinary) conjunctions only appear as subpropositions
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of controls. Further, linear ordered conjunctions only appear as a way of “glue-
ing” the propositions of individual circuit lines together (see, e.g., the final step
in Fig.2).

This structure suggests a syntactic hierarchy, which we will illustrate by
means of color: Blue propositions will be those that correspond to the semantics
of a single circuit line (perhaps of many in a circuit), red propositions correspond
to the semantics of entire circuits (or subcircuits), and (or recolorable)
propositions will be those that can be either of these two. Formally, we define
such propositions to be those produced by the grammars

Ap,Bp,Cp:= Ay | 7Ap | Ap & Bp (Blue propositions)
v, By,Cy :==a|0|1]| Ay | Ap e— By | Ay &~ Bp ( )
AR,BRr,Cr:= Ay | Ap® Bgr | e (Red propositions)

where a denotes any propositional atom; we will assume that there is a denu-
merable set P of these. For readability, we adopt the convention that —- binds
tighter than - & -, which binds tighter than - e— -, which finally binds tighter
than - ® -. Further, we will omit subscripts when the syntactic class is clear from
the context.

Starting with blue and recolorable propositions, 0 and 1 represent the false
respectively true proposition (corresponding to ancillae, lines of constant value,
in circuit terms), = Ay the usual negation of a proposition, Ag e— By and Ay e—
Bp as “A control B”, and finally Ap & Bp as the usual (additive) conjunction.
Red propositions are interpreted as circuit structures, with Ar® B representing
the ordered (parallel) structure made up of Ar and Bp, and e representing the
empty structure (i.e., the empty circuit). Further, we will denote the set of all
such well-formed blue respectively red propositions by @ p respectively @p.

In the same manner, well-formed blue and red contexts (a notion of a recol-
orable context is unnecessary) are those produced by the grammars

I'p,Ap,llg:=-|I'p,Ap (Blue contexts)
I'r,Ag,Ilp :=-|I'r, AR (Red contexts)

The distinction between the empty blue context and the empty red one is impor-
tant, since the two types of contexts will be interpreted in two different ways;
blue contexts are interpreted as an additive (blue) conjunction with 1 as unit,
while red contexts are interpreted as an ordered multiplicative (red) conjunc-
tion with e as unit. As we did for propositions, we will denote the set of all
well-formed blue respectively red contexts by @3 respectively &%.

3 Proof Calculi

As the syntax presented in the previous section perhaps already alludes to,
we will use not one but two proof calculi to reason about propositions thus
formed. Figures 3 and 4 show the two proof calculi-the blue and the red fragment,
respectively-that make up the logic which we shall call LRSg.
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Fig. 3. The blue fragment of LRSg. (Color figure online)

There are two judgment forms, I'g Fp ¢p and I'g Fr ¢r, which differ not
only by syntax, but also by the interpretation of the context: Blue contexts are
understood to be an additive (ordinary) conjunction of its constituent proposi-
tions (as usual) with 1 as unit, while red contexts are understood as a multi-
plicative ordered conjunction of its constituent propositions with e as unit. This
difference of interpretation is reflected directly in the core rules of the calculi;
while the identity and cut rules for the red fragment use careful bookkeeping to
ensure that order and linearity are not broken, the corresponding rules in the
blue fragment display implicit use of the structural rules available in the blue
fragment. More explicitly, the blue fragment contains the usual structural rules
of CPL-weakening, contraction, and exchange-while the red fragment has none
of these.

The blue fragment, largely similar to the sequent calculus of LRS [11],
presents itself as a reformulation of CPL in which control (corresponding to
material bi-implication) is taken as a fundamental connective, while implication
and disjunction are omitted. In particular, the omission of disjunction as a con-
nective presents a challenge for classical reasoning, as we can no longer express
the law of the excluded middle axiomatically in a way which facilitates its easy
use in derivations. To resolve this, we present the rule instead as an explicit case
analysis, corresponding to a proof tree of the form
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o . &mw) AFgp A I' A Il +r B e
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Fig. 4. The red fragment of LRSg. (Color figure online)
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in CPL, which not only presents the common use case of the law of the excluded
middle, but is also strong enough to derive the double negation elimination rule
in the straightforward way. (Proof theoretically inclined buyers beware: Though
this rule is sufficiently powerful, it threatens the subformula property [3] even
in the face of cut-elimination.) Note that as we are not aiming for minimality,
both rules are included in the blue fragment.

The red fragment offers little in terms of rules, since the only structure we
are interested in is the parallel structure of circuit lines, captured by the rules for
ordered multiplicative conjunction — essentially corresponding to concatenation of
strings (though our formulation follows the conjunctive fragment of Polakow’s pre-
sentation [15] of the Lambek calculus), with e corresponding to the empty string.

In our setting, by far the most interesting rule of the red fragment is the
recoloring rule, which states that any logical deduction from a single recolorable
proposition can be inserted into a structure of unit length, as long as the succe-
dent is likewise recolorable. Recall that the recolorable propositions are precisely
those that are well-formed as both blue and red propositions, so this (purely syn-
tactic) side condition is entirely reasonable. Figure5 gives a larger example of
an LRSg derivation, showing -z ® 1 e— —x9 g 2z ® 721 & ).

Finally, it is worth noting that the syntax of red propositions is not strong
enough to ensure that only reversible circuits can be represented. For example,
the red proposition x7 ® 1 & xo e— —x3 is perfectly well-formed, but does not
correspond directly to a reversible circuit. On the other hand, every reversible cir-
cuit can adequately, and with minimal work, be represented as a red proposition,
as we saw in Sect. 2. This turned out to result in an interesting tradeoff in the
proof calculi: Naturally, it would be desirable if we could guarantee that every red
proposition corresponded precisely to a reversible circuit—-however, by not guar-
anteeing this property, we may consider the semantics of a single line or group of
lines in isolation, without having to take the overall structure of the circuit into
account at every step of a derivation, making for simpler overall logic.
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4 Semantics

Given the obvious similarities between CPL and the blue fragment of LRSg,
it would seem highly natural to adopt truth-functional semantics here as well.
While this approach certainly works when considering the blue fragment in iso-
lation, extending this approach to the red fragment runs into the problem of
defining a single truth value—and for good reason, since truth should be inter-
preted relative to a circuit structure, taking order and resource use (i.e., viewing
circuit lines as ordered resources) into consideration.

For this reason, we will instead take the algebraic approach to semantics
by considering what we call a Toffoli lattice, an order structure with obvious
similarities to the blue fragment of LRSg. This approach has the immediate
benefit that order structures can very easily be interpreted as categories, giving
us a whole suite of tools to extend the semantics to the red fragment. We define
Toffoli lattices, and their corresponding homomorphisms, as follows:

Definition 1. A Toffoli lattice A = (A, <, T, L,\,=,~) consists of a partially
ordered set (A, <) furnished with the following operations and conditions:

(i) There is a greatest element T such that x < T for any element x.

(i) There is a least element L such that L < x for any element x.

(iii) Given elements a,b there is an element a A'b such that x < a ANb iff z < a
and x < b.

(iv) Given elements a,b there is an element a = b, the relative equivalence of
a and b, such thatx < a=bifft Na<bandxNb<a.

(v) Given an element a, there is an element @ satisfying * <@ iff t Na < L,
aNa<1l,andifx Na<bandzx Na<bthen xz <b.

As is often done, we will use || to denote the carrier set A.

Definition 2. Let 21 and B be Toffoli lattices. A Toffoli lattice homomorphism
is a function h : || — |B| that preserves all lattice operations and constants,

ie, M(T) =T, h(L) = L, h(a Ab) = h(a) A h(b), h(a = b) = h(a) = h(b), and

h(@) = h(a) for all a,b € |2].

From this definition, the truth-functional semantics appear by considering
the set {0,1}:

Ezample 1. The set {0,1} equipped with the usual partial order is a Toffoli
lattice: Assigning the usual truth table semantics to T, 1, A, and complement,
and defining

0=0=1 0=1=0 1=0=0 1=1=1
it is straightforward to verify that this yields a Toffoli lattice.

Though no explicit join operation is given, joins may be defined using meets
and complements—i.e., analogously to Boolean algebras, one can show that * Ay
is the least upper bound of x and y.
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Lemma 1. Let h : A — B be a Toffoli lattice homomorphism. Then h is specif-
ically monotonic, i.e. if a < b then h(a) < h(b).

Like so many other structured sets, these definitions lead us, without much
trouble, to show that Toffoli lattices with homomorphisms between them form a
concrete category; a useful feature which we will use shortly to characterize the
free Toffoli lattice.

Theorem 1. The class of all Toffoli lattices with Toffoli lattice homomorphisms
between them forms a category, TL.

Careful inspection of the definition of a Toffoli lattice reveals a correspon-
dence with the blue fragment of LRSg — of course, this is entirely by design,
though this correspondence is missing one part, namely the propositional atoms
(recall the assumption that these form a denumerable set P). To account for
these, we observe that Toffoli lattices may be freely constructed, and apply this
free construction to the set of propositional atoms P to form an order theoretic
model of the blue fragment.

Theorem 2. Toffoli lattices may be freely constructed, i.e., the forgetful functor
U : TL — Sets has a left adjoint F : Sets — TL.

Using this theorem, we take € = F'P (where P is the set of propositonal
atoms) to be our model of the blue fragment. This allows us to define blue
denotation and entailment:

Definition 3. The denotation of a blue proposition v € P, denoted [pg], is
given by the function [-] : & — |Z| defined as follows:

[1] =T [a] = “ [As & Bp] = [Ap] A [BB]

[0] = L [-AB] = [AB] [Ap o Bg] = [As] = [B5]

where a denotes any propositional atom in P. Further, the denotation of a blue
context I'g € D% is given by the overloaded function [-] : @5 — |T| defined by

[I=T [I"B, Ag] = [I"B] A [AB]

Definition 4 (Blue entailment). Let I" be a well-formed blue context, and ¢
be a well-formed blue formula. Then we define the blue entailment relation by

I'ep o iff [I'] < [¢] in <.

In the same manner as for any other partially ordered set, we can regard
a single Toffoli lattice 2 as a (skeletal preorder) category by considering each
element of || as an object of the category, and placing a morphism between
objects X and Y iff X <Y in 2. This allows us to extend our model lattice
T by categorical means to form a model of the red fragment. A key insight in
this regard is the role of monoidal categories in modelling linear logic [18]; in
particular, a strict monoidal category is sufficient to model the red fragment.
This leads to the following construction:
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Definition 5. Let Ty denote the free strict monoidal category over €. That is,
T has as objects all strings X1 Xs ... X,, where all X; are objects of T, and as
morphisms all strings of morphisms fifo...fn: X1 Xo... X, = 1 Y5...Y, for
morphisms f; : X; — Y; of T. It has a monoidal tensor — @ — : Ty X Ty — Ty
defined by concatenation; thus it is strictly associative and has a strict unit i,
denoting the empty string.

See, e.g., Joyal and Street [9,10] for the construction of the free strict
monoidal category (or, in their nomenclature, free strict tensor category) over a
given category C; it simply amounts to be the coproduct of all functor categories
of the form C", where n is the discrete category of n objects. This allows us to
characterize Ty by means of a (Grothendieck) fibration (see, e.g., Jacobs [7])
into the discrete category Ay which has, as objects, all natural numbers’:

Theorem 3. The functor ¥ : Ty — Ay defined by mapping objects to
their lengths as strings, and morphisms to the corresponding identities is a

Grothendieck fibration and a monoidal functor. Specifically, each inverse image
UL(k) for k in (An)o is a full subcategory of T .

Proof. (Proof sketch). Since Ay is discrete, for any object X1 X5 ... X, of Ty,
the only possible morphism in Ay of the form u : K — ¥(X;X2...X,,) is
the identity 1y (x, x,...x,), which the identity morphism 1x,x,..x, is trivially
cartesian over.

To see that ¥ is a strict monoidal functor, we note the obvious tensor product
in Ay given by addition, i.e., by mapping objects A® B to their sum (as natural
numbers) A+ B, and likewise morphisms 14 ® 15 to 144 5. From this, it follows
directly that (A ® B) = ¥(A) @ ¥(B). 0

This approach is closely related to the theory of PROs, PROPs, and operads
(see, e.g., Leinster [13])—indeed, T is a PRO-but we will avoid relying on this
theory for the sake of a more coherent presentation.

In order to define denotation and entailment in the red propositions, we
need one last lemma, stating the obvious isomorphism between ¥~1(1) (the
subcategory of strings of objects of ¥ of length precisely 1) and ¥:

Lemma 2. There exist functors I : € — ¥~1(1) and J : W~1(1) — T witnessing
vi(1) =%,

Definition 6. The denotation of a red proposition pr € Pg, denoted [¢Rr], is
given by the function [-] : Pr — (Tg)o defined as follows:

le] =i [Ar® Bgr] =[Ar] ®[Br] [Ar]=I1([Ag]) if Aris a recolorable.

As we did for blue propositions, we overload the denotation function to apply to
(in this case, red) contexts as well, by defining the function [-] : 25 — (Tg)o as

[]=7i [I'r, AR] = [I'r] ® [AR]

! We use the notation Ay for the discrete category specifically to avoid confusion with
the ordinal category w, which some authors denote N.
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Definition 7 (Red entailment). Let I" be a well-formed red context, and ¢ be
a well-formed red proposition. We define red entailment by I' Er ¢ iff [I'] < [¢],
i.e. iff there exists a morphism between the objects [I'] and [¢] in Tg.

5 Metatheorems

With a semantics for both the blue and red fragments, we are ready to take on
the fundamental metatheorems of soundness and completeness. The hierarchical
structure of the proof calculi (and their semantics) gives a natural separation of
work, as the soundness and completeness of the red fragment depends directly,
via the recoloring rule, on the corresponding theorems for the blue fragment.

Theorem 4 (Soundness). If I' Fg ¢ then I' Eg ¢; and if I' Fr ¢ then
I ':R @.

Both parts follow straightforwardly by induction; the only interesting case
is recoloring, which follows by Lemma?2 and soundness of the blue fragment.
The completeness theorems require a little more work; blue completeness relies
on the Lindenbaum-Tarski method (i.e., by taking the set of blue propositions
quotiented by blue provable equivalence, @5 /-F 5, and showing that this is iso-
morphic to ¥), while red completeness uses the characterization of objects of Tg
given by Theorem 3 as an induction principle for objects of Tg.

Theorem 5 (Completeness). If I' Eg ¢ then I' bp ¢; and if I' Fr ¢ then
I I_R @Y.

We are finally ready to tackle our previous obligation to show our proposi-
tional semantics equivalent to Toffoli’s Boolean ring semantics. The first step is
to show that Boolean rings are equivalent to Toffoli lattices:

Theorem 6 (Universality). 2 is a Toffoli lattice iff it is a Boolean ring.

Proof (Proof sketch). If 2 is a Toffoli lattice, we define the constants and oper-
ations of a ring by

0=_1 1=T a-b=aANb a®db=a=b

for all elements a and b of 2. From this, it is straightforwardly shown that A
forms an abelian group under addition (with each a as its own additive inverse,
and 0 as unit), and a monoid under multiplication (with 1 as unit) which further
distributes over addition; thus it is a ring, and that it is Boolean follows directly
by the idempotence of meets.

In the other direction, suppose 2 is a Boolean ring; then it is also a Boolean
algebra [19], so it suffices to show that a Boolean algebra is also a Toffoli lattice.
But then we can construct relative equivalences by a = b = (@ Vv b) V (b V a)
for all elements a,b € |2|; that 2 is then a Toffoli lattice follows by algebraic
manipulation. O
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We now extend this result to the full generality of entire reversible circuits.
Let the order of a reversible circuit denote its number of input (equivalently out-
put) lines; having the same order is thus a trivial requirement for two reversible
circuits to be strongly equivalent, as the functions they compute (denote this
function fe for a circuit C) will otherwise differ fundamentally by domain and
codomain. Further, we will use 8 = ({0,1},0,1,,+) to denote the Boolean
ring on the set {0,1} with exclusive disjunction as addition, and conjunction
as multiplication, and 8™ to be the direct product of B with itself n times.
Using Toffoli’s Boolean ring semantics (as presented in Sect. 2, Fig. 1a), we will
develop a semantic preorder on reversible circuits — but to do this, we need a
way to handle ancillae (lines of constant value) in a clean way. This is done by
the ancilla restriction on a circuit, defined as follows:

Definition 8. Let C be a reversible circuit of order n, and x € |B"|. We define
the ancilla restriction on x with respect to C to be x;¢c = (c1,¢2,...,cn) where
each c; s given by

_Jk if the it input of C is an ancilla of value k
“ T\ m (x) otherwise

This allows the following preorder on the set of reversible logic circuits, and
in turn, the category induced by this preorder:

Lemma 3. The relation on reversible circuits defined by C <gr D iff fc(x|c) <
fo(xp) for all x € |B"| and circuits C,D of equal order n, where the order
relation - < - denotes the usual (component-wise) ordering on Boolean vectors of
length n, is a preorder.

Definition 9. Let RC denote the category which has reversible circuits as
objects, and a single morphism between circuits C and D iff C <r D.

Note particularly from this definition that objects C and D of RC are iso-
morphic (i.e., C <g D and D <p C) precisely when they are strongly equivalent.
This allows us to show that all strong equivalences of reversible logic circuits are
contained in Tg:

Theorem 7 (Embedding of RC). There exists a functor H : RC — Tg
which constitutes an embedding of RC in T, i.e., it is fully faithful; in particular
H(C)=H(D) iffC=D.

Proof. We define H : RC — Tg on objects by taking circuits to their annotation,
as given by the annotation algorithm (see Sect. 2 and the example in Fig. 2), and
on morphisms by taking C < D to the morphism H(C) < H(D): That this
morphism exists in ¥ follows by induction on the order of C (equivalently D) by
Theorem 6, since the order on the outputs is an order on Boolean ring terms,
which are equivalent to Toffoli lattice terms via

a-b=aANb adb=a=b adPl=a=T=a=1l=0a
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which shows, by soundness, completeness and the denotation of the propo-
sitional semantics, the exact correspondence between Toffoli’s Boolean ring
semantics and our propositional semantics (see Sect. 2, Figs. la and 1b). That
H(C) = H(D) iff C = D (equivalently, that H is fully faithful) follows likewise
by induction on the order of C (equivalently D) using Theorem 6. ad

6 Applications

Above, we have shown that the logic of LRSg is sound and complete with respect
to a semantics that includes all strong equivalences of reversible logic circuits.
This property suggests, as an obvious first application, a general method for
proving such strong equivalences: Use the annotation algorithm of Sect.2 to
extract propositional representations of each circuit, and then use LRSg to show
that their propositional representations are provably equivalent.

This approach can be applied directly in the optimization of reversible cir-
cuits. When used on very large circuits, the annotation algorithm may pro-
duce propositional representations that are infeasibly large to work with, how-
ever. Where the approach really shines is in the development and verification of
template-based reversible circuit rewriting systems (see, e.g., [1,20]). Template-
based rewriting works by identifying certain forms of sub-circuits, allowing these
to be substituted with equivalent ones.

Since such templates are typically quite modest in
size, one can often extract corresponding propositions —e—@—
from templates with only a few steps of the annota- _g4y

i lgorithm. A le of such late-
tion algorithm concrete example of such a template 5y
—A ﬁ
(

based rewriting rule is Soeken and Thomsen’s rule R2,
shown on the right. Annotating these two circuits with
our algorithm, the rule states precisely the equivalences

\.l./

21 ® ] &~ "Xy It —x; ® o &~ iy 1)
and
1 ® xr] e— Iy _”_R —ry ® x| e— Ty . (2)

which are both, indeed, provable. Note that (2) follows directly by red identity,
as the annotation the two circuits resulted in syntactically identical propositions.
One of the two derivations proving the (1) is shown in Fig. 5.

Using diagrammatic notation for such rewriting systems is both convenient
and intuitive to use for humans. Although this has provided real insights into
the rewriting behavior of reversible circuits, showing completeness (with respect
to reversible circuits) for such rewriting systems has proven difficult.

Because LRSg provides sound and complete proof calculi for reasoning about
reversible circuits, we can go the other way around and extract an equational
theory from this that is sound and complete with respect to reversible circuits.
Further, since the blue fragment of LRSg is sound and complete with respect to
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(BIp) (BIp)
r1 & —xo Fp x1 & —To ( ) T &~ —To, mmxy Fp Ty ( )
WKN —-—-E
r1 & —xo,n—x1 bp T — —xo r, &— —xo, nxy Fp xy
D, = (e—E2)
T &— TXIo, 1T }_B I

(BIp)
r| & —xo b x1 — —xa

(WKN) (BID)
T @&— —xo, Lo Fp T1 — T2 1 e— —xo, T2 Fp —x2

(e—Eq)

(WkKN) (BIp)
T1 @~ —T2, T2, 7T1 B T1 T &= —xa, w2, nx1 Fp @y

xr, &— —xo, nxo Fp a1

(-E)
z, &— —xy, T, x; Fp 0

Dy = (=)
1 = —z2, mz2 bp mwy

Dy D2

T1 @~ —xo, i g T T1 @~ —xo, ~xo bp Ty

(o—T)
T &~ —xo Fp T e— —To
— (RID) (Rer)
D T FR T T &— I FR T e— T2 @n
0 =
T, T1 @— TT2 bR T @ Ty e— T

Do
(RIp)

] ®xy e— mxo bR xy ® X e~ g 1, x] & "xo FRr Oz ® xy e— T

(®E)
] ® T e— X bR Xy ® X, e— Ig

Fig. 5. Derivation in LRSg for verifying the first direction of Soeken and Thomsen’s
rule R2.

Toffoli lattices, we can instead extract an equational theory for the blue fragment
from the definition of a Toffoli lattice, using the following lemma:

Lemma 4. In any Toffoli lattice, a < b iffa ANb= L.

This lemma allows us to straightforwardly recast the definition of a Toffoli
lattice in purely equational terms (although the result is not exactly elegant).
What this does give us, is a set of equations that must hold for all Toffoli lattices,
and which any other complete equational theory must therefore be equivalent to,
and the means to show such an equivalence by converting equalities to statements
about the underlying order structure and vice versa.

Figure 6 shows a more pleasing equational theory for the blue fragment, pre-
sented in the syntax of LRSg (the intrinsic properties of equality, i.e., reflexivity,
symmetry, transitivity, and congruences are not shown,) proven equivalent (and
therefore sound and complete) exactly in the way outlined above (by the power
of boring algebra). Deriving an equational theory for the red fragment is simpler,
as it is sound and complete with respect to the free monoidal part of T, which
is already expressed in equational terms. As such, the equational theory for the
red fragment shown in Fig. 6 is sound and complete by definition, though congru-
ences applied in the red fragment are syntactically restricted by recolorability;
that is, we can only replace recolorable propositions by recolorable propositions.

The usefulness of such an equational theory is evident in that we can, e.g.,
now prove the soundness of the R2 rules directly by applying equation (B9)
in Fig. 6. Such equational theories can themselves also be used to develop new
rewriting systems for reversible circuits, in particular to suggest new templates.
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) R1 B4
v Wex) 2 (pev)®x (p &) &x 2 o & (v & x)
¢®e(1¥)¢ sDFQ/)(B:mwFso
R3 ) B6
cop E o (po ) o= x = pe (o x)

o & =1 & x) T (= (p & ) & (0 & =)

pe1 @y oo B (0 & ) & (v & )
@&O(B:Q)O - Uﬁ”@
© & P (23) P & @ p & —p (B:m)O

Fig. 6. Sound and complete equational theories for the two calculi. (Color figure online)

7 Conclusion and Future Work

In this article, we have presented a syntactic representation of reversible logic
circuits centered around the control interpretation of Toffoli’s reversible gate
set, and shown, via two proof calculi of natural deduction, that a variant of
classical propositional logic extended with ordered multiplicative conjunction is
sufficient to reason about these. We have developed an algebraic and categorical
semantics, shown that the proof calculi are sound and complete with respect to
these, and that this model subsumes the established notion of strong equivalence
of reversible logic circuits. Finally, we have shown how our work can be used to
prove strong equivalences of reversible logic circuits, to verify existing systems
of reversible logic circuit rewriting, and to develop new such rewriting systems.

The approach has been successful in enabling reasoning about reversible logic
circuits, but it is not quite on even footing with the template-based approaches
to reversible circuit rewriting, as these use a graphical circuit notation which,
by definition, asserts circuit reversibility on every rewriting step. Although our
approach faithfully models circuit semantics, it is not currently clear when look-
ing at an arbitrary proposition whether it corresponds to a reversible circuit
or not. On the other hand, by decoupling the propositions from the graphical
representations, the current logic may allow for much shorter rewritings than if
each step must yield representations which directly translate to circuits in this
way.
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A psychologist said, “They used ro talk about seeing only ‘reflections’ of reality.
Not reality itself. The main thing wrong with a reflection is not that it isn’t
real, but that it’s reversed.”

Philip K. Dick, A Scanner Darkly

Foundations of reversible recursion

This chapter contains two papers related to the categorical foundations of reversible recur-
sion.

(B1) R. Kaarsgaard, H. B. Axelsen, and R. Gliick. Join Inverse Categories and Reversible
Recursion. Journal of Logical and Algebraic Methods in Programming, volume 87,
pages 33—50, February 2017.

(B2) R. Kaarsgaard. Inversion, Fixed Points, and the Art of Dual-Wielding. In S. Alves
and R. Wassermann, editors, Proceedings of the 12th Workshop on Logical and Seman-
tic Frameworks with Applications (LSFA 2017), pages 94-109, available at http:
//1s£a2017.cic.unb.br/LSFA2017.pdf, 2017.

Paper (B1) is the extended version of a conference paper, which, in turn, was extended from
an abstract presented at a workshop:

* H. B. Axelsen and R. Kaarsgaard. Join inverse categories as models of reversible recur-
sion. In B. Jacobs and C. Loding, editors, Foundations of Software Science and Com-
putation Structures (FoSSaCS), Lecture Notes in Computer Science volume 9634,
pages 73-90, Springer Verlag, 2016.

* R. Kaarsgaard. Join inverse categories and reversible recursion. In L. Aceto, 1. Fébre-
gas, A. Garcfa-Perez, A. Ingolfsdottir, editors, Proceedings of the 27th Nordic Workshop
on Programming Theory, Technical Report RUTR-SCS16001, pages 69-71, Reyk-
javik University, 2015.
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desirable, and certainly not required in order to guarantee reversibility. In a categorical
setting, however, faithfully capturing partiality requires handling it as additional structure.
Recently, Giles studied inverse categories as a model of partial reversible (functional)

Keywords: programming. In this paper, we show how additionally assuming the existence of countable
Reversible computing joins on such inverse categories leads to a number of properties that are desirable when
Recursion modeling reversible functional programming, notably morphism schemes for reversible
Categorical semantics recursion, a j-trace, and algebraic w-compactness. This gives a categorical account of
Enriched category theory reversible recursion, and, for the latter, provides an answer to the problem posed by Giles

regarding the formulation of recursive data types at the inverse category level.
© 2016 Elsevier Inc. All rights reserved.

1. Introduction

Reversible computing, that is, the study of computations that exhibit both forward and backward determinism, origi-
nally grew out of the thermodynamics of computation. Landauer’s principle states that computations performed by some
physical system (thermodynamically) dissipate heat when information is erased, but that no dissipation is entailed by
information-preserving computations [3]. This has motivated a long study of diverse reversible computation models, such as
logic circuits [4], Turing machines [5,6], and many forms of restricted automata models [7,8]. Reversibility concepts are im-
portant in quantum computing, but are increasingly seen to be of interest in other areas as well, including high-performance
computing [9], process calculi [10], and even robotics [11,12].

In this paper we concern ourselves with the categorical underpinnings of reversible functional programming languages.
At the programming language level, reversible languages exhibit interesting program properties, such as easy program in-
version [13]. Now, most reversible languages are stateful, giving them a fairly straightforward semantic interpretation [14].
While functional programs are usually easier to reason about at the meta-level, they do not have the concept of state that
imperative languages do, making their semantics interesting objects of study.

Further, many reversible functional programming languages (such as Theseus [15] and the IT-family of combinator cal-
culi [16]) come equipped with a tacit assumption of totality, a property that is neither required [6] nor necessarily desirable
as far as guaranteeing reversibility is concerned. Shedding ourselves of the “tyranny of totality,” however, requires us to
handle partiality explicitly as additional categorical structure.

* This is an extended version of an abstract presented at NWPT 2015 [1] and a paper presented at FoSSaCS 2016 [2], elaborated with full proofs, additional
examples, and more comprehensive background.
* Corresponding author.
E-mail addresses: robin@di.ku.dk (R. Kaarsgaard), funkstar@di.ku.dk (H.B. Axelsen), glueck@di.ku.dk (R. Gliick).

http://dx.doi.org/10.1016/j.jlamp.2016.08.003
2352-2208/© 2016 Elsevier Inc. All rights reserved.
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One approach which does precisely that is inverse categories, as studied by Cockett and Lack [17] as a specialization of
restriction categories, which have recently been suggested and developed by Giles [18] as models of reversible (functional)
programming. In this paper, we will argue that assuming ever slightly more structure on these inverse categories, namely
the presence of countable joins of parallel morphisms [19], gives rise to a number of additional properties useful for modeling
reversible functional programming. Notably, we obtain two different notions of reversible recursion (exemplified in the two
different reversible languages RFUN and Theseus), and an account of recursive data types (via algebraic w-compactness with
respect to structure-preserving functors), which are not present in the general case. This is done by adopting two different,
but complementary, views on inverse categories with countable joins as enriched categories - as DCPO-categories, and as
(specifically XMon-enriched) strong unique decomposition categories [20,21].

Overview. We give a brief introduction to reversible functional programming, specifically to the languages of RFUN [22]
and Theseus [15], in Section 2, and present the necessary background on restriction and inverse categories in Section 3.
In Section 4 we show that inverse categories with countable joins are DCPO-enriched, which allows us to demonstrate the
existence of (reversible!) fixed points of both morphism schemes and structure-preserving functors. In Section 5 we show
that inverse categories with countable joins and a join-preserving disjointness tensor are (strong) unique decomposition
categories equipped with a uniform f-trace. Section 6 gives conclusions and directions for future work.

2. On reversible functional programming

In this section, we give a brief introduction to reversible functional programming, specifically to the languages of RFUN
and Theseus. For more comprehensive accounts of these languages, including syntax, semantics, program inversion, further
examples, and so on, see [22] respectively [15].

Reversible programming deals with the construction of programs that are deterministic not just in the forward direction
(as any other deterministic program), but also in the backward direction. A central consequence of this property is that
well-formed programs must have both uniquely defined forward and backward semantics, with backward semantics given
either directly or indirectly (e.g., as is often done, by providing a textual translation of terms into terms which carry their
inverse semantics; this approach is related to program inversion [23,24]). In the case of reversible functional programming,
reversibility is accomplished by guaranteeing local (forward and backward) determinism of evaluation - which, in turn,
leads to global (forward and backward) determinism. Though reversible functions are injective [6], injectivity itself (a global
property) is not enough to guarantee reversibility (a local property) — specifically, locally reversible control structures are
necessary [22].

One such reversible functional programming language is RFUN, developed in recent years by Yokoyama, Axelsen, and
Gliick [22]. RFUN is an untyped language that uses Lisp-style symbols and constructors for data representation. Programs
in RFUN are first-order functions, in which bound variables must be linearly used (though patterns are not required to be
exhaustive). To account for the fact that data duplication can be performed reversibly, a duplication-equality operator [25],
defined as follows, is used:

L{x)] = (x, %)
| ifx=y
Lx, y)] = { (x,y) otherwise

In the first case, the application of |-] to the unary tuple (x) yields the binary tuple (x,x), that is, the value x is
duplicated. In the second case, when x = y, the application to (x, y) joins two identical values into (x); otherwise, the
two values are returned unchanged (two different values cannot have been obtained by duplication of one value). Using
an explicit operator simplifies reverse computation because the duplication of a value in one direction requires an equality
check in the other direction, and vice versa. Instead of using a variable twice to duplicate a value, the duplication is made
explicit. The operator is self-inverse, e.g., || (x)]] = (x) and [|(x, y)|] = (x, y).

The only control structure available in RFUN is a reversible case-expression employing the symmetric first-match policy:
The control expression is matched against the patterns in the order they are given (as in, e.g., the ML-family of languages),
but, for the case-expression to be defined, once a match is found, any value produced by the matching branch must not
match patterns that could have been produced by a previous branch. This policy guarantees reversibility. Perhaps surprising
is the fact that recursion works in RFUN completely analogously to the way it works irreversibly; i.e., using a call stack. In
particular, inversion of recursive functions is handled simply by replacing the recursive call with a call to the inverse, and
inverting the remainder of the function body. As such, the inverse of a recursive function is, again, a recursive function. This
point will prove important later on.

An example of an RFUN program for computing Fibonacci-pairs is shown in Fig. 1 [22,25]: Given a natural number n
encoded in unary, fib(n) produces the pair (f;+1, fn+2) Where f; is the unary encoding of the i’th Fibonacci number. Notice
the use of the duplication operator in the definition of plus: The duplication-equality operator on the right-hand side of
the first branch of plus duplicates (x) into (x, x) in the forward direction, and checks the equality of two values (x, y) in
the backward direction. This accounts for the fact that the first branch of plus always returns two identical values, while
the second branch always returns two different values. The first-match policy of RFUN described above guarantees the
reversibility of the auxiliary function plus, which is defined by plus (x, y) = (x, x + y).
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plus (x,y) £ case y of
z = ]
Su) — let (x',u') =plus (x,u) in
(', S")
fib n £ case n of
z — (8(2),5(2))
S(m) — let (x,y)=fib min
let z=plus (y,x) in z

Fig. 1. The Fibonacci-pair program and its helper function plus (x, y) = (x, x+ y) in RFUN.

type Bool = False | True
type Nat = 0| Succ Nat

not :: Bool <> Bool

| False <« True
| True <« False

parity :: Nat x Bool <> Nat x Bool

| (n.b) < iter (n,0,b)
| iter (Succ n,m,b) < iter (n,Succ m,not b)
| iter (0,m,b) < (m,b)

where iter :: Nat x Nat x Bool <> Nat x Nat x Bool

Fig. 2. The parity program in Theseus and its type definitions and helper function not :: Bool <> Bool.

A different approach to reversible functional programming is given by Theseus, a language developed recently by James
and Sabry [15] on top of the IT° reversible combinator calculus [16,26]. Unlike RFUN, Theseus features a simple type system
with products and sums as well as the unit and empty type, and supports user-defined (isorecursive) data types (declared
in a style similar to Haskell and languages in the ML-family). Like RFUN, bound variables must be linearly used, but unlike
RFUN, pattern clauses must be exhaustive and non-overlapping, properties that when combined makes both guaranteeing
local reversibility and producing inverse programs straightforward.

Though Theseus is, like RFUN, a first-order language, an elegant feature with a flavor of higher-order programming is
its support for parametrized maps, i.e., functions that depend statically on data of a given type in order to produce a re-
versible function. For example, though ordinary function composition cannot be performed reversibly without production
of garbage, if we know the functions to compose no later than at compile time, we can certainly produce their composi-
tion at compile time without additional garbage. This is handled in the Theseus type system by allowing both irreversible
and (first order) reversible arrow types, with the proviso that all irreversible arrows be discharged at compile time. In this
way, a parametrized function Q :: (a <> b) — (a <> b) is not a Theseus program, but if f ::a <> b is a first-order reversible
function, then so is Q f ::a < b.

Recursion in Theseus is achieved using typed iteration labels (a feature unique to Theseus) that specify the type and
behavior of intermediate, tail-recursive computations. This feature is perhaps best illustrated by an example: Fig. 2 shows
a Theseus-program (courtesy of [15]) that recursively computes the parity of a natural number (encoded in unary). Though
this approach sacrifices the possibility for expressing programs with nested recursion, the benefit is that all thus specified
recursive reversible functions can be expressed as a non-recursive function that a f-trace operator is applied to (cf. [15,
16,26] for details regarding this operator specifically in the context of Theseus and IT°). That is to say, if f:a<b is a
recursive Theseus program with an iteration label of type u, we may construct a (non-recursive) function f’::a+u<b+u
such that the trace of f’ (tracing out u, the type of the iteration label) is precisely f. This eases the process of obtaining
inverse semantics greatly, as we only need to take the trace of the inverse of the (non-recursive, so straightforward to
invert) function f’ to obtain the inverse of the recursive function f.

3. Background

This section gives an introduction to restriction and inverse categories (with joins), dagger categories, and categories
of partial maps as they will be used in the remainder of this text. Unless otherwise stated, the material described in
this section can be found in numerous texts on restriction and inverse category theory (e.g., Cockett and Lack [17,27,28],
Giles [18], Guo [19]).

3.1. Restriction and inverse categories

We begin by recalling the definition of restriction structures and restriction categories.

Definition 1 (Cockett and Lack). A restriction structure on a category consists of an operator () on morphisms mapping each
morphism f : A — B to a morphism f : A — A (the restriction idempotent of f) such that

(i) fo f = f for all morphisms f:A — B,
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(ii) fog=go f whenever dom(f)=dom(g),
(iii) f og= f o g whenever dom(f) =dom(g), and
(iv) ho f = f oho f whenever cod(f) =dom(h).

A category with a restriction structure is called a restriction category.

As a trivial example, any category can be equipped with a restriction structure given by setting f = 14 for every mor-
phism f : A — B. However, there are also many useful and nontrivial examples of restriction categories (see, e.g., [17,
Sec. 2.1.3]), the canonical one being the category Pfn of sets and partial functions. In this category, the restriction idempo-
tent f: A — A for a partial function f:A — B is given by the partial identity function

b% if f is defined at x,
undefined otherwise.

fo) = { (1)
A related example is the category PTop of topological spaces and partial continuous functions (see also [18]). A partial
function between topological spaces f : X — Y is continuous if

(i) the domain of definition of f (the set of points X’ C X for which f is defined) is open in X, and
(ii) f is continuous in the usual sense, i.e., the set f~1(V) C X is open when V C Y is.

Under this definition, PTop is a restriction category, with restriction idempotents given precisely as in Eq. (1); that a partial
continuous function f is defined on an open set ensures precisely that f is continuous as well (and defined on an open
set). Other examples include the category DCPO of pointed directed-complete partial orders and strict continuous maps,
slice categories 4/A for an object A of a restriction category % [17], and any inverse monoid (see also [29]) viewed as a
(one-object) category.

Since we take restrictions as additional structure, we naturally want a notion of functors that preserve this structure.

Definition 2. A functor F : 4 — 2 between restriction categories 4 and 2 is a restriction functor if F(f) = F(f) for all
morphisms f of ¥.

A morphism f:A — B of a restriction category is said to be total if f = 1,. Given a restriction category %, we can
form the category Total(%), consisting of all objects and only the total morphisms of %, which embeds in ¥ via a faithful
restriction functor. Restriction categories with restriction functors form a category, rCat.

Moving on to inverse categories, in order to define these! we first need the notion of a partial isomorphism:

Definition 3. In a restriction category ¢, we say that a morphism f: A — B is a partial isomorphism if there exists a unique
morphism f°:B — A of & (the partial inverse of f) such that f°o f= f and fo f°= fe.

Definition 4. A restriction category % is said to be an inverse category if all morphisms of % are partial isomorphisms.

In this manner, if we accept an intuition of restriction categories as “categories with partiality,” inverse categories are
“groupoids with partiality” - and, indeed, the category PInj of sets and partial injective functions is the canonical example of
an inverse category. In fact, the Wagner-Preston representation theorem (see, e.g., [29]) for inverse monoids can be extended
to show that every locally small inverse category can be faithfully embedded in PInj (see the two independent proofs by
Kastl [30] and Heunen [31], or Cockett and Lack [17] for the special case of small inverse categories).

The analogy with groupoids goes even further; similar to how we can construct a groupoid Core(%’) by taking only the
isomorphisms of &, every restriction category % has a subcategory Inv(%’) that is an inverse category with the same objects
as ¢, and all partial isomorphisms of ¥ as morphisms.

More generally, inverse categories are dagger categories (sometimes also called categories with involution):

Definition 5. A category % is said to be a dagger category if it is equipped with a contravariant endofunctor (=)' : %P — %
such that 11 =14 and fiT = f for all morphisms f and identities 14.

Note that this definition in particular implies that a dagger functor must act as the identity on objects.?

1 Strictly speaking, inverse categories predate restriction categories — see Kastl [30] for the first published article on inverse categories to the knowledge
of the authors. Though we will use the axiomatization following from restriction categories, inverse categories can equivalently be defined as the categorical
extension of inverse monoids, i.e., as categories where all morphisms have a regular inverse, and all idempotents commute.

2 Though it may look as if we are superfluously demanding preservation of identities at first glance, what we are stating is something stronger, namely

that the dagger functor must map identities in €°P to themselves in . That is, we are requiring 1= 14 rather than 11:4 =141,
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Proposition 1. Every inverse category % is a dagger category with the dagger functor given by AT = A on objects, and fT = f° on
morphisms.

As is conventional, we will call fT the adjoint of f, and say that f is self-adjoint (or hermitian) if f = fT, and unitary
if fT= f~1. In inverse categories, unitary morphisms thus correspond precisely to (total) isomorphisms. For the remainder
of this text, we will use this induced dagger-structure when referring to the partial inverse of a morphism (and write, e.g,,
fT rather than f°).

A useful feature of this definition of inverse categories is that we do not need an additional notion of an “inverse functor”
as a functor that preserves partial inverses; restriction functors suffice.

Proposition 2. Every restriction functor F : € — 2 between inverse categories preserves the canonical dagger structure of ¢, i.e.,
F(f)T = F(f") for all morphisms f of €.

A simple argument for this proposition is the fact that partial isomorphisms are defined purely in terms of composition
and restriction idempotents, both of which are preserved by restriction functors. Inverse categories with restriction functors
form a category, invCat.

3.2. Split restriction categories and categories of partial maps

When working in a category with a distinguished class of idempotents, it is often desirable that they split.> In restriction
categories, such a distinguished class is given by the class of restriction idempotents, leading us to the straightforward
definition of a split restriction category:

Definition 6. A restriction category in which every restriction idempotent splits is called a split restriction category.

For example, when equipped with the usual restriction structure, Pfn and PTop are both split restriction categories,
though it straightforward to come up with subcategories of either that are not. It follows, by way of the Karoubi envelope,
that every restriction category % can be embedded in a split restriction category Split(%’) via a fully faithful restriction
functor (though this requires us to show that Split(%’) inherits the restriction structure from %, and that the fully faithful
functor into this category preserves restrictions; see Prop. 2.26 of [17] for details). Prime examples of split restriction
categories are categories of partial maps.

Categories of partial maps provide a synthetic approach to partiality in a categorical setting [32]. To form a category of
partial maps, we consider a stable system of monics: In a category %, a collection M of monics of & is said to be a stable
system of monics if it contains all isomorphisms of % and is closed under composition and pullbacks (in the sense that the
pullback m’ of an m: X — B in M along any f : A — B exists and m’ € M). Given such a stable system of monics M in a
category %, we can form the category of partial maps as follows:

Proposition 3. Given a category ¢ and a stable system of monics M of €, we form the category of partial maps Par(¢, M) by
choosing the objects to be the objects of €, and placing a morphism (m, f) : A — B for every pair (m, f) wherem : A’ — A € M and
f: A" — Bisamorphism of ¢, as in

m A f
A/ \B

factored out by the equivalence relation - ~ - in which (m, f) ~ (m’, f') if there exists an isomorphism « : A" — A” such that m’ o
o =mand f oa = f. Composition of morphisms (m, f): A— Band (m’,g): B— Cisgivenby (mom”,go f'): A— C where
m” and f' arise from the pullback

m” A f!

A’ B’
R

where m” o m € M precisely by M closed under composition and pullbacks.

3 Recall that a splitting of an idempotent e : A — A consists of an object A’ and morphisms m: A — A’ and r: A’ — A such that rom =e and mor =idy4/.
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Categories of partial maps are prime examples of restriction categories; in fact, of split restriction categories. Even further,
every split restriction category is isomorphic to a category of partial maps [17]. As previously noted, every restriction
category can be fully and faithfully embedded in a split restriction category, and consequently, in a category of partial maps.

3.3. Partial order enrichment, joins, and compatibility

A useful feature of restriction categories, and one we will exploit throughout this article, is that hom-sets can be
equipped with a partial order, defined as follows:

Proposition 4. In a restriction category ¢, every hom-set Home (A, B) can be equipped with the structure of a partial order where

we let f < g iff g o f = f. Further, every restriction functor F is locally monotone with respect to this order, in the sense that f < g
implies F(f) < F(g).

In Pfn, this corresponds to the usual partial order on partial functions: For f,g: A — B, f <g if, for all x€ A, f is
defined at x implies that g is defined at x and f(x) = g(x).

A natural question to ask is when this partial order has a least element: A sufficient condition for this is when the
restriction category has a restriction zero.

Definition 7. A restriction category % has a restriction zero object 0 iff for all objects A and B, there exists a unique morphism
04, : A— B that factors through 0 and satisfies 04,4 =04 4.

If such a restriction zero object exists, it is unique up to (total) isomorphism (as it is a zero object in the usual sense).
When a given restriction category has such a restriction zero, the zero map 04 g : A — B is precisely the least element of
Home (A, B). Note that it may seem more natural to require instead that m = 04,4 for all A and B. This is equivalent to
requiring 04 4 = 04.4:

Lemma 1. When a restriction category has the zero object, 04, 4 = 04,4 if and only if 04 p = 04, A.

Proof. Supposing 04 g =04.4 for all A and B, this directly implies 04,4 = 04,4 for all A. In the other direction, we observe
by the universal mapping property of the zero object that 04 g =04, 004 4, SO

04,8 =04,80044=040044=040044A=0450044=044

by the assumption of 04,4 = 04,4 and the universal mapping property of the zero object. O

Given that hom-sets of restriction (and, by extension, inverse) categories are partially ordered, one may wonder when
this partial order has joins. It turns out, however, that it does not in the general case, and that only very simple restriction
categories have joins for arbitrary parallel morphisms. However, we can define a meaningful notion of joins for parallel
morphisms if this operation is not required to be total, but only be defined for compatible morphisms. Nevertheless, these
partial joins turn out to be tremendously useful, and will prove key in many of the constructions in the following sections.
For restriction categories, this compatibility relation is defined as follows:

Definition 8. Parallel morphisms f, g: A — B of a restriction category ¢ are said to be restriction compatible if go f = fog;
if this is the case, we write f — g. By extension, a set S € Hom (A, B) is restriction compatible, or —-compatible, if all
morphisms of S are pairwise restriction compatible.

This compatibility relation can be extended to apply to inverse categories by requiring that morphisms be compatible in
both directions:

Definition 9. Parallel morphisms f,g: A — B of an inverse category ¢ are said to be inverse compatible if f — g and
fT— gT; if this is the case, we write f =< g. A set S € Home (A, B) is inverse compatible, or <-compatible, if all morphisms
of S are pairwise inverse compatible.

The familiar reader will notice that this definition differs in its statement from Guo’s [19, p. 98], who defined f =< g in an
inverse category % if f — g holds in both ¥ and %€ °P (relying on the observation that inverse categories are simultaneously
restriction categories and corestriction categories). To avoid working explicitly with corestriction categories, however, we
will use this equivalent definition instead.

We define (countable) restriction joins and (countable) join restriction categories as follows:
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Definition 10 (Guo). Say that a restriction category % is outfitted with (countable) ~-joins if for all (countable) ~-compatible
subsets S of all hom sets Hom (A, B) (for a compatibility relation - ~ -), there exists a morphism \/, ¢ s such that

(i) s< Vs forall se S, and s <t for all s € S implies \/,.gs <t;
(ii) \/ses S= \/SES 5;
(iii) fo(VsesS) = Vses(fos) forall f:B— X; and
(iv) (VsesS)08=Ves(sog) forall g: Y — A.

Definition 11. A restriction category is said to be a (countable) join restriction category if it has (countable) —-joins.

In addition, we say that a restriction functor that preserves all thus constructed joins is a join restriction functor. Notice
that the join of the empty set (which is vacuously compatible for any compatibility relation), which we will tellingly denote
04,8 : A — B, is always the least element with respect to the partial order on hom-sets. When a join restriction category
has a restriction zero object, empty joins and zero maps coincide.

As a concrete example, Pfn has joins of all restriction compatible sets; here, f — g iff whenever f and g are both
defined at some point x, f(x) = g(x), and the join of a set of restriction compatible partial functions F is given by

\/ flo= f if there exists an f’ € F such that f’ is defined at x,
*) =1 undefined otherwise.

feF

Notice that the compatibility relation ensures precisely that the result is a partial function. This construction extends to
the category PTop of topological spaces and partial continuous functions defined on open sets: That the resulting function
is defined on an open set follows by the fact that arbitrary unions are open, and that it is continuous follows by openness
and the gluing (or pasting) lemma. As such, PTop has all joins as well.

This, finally, allows us to define join inverse categories by narrowing the definition above to only require the existence
of joins of inverse compatible (sets of) morphisms:

Definition 12. An inverse category is said to be a (countable) join inverse category if has (countable) =<-joins.

Analogously to Pfn, the category PInj is a join inverse category with joins given precisely as in Pfn, since the additional
requirement that fT— gf ensures that the resulting partial function is injective.

4. As DCPO-categories

In the present section, we will show that inverse categories with countable joins are intrinsically DCPO-enriched. This
observation leads to two properties that are highly useful for modeling reversible functional programming, namely the
existence of fixed points for both morphism schemes for recursion (that is, continuous endomorphisms on hom-objects)
and for locally continuous functors. The former can be applied to model reversible recursive functions, and the latter to
model recursive data types [33]. Further, we will show that the partial inverse of the fixed point of a morphism scheme for
recursion can be computed as the fixed point of an adjoint morphism scheme, giving a style of recursion similar to RFUN as
discussed in Section 2.

Recall that a category is DCPO-enriched (or simply a DCPO-category) if all hom-sets are pointed directed complete partial
orders (i.e., they have a least element and satisfy that each directed subset has a supremum), and composition is continuous
and strict (recall that continuous functions are monotone by definition). For full generality, though the countable case will
suffice for our applications, for some cardinal x we let DCPO, denote the category of pointed directed k-complete partial
orders (i.e., partially ordered sets with a least element satisfying that every directed subset of cardinality at most k¥ has a
supremum) with strict and continuous maps. To begin, we will need the lemma below:

Lemma 2. In any inverse category, partial inversion is monotone with respect to the natural partial order in the sense that f < g
implies fT < gT.

Proof. Suppose f < g, ie., go f = f by definition. Then
gloff=glofofl=glogofofl=gofofl=gofofl
=foff=fTofofl=fToff=f

so fT < gl as well, as desired. O

4 Strictly speaking, enrichment in w-CPOs is sufficient to show all results that follow from Theorem 4, ie., Corollary 5, Theorem 7, and Theorem 14.
Notably, only countable joins (rather than arbitrary joins) are needed to obtain these results.
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We also recall some basic properties of least elements of hom-sets in join inverse categories:

Lemma 3. Let ¢ be an inverse (or restriction) category with (at least empty) joins, and let 04 g be the least element (i.e., the empty
join) of Hom (A, B). Then

(l) f OOA,B =OA,yforall f :B—Y,
(ii) 0Opa,pog=0xp forallg: X — A, and
(iii) Oa,p has a partial inverse OJ;LB =03p,4-

Proof. For (i), since 04 p is the empty join, it follows that f o004 = f o \VysS = V,ey(f ©5) =04y, and completely
analogously for (ii). For (iii), let Op 4 be the least element in Hom¢ (A, B). Then

0p,a0048= (\/S) o (\/t) = (\/S) 0048 :\/(SOOA,B) =044 :\/E:W:m,

sef teh sef sef tep tep

and by entirely analogous argument, 04 p 00p 4 =0p,p =0p,4. O

These lemmas allow us to show DCPO, -enrichment (for some cardinal «) of inverse categories with joins of directed
sets of parallel morphisms with cardinality at most «:

Theorem 4. Every inverse (or restriction) category satisfies that if it has joins of compatible sets of cardinality at most k respectively
all joins of compatible sets, it is enriched in DCPO,. respectively DCPO.

Proof. Let A, B be objects of ¥, and let F C Hom¢ (A, B) be directed (with respect to the canonical partial ordering) - of
cardinality at most «, if required. Let f,g: A — B be in F. Since F is directed, there exists an h: A — B in F such that
f<hand g<h,ie,hof=fandhog=g. Butthen gof=hogof=hofog=fogso f—g; by Lemma 2 we have
fT<h" and gt <h' as well, so fT— g follows entirely analogously. Thus f < g, so F is <-compatible, allowing us to form
the supremum of F by

supF = \/ f
feF

which is the supremum of this directed set directly by definition of the join.
Monotony of compositions holds in all restriction categories, not just inverse categories with countable joins: Supposing

f<gthen go f=f,and for h: B— X,

hOgOhOfZhogohogoT:hogohogoT:hogoT:hof

so ho f <hog in Hom (A, X); the argument is analogous for postcomposition. That composition is continuous follows by
monotony and definition of joins, as we have

hosup {fifer=ho\/ f=\/(hof)=supfho flscr
feF feF
for all h: B — X, and analogously for postcomposition. That composition is strict follows by Lemma 3. O
Recall that a functor F : ¥ — & between DCPO-categories is locally continuous iff each Fa4 p : Homy (A, B) —
Homg (FA, FB) is continuous (so specifically, all locally continuous functors are locally monotone). Note that since all re-

striction functors preserve the partial order on hom-sets, and since suprema are defined in terms of joins, join restriction
functors are in particular locally continuous.

4.1. Reversible fixed points of morphism schemes

In the following, let € be an inverse category with countable joins - so, by Theorem 4, enriched in DCPOy,. We will use
the term morphism scheme to refer to a continuous function f :Home (A, B) — Home (X, Y) - note that such schemes are
morphisms of DCPOy, and not of the inverse category ¢, so they are specifically not required to have inverses. Enrichment

in DCPOy, then has the following immediate corollary by Kleene’s fixed point theorem:

Corollary 5. Every morphism scheme of the form f : Home (A, B) — Home (A, B) has a least fixed point fix f : A— B in%.
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Proof. Define fix f =sup {f"(04 B)}necw; this is an w-chain, so specifically a directed set of cardinality at most Ng. That this
is the least fixed point follows by Kleene’s fixed point theorem, as 04 p is the least element in Hom (A, B). O

Morphism schemes on their own are useful for modeling parametrized reversible functions, as discussed in relation
to Theseus in Section 2. Under this interpretation, recursive reversible functions can be seen as the least fixed points of
self-parametrized reversible functions.

Given that we can thus model reversible recursive functions via least fixed points of morphism schemes, a prudent
question to ask is if the inverse of a least fixed point can be computed as the least fixed point of another morphism
scheme. We will answer this in the affirmative, but to do this, we need to show that the induced dagger functor is locally
continuous.

Lemma 6. The canonical dagger functor : €°P — ¢ is locally continuous.

Proof. Let F C Hom« (A, B) be directed with respect to the canonical partial order. As local monotony was already shown
in Lemma 2, it suffices to show that suprema are preserved. Since f < \/feF f for each f € F by Definition 12, we have

n
fi< (\/feF f) for all f € F by monotony of f, and so

.
sup{fitrer=\/ 1 = [\/ F| =supifth;

feF feF

by Definition 12. In the other direction, we have fT < \/feF fT for all f e F by Definition 12, so by monotony of f, f =
T T
fi < (\/feF fT> for all f € F. But then \/feF f=< (\/feF fT) by Definition 12, and so by monotony of 7, we finally get

T il
sup{fite=(\/f] = [VF] =V M=swiffer

feF feF feF

as desired. O

With this lemma, we are able to show that the inverse of a least fixed point of a morphism scheme can be computed as
the least fixed point of an adjoint morphism scheme:

Theorem 7. Every morphism scheme of the form f : Home (A, B) — Home (A, B) has an adjoint morphism scheme fi :
Home (B, A) — Homy (B, A) such that (fix f)T = fix fi.

Proof. Let 4 p : Hom¢ (A, B) - Home (B, A) denote the family of functions defined by ta p(f) = fT; each of these are
continuous by Lemma 6, and an isomorphism (with inverse ¢t 4) by fT = f. Given a morphism scheme f : Home (A, B) —
Home (A, B), we define f; =14 po fotp a - this is continuous since it is a (continuous) composition of continuous functions.
But since

fi=@agofoiga)=tapoflotpa

by tg 4 an isomorphism with inverse ¢4 p, and since OJ;‘ g = 08,4 Dy Lemma 3, we get

fix f; = sup {fin(OB,A)}new =sup {(ta,go f" ot a) (0B A)Inew = SUP {fn(OI;YA)T}new

= sup {f"(04.8) }new = SUp {f"(04.)}hewr = (fix )
as desired. O
In modeling recursion in reversible functional programming, this theorem states precisely that the partial inverse of a
recursive reversible function is, itself, a recursive reversible function, and that it can be obtained by inverting the function

body and replacing recursive calls with recursive calls to the thus constructed inverse: This is precisely the inverse semantics
of recursive reversible functions in RFUN, as discussed in Section 2.
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4.2. Algebraic w-compactness for free!

A pleasant property of DCPO-categories is that algebraic w-compactness - the property that every locally continuous
functor has a canonical fixed point - is relatively easy to check, thanks to the fixed point theorem due to Adamek [33] and
Barr [34]:

Theorem 8 (Addmek and Barr). Let & be a (D)CPO-category with an initial object. If € has colimits of w-sequences of embeddings,
then € is algebraically w-compact over (D)CPO.

Note that this theorem was originally stated for CPO-categories; categories in which every hom-set is an w-CPO (in the
sense that every w-chain of parallel morphisms has a supremum), and composition is continuous and strict. However, since
w-chains are but specific examples of directed sets, every DCPO-category is a CPO-category, and every functor that is locally
continuous with respect to DCPO-enrichment is locally continuous with respect to CPO-enrichment as well. By the same
argument, noting that w-chains are directed sets of cardinality at most Ry, it suffices to be DCPOy,-enriched.

Recall that an embedding in a (D)CPO-category is a morphism e : A — B with a projection p: B— A such that poe =14
and e o p C 1p (as such, with the canonical (D)CPO-enrichment, embeddings in join restriction categories are specifically
total - in fact, they correspond to restriction monics in the sense of [17]).

Canonical fixed points of functors are of particular interest in modeling functional programming, since they can be used
to provide interpretations for recursive data types. In the following, we will couple this theorem with a join-completion the-
orem for restriction categories to show that every inverse category can be faithfully embedded in an algebraically w-compact
inverse category with joins. That this succeeds rests on the following lemmas:

Lemma 9. There is an adjunction

Inv

— _
rCat \T/ invCat

0]

between the forgetful functor U : invCat — rCat and the functor Inv : rCat — invCat that maps a restriction category to its subcate-
gory of partial isomorphisms.

Proof. Let F : U(%) — Z be a restriction functor between some inverse category % and restriction category %. As € is
an inverse category, the restriction category U(%’) contains only partial isomorphisms, which F has to preserve (as it is
a restriction functor); as such, the image of F in & lies in the inverse subcategory Inv(2), so we may simply define the
functor ¥ — Inv(2) to act precisely as F on both objects and morphisms.

In the other direction, given G : 4 — Inv(2), we define the restriction functor U(%) — & by letting it act as G on both
objects and morphisms; nothing further is required, as inverse categories are extensionally restriction categories.

That is determines a natural isomorphism follows immediately by the fact that neither direction actually alters how the
given functor acts on objects or morphisms. O

An immediate consequence of this adjunction is that the inverse subcategory Inv(%) of & is uniquely determined (up to
canonical isomorphism) as the largest inverse subcategory of &, in the sense that for any other inverse category ¥ with a
restriction functor G : U(%) — 2, there is a unique functor F : ¥ — Inv(%) such that the following diagram commutes

Inv(2) Uanv(2)) —2 g
Fi U(F% i

|
|
€ U(%)
where the counit €4 is the obvious faithful inclusion functor. For our purposes, it gives the following corollary:

Corollary 10. If an inverse category ¢ embeds faithfully in a restriction category 2, it also embeds faithfully in Inv(2).

Proof. By Lemma 9, it suffices to show that F : 4 — Inv(2) is faithful when G : U(%) — & is. Suppose G is faithful; by the
universal mapping property, G = € o U(F) for a unique F : ¥ — Inv(2). Since G is faithful by assumption, U(F) must be
faithful as well, in turn implying that F is faithful (as U is the forgetful functor). O

82



R. Kaarsgaard et al. / Journal of Logical and Algebraic Methods in Programming 87 (2017) 33-50 43

Lemma 11. The functor Inv : rCat — invCat takes join restriction categories to join inverse categories (and preserves join restriction
functors).

Proof. It suffices to show that if S is a set of inverse compatible parallel partial isomorphisms, then \/, ¢s is a partial
isomorphism - this follows directly by continuity of partial inversion (see Lemma 6). O

The latter of these lemmas was also shown by Guo [19, Lemma 3.1.27]. As for the completion theorem, in order to ease
presentation we make the following notational shorthand.

Convention 13. For a restriction category %, let @ denote the category of presheaves Set™tl(SPIt(®)*

Note that % is cocomplete and all colimits are stable under pullback (since colimits in & are constructed object-wise in
Set). This is used in the completion theorem for join restriction categories, due to Cockett and Guo [19,35].

Theorem 12 (Cockett and Guo). Every restriction category € can be faithfully embedded in a join restriction category of the form
Par(%, Mgap).

The stable system of monics /Vz; relates to the join-completion for restriction categories via M-gaps (see Cockett and
Guo [35] or Guo [19, Sec. 3.2.2] for details).

Lemma 13. For a split restriction category Par(%, M), the following are equivalent:

(i) Every hom-set of Par(%¢’, M) has a least element,
(ii) € has a strict initial object 0 and each morphism !4 : 0 — A isin M, and
(iii) Par(%’, M) has a restriction zero object.

Proof. (i) < (ii): See Guo [19], Lemmas 3.3.1 and 3.3.2.
(ii) = (iii): We will show that 0 is a restriction zero in Par(%, M) with the zero map 04 p : A — B given by the span

A <!i> 0 !—B> B. Suppose that some morphism (m, f): A — B factors through 0 in Par(%, M) as (im3, f2) o (mq, f1), i.e., we
are in a situation indicated by the bottom part of the diagram below in %, where (mq om), f2 o f{) ~ (m, f) (ie., there
exists an isomorphism « in ¢ such that mjomjoa=m and fyo f{ o = f).

But since f1om,=myo f]:C— 0 is a morphism into the strict initial object 0, it must be an isomorphism, with only
possible inverse the unique map 1¢ : 0 — C. Since !4 = !c om} om; and !p = !c o f] o f> the universal mapping property of
the initial object, it follows that the isomorphism !c witnesses (!4, !g) ~ (m1 om), fa o f{) ~ (m, f), so 0 is the zero object
in Par(4’, M). That it is the restriction zero follows by the fact that the restriction structure on Par(¢’, M) is given by
(m, f)=(m,m), s0 044 =(!a,'!a) =04a.4.

(iii) = (i): Let 04,p : A — B be the unique zero map for arbitrarily chosen objects A and B, and let f : A— B be any other
morphism. By Lemma 1, 04,5 = 04,4 for a restriction zero, so f 0c04 g = f 0044 =04, by the universal mapping property
of the zero object; thus 04 g < f, and hence 04 3 is the least element in Hom(A, B). O

We can now show the algebraic w-compactness theorem for restriction categories:

Theorem 14. If € is a restriction category then Par(%, @) is algebraically w-compact over DCPO, and thus over join restriction
functors.

Proof. Let % be a restriction category. By Theorem 12, Par(%, @) is a join restriction category, and since it has all joins
(specifically all empty joins), it follows that it has a restriction zero object 0 (which is specifically initial) by Lemma 13. By
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Adamek and Barr’s fixed point theorem and the fact that restriction categories with arbitrary joins are DCPO-enriched (by
Theorem 4), it suffices to show that Par(%, Megap) has colimits of w-diagrams of embeddings. Let D : w — Par(%, Mgap) be
such a diagram of embeddings. This corresponds to the diagram

PN 2N

D(0) D(1) D(2)

in %. Since ¥ is cocomplete, this diagram has a colimiting cocone « : D = colim D such that the diagram below com-
mutes. Further, since colimits in % are constructed object-wise in Set, this colimit is stable under pullbacks, so the

pullbacks in € used for composition in Par(%, Mgap) commutes with this colimit. Since embeddings are total, each m;
is an isomorphism, and since isomorphisms are stable under pullback, any m; arising from a pullback (corresponding
to composition) is an isomorphism as well. As such, any m; o ml’.+1 is an isomorphism, and so the isomorphism m;jf]])
witnesses (m; o mgﬂ,aD(,-H) o fiy1 0 f{) ~ (mj, apgt1) o fi); iterating this argument for arbitrary finite k, we see that

everything commutes, as desired. Thus, the family of morphisms {(m;, «p(i+1) o fi)}icw i a colimiting cocone for D in
Par(%’, Magap).

/ .
™41 fi

A B

D(i+1) D(i +2) O
H

D(i)
\ AD(it1) /
ap(i) ﬂ ap(it2)
colim D

Finally, using this machinery, we can show how this theorem extends to inverse categories.

Corollary 15. Every inverse category can be faithfully embedded in a join inverse category that is algebraically w-compact over join
restriction functors.

Proof. Let € be an inverse category. Since U (%) is the exact same category viewed as a restriction category, U(%’) embeds
faithfully in Par(%, /\//l;), which is a join restriction category by Theorem 12, and algebraically w-compact by Theorem 14.
But then it follows by Corollary 10 that ¥ embeds faithfully in Inv(Par(%, @)), which is a join inverse category by
Lemma 11, and is algebraically w-compact for join restriction functors (which are specifically locally continuous) since fixed
points of functors are (total) isomorphisms, so preserved in Inv(Par(%, ﬂ;)). a

4.3. Applications in models of reversible functional programming

This final corollary shows directly that join inverse categories are consistent with algebraic w-compactness over join
restriction functors, which can thus be used to model recursive data types in the style of Theseus as well as RFUN terms,
given the existence of suitable join-preserving monoidal functors as follows: Suppose we are given an inverse product (®, 1)
and a disjointness tensor (6, 0), both join-preserving (see [18] for details on both; the definition of latter can also found in
Definition 17 in the following section) such that there are (total) natural isomorphisms

3a.B.C VA
A®BB®(C) = (A®B)®(AKRC() A®0=0

giving the category the structure of a bimonoidal category (or rig category; see also [36,37]). Using the compactness theorem
from before, this enables us to model all (isorecursive) data types expressible in Theseus by modeling product types using
the inverse product, sum types using the disjointness tensor, the unit type as 1, the empty type as 0, and recursive types
using the canonical fixed point. For example, the two types from the Theseus example in Fig. 2, defined as

type Bool = False | True
type Nat = 0| Succ Nat
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can both be given very familiar denotations as 1 1 respectively £ X.1® X (i.e., the least - in this case, unique - fixed point
of the functor defined by F(X) =1 X).

Though RFUN is untyped, with terms formed using Lisp-style symbols and constructors, this bimonoidal structure is also
helpful in constructing a denotation of the universal type of RFUN terms. Formally, RFUN terms are constructed inductively
as follows: Given a denumerable set S of symbols, a term ¢ is either a symbol (i.e, t € S) or of the form c(ty, t2,...,t;) for
some finite k, where ¢ € S and each t; is a term. Supposing that S is the Kleene star closure of the latin alphabet, examples
of terms include a, s(s(z)), and f (o, o(bar, baz)).

Since the symbols S is denumerable, we can identify symbols one-to-one with natural numbers - and so with the object
mX.1® X using algebraic compactness. Further, in the familiar way, we can define the functor mapping an object A to lists
of Aby A~ uX.1® (A® X). This, finally, means that we can define a functor mapping an object A to terms over A by
A uX.A®L(X).

Moreover, we saw how this view of join restriction categories as DCPO-categories also enabled the style of reversible
recursion found in RFUN, exemplified in the Fibonacci-pair program in Fig. 1. More specifically, to give the denotation of
a recursive function in RFUN, instead of trying to interpret it directly as an endomorphism on the term object T — T, we
instead interpret it as a morphism scheme Hom(T, T) ﬂ Hom(T, T) in which the recursive call is replaced by a call to
the morphism given as argument, and then take the least fixed point of this morphism scheme fix [f’]] as the denotation
of the recursive function f. Further details on this construction, and the other constructions sketched in this section, will
appear in a forthcoming paper.

5. As unique decomposition categories

Complementary to the view on inverse categories with countable joins as DCPO-categories, we will show that these
can also be viewed as unique decomposition categories, a kind of category introduced by Haghverdi [20] equipped with
a partial sum operation on hom-sets via enrichment in the category of X-monoids (shown to be symmetric monoidal by
Hoshino [21]). Unique decomposition categories (including Hoshino’s strong unique decomposition categories [21]| which we
will employ here) are specifically traced monoidal categories [38] if they satisfy certain conditions. This is desirable when
modeling functional programming, as traces can be used to model notions of feedback [39] and recursion [40-42].

Here, we will show that inverse categories with countable joins and a join-preserving disjointness tensor (due to
Giles [18]) are strong unique decomposition categories, and satisfy the conditions required to be equipped with a trace.
We extend this result further to show that the trace is a j-trace [43], and thus has pleasant inversion properties (the
trace in PInj is well studied, cf. [44,20,45]). This is particularly interesting given that the reversible programming language
Theseus [15] and the combinator calculus I1° [16] both rely on a f-trace for reversible recursion.

We begin with the definition of a ¥-monoid [20] (see also Manes and Benson [46] where these first appeared as positive
partial monoids):

Definition 14. A X-monoid (M, X) consists of a nonempty set M and a partial operator ¥ defined on countable families in
M (say that a family {x;}ic; is summable if ) _;_; x; is defined) such that

(1) if {xi}ics is a countable family in M and {I;}jc; is a countable partitioning of I, then {x;}ic; is summable iff all {x;}ici;
and Zielj x; are summable for all j € J, and in this case

2D K=K
jel ielj iel
(ii) any family {x;}ic; in M where I is singleton is summable with Y, x; =x; if I = {j}.

The class of X-monoids with homomorphisms preserving partial sums forms a category, ¥Mon. As such, a category &
is enriched in Mon if all hom-sets of ¥ are X-monoids, and composition distributes over partial addition.

Lemma 16. Every inverse category with countable joins is XMon-enriched.

Proof. Let 4 be an inverse category with countable joins. Let {s;}ic; be a countable family of morphisms taken from
Hom (A, B) for some objects A, B of ¥ and countable index set I. We define

Ss= Vs
iel se{sjliel}

so, by definition, summability coincides with join compatibility.
To see that axiom (i) of Definition 14 is satisfied, let {I;}jc; be a partitioning of I and suppose that {s;};c; is summable,
i.e., inverse compatible. By definition of inverse compatibility, this means that all morphisms of {s;};c; are pairwise inverse
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compatible, and since all partition families {s;}ic;; for j € J consist only of morphisms taken from {s;}ic/, they are summable
by all {s; | i € I} inverse compatible; that

DREI

jej i€l iel
follows by the least upper bound property of the join (Definition 12(i)).

Conversely, suppose that all {s;}ie;; and all Zie,j s; are summable for all j € J. Let f and g be arbitrary morphisms of
{si}ier; then, f is an element of a partition {si}icj; for j € J, and g is an element of a partition {s;}ic, for k € J. If j =k then
f and g are inverse compatible by {si}ic;; summable - if j#k, we have f < \/se{s,-u'elj)s = Zielj si so f and \/SE(siliE,j]s
are inverse compatible by Lemma 2, and g and \/c, icy,) $ are inverse compatible by an analogous argument. But then f
and g are inverse compatible by \/sc (s ie1;) S = 2ier; Si ad Ve(syjiery $ = 2ie, Si Summable (ie., inverse compatible) by
assumption, and by transitivity of join compatibility. The summation identity follows, once again, using Definition 12(i).

For axiom (ii) of Definition 14, this follows by f < f for any morphism f: A — B, and so for a singleton F = {f}
(and such a singleton always exists, since every hom-set has a least element given by the empty join), f < \/,.ps and
Vser s < f both follow by Definition 12(i), so f =\/,cr s. That composition distributes over partial addition follows directly
by Definition 12(iii) and (iv). O

Haghverdi defines unique decomposition categories in the following way:

Definition 15 (Haghverdi). A unique decomposition category % is a symmetric monoidal category enriched in Mon such
that for all finite index sets I and all j e I, there are quasi-injections ¢j : X; — @ie; X; and quasi-projections p; : @i Xi — X
satisfying

(1) protj=1x, if j=k, and Ox; x, otherwise, and
(11) EiEILi o pPi = 1EB;‘€'X,"

By slight abuse of notation, we will use 04,3 : A — B to denote the morphism arising from summing the empty family
of Hom¢ (A, B). That the empty family is always summable - and that its sum serves as unit — follows from axioms (i) and
(ii) of Definition 14, as (i) and the assumption of nonemptiness guarantees the summability of at least one family, while
(i) ensures that any partitioning of this family - including into empty partitions - is summable when the family is (so the
empty family is summable), and that the sum of summed partitions coincides with the sum of the original family (giving
us that the sum of the empty family is the unit; see also [46] or [20]). This allows us to state the strengthened definition
by Hoshino:

Definition 16 (Hoshino). A strong unique decomposition category is a symmetric monoidal category enriched in Mon
satisfying that the identity on the monoidal unit I is Oy j, and that

1x®0yy +0x x ® 1y =1xgy
for all X and Y.

An elementary result is that strong unique decomposition categories are unique decomposition categories, with their
quasi injections and quasi projections given by (1 = (14 @ 0g.g) © u;l :A—>A@Band p1=uro(14®00):ADB— A
(where u, : A® 0 — A is the right unitor of the monoidal functor — & —), and analogously for ¢, and p; (thus extending to
any finite index set).

As such, (strong) unique decomposition categories rely on a sum-like monoidal tensor - in the context of inverse cate-
gories, such a one can be found in Giles’ definition of a disjointness tensor [18, Definition 7.2.1].

Definition 17 (Giles). An inverse category ¢ with a restriction zero object 0 is said to have a disjointness tensor if it is
equipped with a symmetric monoidal restriction functor — @ — : ¢ x € — % such that

(i) the restriction zero O is the tensor unit, and
(ii) the morphisms LIy : A— A@ B and LI, : A — B @ A given by LI; = (14 ® 0o,p) ou; ! and LI; = (Og5 & 14) ou; ' are

jointly epic, and their partial inverses HJ{ :A®B— A and Hz :B@® A — A are jointly monic,

where u;:0® A — A and u, : A® 0 — A denote the left respectively the right unitor of the symmetric monoidal tensor.

Though not required from this definition, since we are working exclusively with join inverse categories, we make the
additional assumption that the disjointness tensor is a join restriction functor. Since Giles’ definition already demands that
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the zero object be the monoidal unit, and even defines 1I; precisely like Hoshino’s definition of ¢; (one can similarly see
that LI}L = p;i), we can show the following:

Theorem 17. Every inverse category with countable joins and a join-preserving disjointness tensor is a strong unique decomposition
category.

Proof. By Lemma 16, any inverse category with countable joins (and a join-preserving disjointness tensor) is enriched in
YMon, so it suffices to show that the (specifically symmetric monoidal) disjointness tensor satisfies Definition 16. That
171 =0y, follows by 190 =0 ¢ for the (restriction) zero 0, and 1x @ Oy.y + Ox x @ 1y = 1xey by the definition of partial
sums as joins and the additional requirement that the disjointness tensor preserves joins. O

Due to the ¥Mon-enrichment on unique decomposition categories, the trace can be constructed as a denumerable sum
of morphisms, provided that morphisms of a certain form are always summable, cf. [20, Prop. 4.0.11] and [21, Corr. 5.4]:

Theorem 18 (Haghverdi, Hoshino). Let € be a (strong) unique decomposition category such that for every X, Y, and U and every
f:X®U—>Y®U,thesum f11+Y oo f210 f3%, o f12 exists, where fij = pj o f ot;. Then & has a uniform trace given by

TF%,y(f)=f11 +Zf21 o fiho fia.

n=0
In a restriction category, we say that parallel morphisms f, g: A — B are disjoint if fog = 04.4.
Lemma 19. In a restriction category, the following hold:
(i) All disjoint morphisms are restriction compatible,

(ii) g — g’ and f — f'implies go f — g’ o f’ when dom(g) = cod(f), and
(iii) go f =go f o f when dom(g) = cod(f).

Proof. For (i), suppose f,g: A — B are disjoint, i.e., f o g =04 4. Then
gof=gogof=gofog=g800aa=0ap=fo00aa=fofog=fog
Part (ii) was shown by Guo [19, Lemma 3.1.3]. For (iii) we have go f =go fo f=go f o f, as desired. O
This lemma allows us to show that all join inverse categories are traced monoidal categories with a uniform trace.

Theorem 20. Every inverse category with countable joins and a disjointness tensor has a uniform trace.

Proof. By Theorem 18, it suffices to show that all morphisms of the forms fi1 or f1 0 fJ, o f12 for any n € N and some
f:X®U— Y ®U are pairwise inverse compatible. We notice that

i) =(pjofow=mhofoy’=1lofloul=ufo flomr;= (N
and so (fi)" = (f1)11 and

(far0 flyo At = (Fi)t o (F3)T o (Fa1)T = (210 (F)" 0 (FD12

so it suffices to show only restriction compatibility, since the restriction compatibility of the partial inverses will follow
directly by this symmetry.
To see that f11 — fa10 f§2 o f12 for some k € N, notice that fi; = LI‘; o folly and

faro fho fiz=fa OffzoLI;Ofoﬂl
so it suffices by Lemma 19 to show that LII — faro0fl0 ]_I];. But then
faro fi 011} OU_];= faro fiy o1 OH_EOH_J{=OY€BU,Y€BU
since LI_I =1Il;0 LII =1y ®0y,y and F: I, o ul = Oy,y @ 1y, so these are restriction compatible by Lemma 19.

To see that f1 0 f} o f12 — f21 0 f}, o f12, assume without loss of generality that m < n (the case where m =n is trivial).
Once again, by Lemma 19, it suffices to show fa1 — f21 0 f35 ™. But since
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f21=UJ1rOf°U2

and

Frio ™= faro (o folly) ™™ 1ol o folly

restriction compatibility follows by analogous argument to the previous case. O

Recall that a j-category with a trace is said to have a f-trace (see, e.g., [43]) if Trg(”y(f)Jr = Tr%,’_x(fT) for every morphism
f:XeU—>YoU.

Theorem 21. The canonical trace in an inverse category with countable joins and a disjointness tensor is a j-trace.

Proof. To see that the trace induced by Theorems 18 and 20 is a f-trace, let f : X@® U — Y @& U be a morphism of %
In the proof of Theorem 20, we noticed that (f,~j)T = (fT)j,- and (f210 f3, 0 fi)t =0 (f;z)” o (fM12. Expanding this
in the definition of the canonical trace given by Theorem 18, we get

T i
Tr%’Y(f)T: (fn +Zf21 °f£2°f12> = <f11 \ \/f21 Offzofu)

new new

;
=(fin'v (\/ fa10 f} 0f12> =(finTv \/(f12)T0 (ffz)T o (fa)!

new new

=M1 vV (N210 (D5, 0 Nz =Trf x (N

new

by definition of the partial sum as join (Lemma 16), and by (\/feF Hf= \/feF fT by Lemma 6. O

5.1. Applications in models of reversible functional programming

This final theorem is highly relevant to modeling Theseus in join inverse categories, as the iteration label-approach to
reversible tail recursion (exemplified in the parity program in Fig. 2) is equivalent to the existence of a f-trace operator.
This can be observed from the fact that we are not only able to provide a forward and backward semantics to functions
with iteration labels via a f-trace [15] (see also the discussion in Section 2), but that it is also possible to express a j-trace
operator as a parametrized function (which, in turn, can be naturally regarded categorically as a morphism scheme) in
Theseus [15].

To give a concrete example, consider the recursive parity function in Theseus from Fig. 2. To give semantics to its
recursive behavior using a f-trace, we systematically transform from a function of type Nat x Bool <> Nat x Bool with an
internal iteration label of type Nat x Nat x Bool <> Nat x Nat x Bool into a function of type (Nat x Bool) + (Nat x Nat x Bool) <>
(Nat x Bool) + (Nat x Nat x Bool) by prefacing patterns for the outer (parity) function by Left, replacing patterns for the
inner (iteration label) function by Right-patterns, replacing calls to the inner function by Right-expressions, and prefacing
return values by Left-expressions, as in the following:

parity :: Nat x Bool <> Nat x Bool parity’ :: (Nat x Bool) + (Nat x Nat x Bool) <>
| (n,b) < iter (n,0,b) (Nat x Bool) + (Nat x Nat x Bool)
| iter (Succ n,m,b) < iter (n,Succ m,not b) = | Left (n,b) <> Right (n,0,b)
| iter (0,m,b) < (m,b) |  Right (Succ n,m,b) < Right (n, Succ m, not b)
where iter :: Nat x Nat x Bool < | Right (0,m,b) < Left (m,b)

Nat x Nat x Bool

Notice that this transformation preserves non-overlapping and exhaustive patterns, as are required of Theseus functions.
In this way, we can obtain the denotation of the original parity function by taking the f-trace of the denotation of the
transformed parity’ function.

6. Conclusion

We have shown that inverse categories with countable joins carry with them a few key properties that are highly useful
for modeling partial reversible functional programming. Notably, we have shown that any inverse category with countable
joins is DCPO-enriched - from this view, we gathered that morphism schemes have fixed points, and that the partial
inverses of such fixed points can be computed as fixed points of adjoint morphism schemes. This gave us a model of
recursion a la RFUN.

Further, we were able to show that any inverse category can be embedded in an inverse category with joins, in which all
join restriction functors have canonical fixed points. Finally, we showed that the presence of a join-preserving disjointness
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tensor on an inverse category with countable joins gives us a strong unique decomposition category, and in turn, a uniform
t-trace: a model of recursion i la Theseus and TIT°.

Restriction categories have recently been considered as enriched categories by Cockett and Garner [47], though their
approach relied on enrichments based on weak double categories rather than monoidal categories, as it is otherwise usually
done (including in this paper). Further, fixed points in categories with a notion of partiality have previously been considered,
notably by Fiore [48] who also relied on order-enrichment, though his work was in categories of partial maps directly.
Finally, Giles [18] has shown the construction of a trace in inverse categories recently, relying instead on the presence of
countable disjoint sums rather than joins (whether or not this approach leads to a f-trace is unspecified). It should also be
noted that the trace in the canonical inverse category PInj has been studied independently of unique decomposition and
restriction categories, notably by Hines [44] and Abramsky, Haghverdi, and Scott [45].

As regards future work, since an inverse category with countable joins and a disjointness tensor is f-traced, it can be
embedded in a f-compact closed category via the Int-construction [38,49]. It may be of interest to consider j-compact
closed categories generated in this manner, as we suspect these will be inverse categories as well (notably, Int(PInj) is [44])
- and could provide, e.g.,, an alternative treatment of projectors as restriction idempotents, and isometries as restriction
monics (see also [50]).

Additionally, while our focus in this article has been on inverse categories, we conjecture that many of these results can
be generalized to restriction categories.
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Inversion, Fixed Points, and the
Art of Dual Wielding

Robin Kaarsgaard!?

DIKU, Department of Computer Science, University of Copenhagen

Abstract

In category theory, the symbol { (“dagger”) is used to denote (at least) two very different operations on
morphisms: Taking their adjoint (in the context of dagger categories) and finding their least fized point (in
the context of domain theory and categories enriched in domains). In the present paper, we wield both of
these daggers at once and consider dagger categories enriched in domains. Exploiting the view of dagger
categories as enriched in involutive monoidal categories, we develop a notion of a monotone dagger structure
as a dagger structure that is well behaved with respect to the enrichment, and show that such a structure
leads to pleasant inversion properties of the fixed points that arise as a result of this enrichment. Notably,
such a structure guarantees the existence of fized point adjoints, which we show are intimately related to the
conjugates arising from the canonical involutive monoidal structure in the enrichment. Finally, we relate the
results to applications in the design and semantics of reversible programming languages.

Keywords: reversible computing, dagger categories, domain theory, enriched category theory

1 Introduction

Dagger categories are categories that are canonically self-dual, assigning to each
morphism an adjoint morphism in a contravariantly functorial way. In recent
years, dagger categories have been used to capture central aspects of both re-
versible [28,29,31] and quantum [2,35,13] computing. Likewise, domain theory and
categories enriched in domains (see, e.g., [3,15,16,4,7,38]) have been successful since
their inception in modelling both recursive functions and data types in programming,.

In the present paper, we develop the art of dual wielding the two daggers that
arise from respectively dagger category theory and domain theory (where the very
same f-symbol is occasionally used to denote fixed points, c¢f. [15,16]). Concretely,
we ask how these structures must interact in order to guarantee that fixed points
are well-behaved with respect to the dagger, in the sense that each functional has
a fized point adjoint [31]. Previously, the author and others showed that certain
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domain enriched dagger categories, join inverse categories, had such well-behaved
fixed points [31]. Here, we identify a sufficient condition for fixed points to be
well-behaved in the presence of a dagger, allowing us not only to generalize previous
results, but also to show new ones about parametrized fixed points.

A slogan of domain theory could be that well-behaved functions are continuous —
and as a corollary, that well-behaved functors are locally continuous. When augmented
with a dagger, the proper addendum to this slogan turns out to be that well-behaved
inversion is monotone, captured in the definition of a monotone dagger structure.

Given a domain enriched category ¢ with a monotone dagger structure, we
develop an induced involutive monoidal category of domains enriching %, which we
think of as the category of continuous functionals on €. This canonically constructed
involutive structure at the level of functionals proves fruitful in unifying seemingly
disparate concepts from the literature under the banner of conjugation of functionals.
Notably, we show that the conjugate functionals arising from this involutive structure
coincide with fized point adjoints [5,31], and that they occur naturally both in proving
the ambidexterity of dagger adjunctions [23] and in natural transformations that
preserve the dagger (which include dagger traces [36]).

While these results could be applied to model a reversible functional programming
language with general recursion and parametrized functions (such as an extended ver-
sion of Theseus [29]), they are general enough to account for even certain probabilistic
and nondeterministic models of computation.

Overview: A brief introduction to the relevant background material on dag-
ger categories, (DCPO-)enriched categories, iteration categories, and involutive
monoidal categories is given in Section 2. In Section 3 the concept of a monotone
dagger structure on a DCPO-category is introduced, and it is demonstrated that
such a structure leads to the existence of fixed point adjoints for (ordinary and
externally parametrized) fixed points, given by their conjugates. We also explore
natural transformations in this setting, and develop a notion of self-conjugate nat-
ural transformations, of which {-trace operators are examples. Finally, we discuss
potential applications and avenues for future research in Section 4, and end with a
few concluding remarks in Section 5.

2 Background

Though familiarity with basic category theory, including monoidal categories, is
assumed, we recall here some basic concepts relating to dagger categories, (DCPO)-
enriched categories, iteration categories, and involutive monoidal categories [26,8].
The material is only covered here briefly, but can be found in much more detail in
the numerous texts on dagger category theory (see, e.g., [35,2,21]), enriched category
theory (for which [33] is the standard text), and domain theory and iteration
categories (see, e.g., [3,16]).

2.1 Dagger categories

A dagger category (or f-category) is a category equipped with a suitable method for
flipping the direction of morphisms, by assigning to each morphism an adjoint in a

2

94



KAARSGAARD

manner consistent with composition. They are formally defined as follows.

Definition 2.1 A dagger category is a category % equipped with an functor (—)* :
E°P — ¥ satisfying that idl, = id x and fiT = f for all identities X 19X, X and

morphisms X i) Y.

Dagger categories, dagger functors (i.e., functors F satisfying F(f1) = F(f)),
and natural transformations form a 2-category, DagCat.

A given category may have several different daggers which need not agree. An
example of this is the groupoid of finite-dimensional Hilbert spaces and linear
isomorphisms, which has (at least!) two daggers: One maps linear isomorphisms to
their linear inverse, the other maps linear isomorphisms to their hermitian conjugate.
The two only agree on the unitaries, i.e., the linear isomorphisms which additionally
preserve the inner product. For this reason, one would in principle need to specify
which dagger one is talking about on a given category, though this is often left
implicit (as will also be done here).

Let us recall the definition of the some interesting properties of morphisms in a
dagger category: By theft of terminology from linear algebra, say that a morphism
X i> Y in a dagger category is hermitian or self-adjoint if f = f%, and unitary if it is
an isomorphism and f~! = fT. Whereas objects are usually considered equivalent if
they are isomorphic, the “way of the dagger” [23] dictates that all structure in sight
must cooperate with the dagger; as such, objects ought to be considered equivalent
in dagger categories only if they are isomorphic via a unitary map.

We end with a few examples of dagger categories. As discussed above, FHilb is
an example (the motivating one, even [35]) of dagger categories, with the dagger
given by hermitian conjugation. The category PInj of sets and partial injective
functions is a dagger category (indeed, it is an inverse category [32,12]) with fT
given by the partial inverse of f. Similarly, the category Rel of sets and relations
has a dagger given by Rt = R°, i.e., the relational converse of R. Noting that a
dagger subcategory is given by the existence of a faithful dagger functor, it can be
shown that PInj is a dagger subcategory of Rel with the given dagger structures.

2.2 DCPO-categories and other enriched categories

Enriched categories (see, e.g., [33]) capture the idea that homsets on certain categories
can (indeed, ought to) be understood as something other than sets — or in other
words, as objects of a another category than Set. A category ¥ is enriched in
a monoidal category ¥ if all homsets € (X,Y) of € are objects of ¥, and for all
objects X,Y,Z of ¢, ¥ has families of morphisms (Y, 2) ® ¢(X,Y) — €(X, Z)
and I — % (X, X) corresponding to composition and identities in %, subject to
commutativity of diagrams corresponding to the usual requirements of associativity
of composition, and of left and right identity. As is common, we will often use the
shorthand “% is a ¥ -category” to mean that % is enriched in the category 7.

We focus here on categories enriched in the category of domains (see, e.g., [3]),
i.e., the category DCPO of pointed directed complete partial orders and continuous
maps. A partially ordered (X, C) is said to be directed complete if every directed
set (i.e., a non-empty A C X satisfying that any pair of elements of A has a

3
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supremum in A) has a supremum in X. A function f between directed complete
partial orders is monotone if z C y implies f(x) C f(y) for all x,y, and continuous
if f(sup A) = sup,ea{f(a)} for each directed set A (note that continuity implies
monotony). A directed complete partial order is pointed if it has a least element
L (or, in other words, if also the empty set has a supremum), and a function f
between such is called strict if f(L) = L (i.e., if also the supremum of the empty
set is preserved ). Pointed directed complete partial orders and continuous maps
form a category, DCPO.

As such, a category enriched in DCPO is a category % in which homsets ¢’ (X,Y)
are directed complete partial orders, and composition is continuous. Additionally,
we will require that composition is strict (meaning that L o f =1 and go L = L
for all suitable morphisms f and g), so that the category is actually enriched in the
category DCPO! of directed complete partial orders and strict continuous functions,
though we will not otherwise require functions to be strict.

Enrichment in DCPO provides a method for constructing morphisms in the
enriched category as least fixed points of continuous functions between homsets:
This is commonly used to model recursion. Given a continuous function %(X,Y) %

% (X,Y), by Kleene’s fixed point theorem there exists a least fixed point X ﬁx—% Y
given by sup,c,{¢" (L)}, where ¢" is the n-fold composition of ¢ with itself.

2.8 Parametrized fized points and iteration categories

Related to the fixed point operator is the parametrized fixed point operator, an

fi
operator pfix assigning morphisms of the form X xY i) X to amorphism Y M X
satisfying equations such as the parametrized fixed point identity

plix¢) = 1 o (pfix ¢, idy)

and others (see, e.g., [25,15]). Parametrized fixed points are used to solve domain
equations of the form = = ¢ (x,p) for some given parameter p € Y. Indeed, if

for a continuous function X x ¥ % X we define YO(x,p) = z and ¥"i(z,p) =

(" (z,p),p), we can construct its parametrized fixed point in DCPO in a way
reminiscent of the usual fixed point by

(pfix¢))(p) = sup{"(Lx,p)} -

new

In fact, a parametrized fixed point operator may be derived from an ordinary fixed
point operator by (pfixv)(p) = fixy)(—,p). Similarly, we may derive an ordinary
fixed point operator from a parametrized one by considering a morphism X 4 X
to be parametrized by the terminal object 1, so that the fixed point of X 2 X is
given by the parametrized fixed point of X x 1 = X 2 X

The parametrized fixed point operation is sometimes also called a dagger oper-
ation [15], and denoted by fT rather than pfix f. Though this is indeed the other

3 This is not the case in general, as continuous functions are only required to preserve least upper bounds
of directed sets, which, by definition, does not include the empty set.
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dagger that we are wielding, we will use the phrase “parametrized fixed point” and
notation “pfix” to avoid unnecessary confusion.

An iteration category [16] is a cartesian category with a parametrized fixed point
operator that behaves in a canonical way. The definition of an iteration category
came out of the observation that the parametrized fixed point operator in a host of
concrete categories (notably DCPO) satisfy the same identities. This lead to an
elegant semantic characterization of iteration categories, due to [16].

Definition 2.2 An iteration category is a cartesian category with a parametrized
fixed point operator satisfying all identities (of the parametrized fixed point operator)
that hold in DCPO.

Note that the original definition defined iteration categories in relation to the
category CPO,, of w-complete partial orders and monotone functions, rather than
to DCPO. However, the motivating theorem [16, Theorem 1] shows that the
parametrized fixed point operator in CPQO,, satisfies the same identities as the one
found in CPO (i.e., with continuous rather than monotone functions). Since the
parametrized fixed point operator of DCPO is constructed precisely as it is in CPO
(noting that w-chains are directed sets), this definition is equivalent to the original.

2.4 Involutive monoidal categories

An involutive category [26] is a category in which every object X can be assigned a
conjugate object X in a functorial way such that X = X. A novel idea by Egger [14]
is to consider dagger categories as categories enriched in an involutive monoidal
category. We will return to this idea in Section 3.1, and recall the relevant definitions
in the meantime (due to [26], compare also with bar categories [8]).

Definition 2.3 A category ¥ is involutive if it is equipped with a functor ¥’ ii)—> 4
(the involution) and a natural isomorphism id = (—) satisfying (% = 7x.

Borrowing terminology from linear algebra, we call X (respectively f) the
conjugate of an object X (respectively a morphism f), and say that an object
X is self-conjugate if X = X. Note that since conjugation is covariant, any category
% can be made involutive by assigning X = X, f = f, and letting id = (—) be
the identity in each component; as such, an involution is a structure rather than
a property. Non-trivial examples of involutive categories include the category of
complex vector spaces Vectc, with the involution given by the usual conjugation
of complex vector spaces; and the category Poset of partially ordered sets and
monotone functions, with the involution given by order reversal.

When a category is both involutive and (symmetric) monoidal, we say that it is
an involutive (symmetric) monoidal category when these two structures play well
together, as in the following definition [26].

Definition 2.4 An involutive (symmetric) monoidal category is a (symmetric)
monoidal category ¥ which is also involutive, such that the involution is a monoidal

functor, and id = (—) is a monoidal natural isomorphism.

5
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This specifically gives us a natural family of isomorphisms X @ Y & X ® Y, and
when the monoidal product is symmetric, this extends to a natural isomorphism
X®Y 2Y ® X. This fact will turn out to be useful later on when we consider
dagger categories as enriched in certain involutive symmetric monoidal categories.

3 Domain enriched dagger categories

Given a dagger category that also happens to be enriched in domains, we ask how
these two structures ought to interact with one another. Since domain theory dictates
that the well-behaved functions are precisely the continuous ones, a natural first
answer would be to that the dagger should be locally continuous; however, it turns
out that we can make do with less.

Definition 3.1 Say that a dagger structure on DCPO-category is monotone if the
dagger is locally monotone, i.e., if f C g implies fT C ¢' for all f and g.

In the following, we will use the terms “DCP O-category with a monotone dagger
structure” and “DCPO-t-category” interchangably. That this is sufficient to get
what we want — in particular to obtain local continuity of the dagger — is shown in
the following lemma.

Lemma 3.2 In any DCPO-f-category, the dagger is an order isomorphism on
morphisms; in particular it is continuous and strict.

Proof. For € a dagger category, € = ¢°P so ¢(X,Y) =2 ¢P(X,Y) =%(Y, X) for
all objects X,Y; that this isomorphism of hom-objects is an order isomorphism
follows directly by local monotony. a

Let us consider a few examples of DCPO-}-categories.

Example 3.3 The category Rel of sets and relations is a dagger category, with the
dagger given by R = R°, the relational converse of R (i.e., defined by (y,z) € R® iff
(x,y) € R) for each such relation. It is also enriched in DCPO by the usual subset
ordering: Since a relation X — ) is nothing more than a subset of X x ), equipped
with the subset order — C — we have that sup(A) = (Jpca R for any directed set
A C Rel(X,)). It is also pointed, with the least element of each homset given by
the empty relation.

To see that this is a monotone dagger structure, let X’ R—’S> Y be relations and
suppose that R C S. Let (y,x) € R°.Since (y,z) € R° we have (z,y) € R by
definition of the relational converse, and by the assumption that R C S we also
have (z,y) € S. But then (y,z) € S° by definition of the relational converse, so
Rt = R° C §° = St follows by extensionality.

Example 3.4 We noted earlier that the category PInj of sets and partial injective
functions is a dagger subcategory of Rel, with fT given by the partial inverse (a
special case of the relational converse) of a partial injection f. Further, it is also a

DCPO-subcategory of Rel; in PInj, this becomes the relation that for X —f—’g—> Y,
fEgiff for all z € X, if f is defined at x and f(z) = y, then g is also defined at x
and g(x) = y. Like Rel, it is pointed with the nowhere defined partial function as

6
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the least element of each homset. That sup(A) for some directed A C PInj(X,Y)
is a partial injection follows straightforwardly, and that this dagger structure is
monotone follows by an argument analogous to the one for Rel.

Example 3.5 More generally, any join inverse category (see [17]), of which PInj
is one, is a DCPO-7-category. Inverse categories are canonically dagger categories
enriched in partial orders. That this extends to DCP O-enrichment in the presence
of joins is shown in [5,31]; that the canonical dagger is monotonous with respect to
the partial order is an elementary result (see, e.g., [5, Lemma 2]).

Example 3.6 The category DStoch<; of finite sets and doubly substochastic maps
is an example of a probabilistic DCPO-t-category. A doubly substochastic map
x L Y, where | X| = |Y| = n, is given by an n x n matrix A = [a;;] with non-
negative real entries such that » i, a;; < 1and 77, a;; < 1. Composition is given
by the usual multiplication of matrices.

This is a dagger category with the dagger given by matrix transposition. It is
also enriched in DCPO by ordering doubly substochastic maps entry-wise (i.e.,
A < B if a;; < bj; for all 4, j), with the everywhere-zero matrix as the least element
in each homset, and with suprema of directed sets given by computing suprema
entry-wise. That this dagger structure is monotone follows by the fact that if A < B,
so a;j < b;; for all 4, j, then also aj; < bj; for all j,4, which is precisely to say that
Al = AT < BT = BT,

As such, in terms of computational content, these are examples of deterministic,
nondeterministic, and probabilistic DCPO-t-categories. We will also discuss the
related category CP*(FHilb), used to model quantum phenomena, in Section 4.

3.1 The category of continuous functionals

We illustrate here the idea of dagger categories as categories enriched in an involutive
monoidal category by an example that will be used throughout the remainder of
this article: Enrichment in a suitable subcategory of DCPO. It is worth stressing,
however, that the construction is not limited to dagger categories enriched in DCPO;
any dagger category will do. As we will see later, however, this canonical involution
turns out to be very useful when DCP O-f-categories are considered.

Let ¢ be a DCPO-f-category. We define an induced (full monoidal) subcategory
of DCPO, call it DecpoOp(%), which enriches € (by its definition) as follows:

Definition 3.7 For a DCPO-f-category %, define DcpoOp(%’) to have as objects
all objects ©, A of DCPO of the form ¢ (X,Y), €°P(X,Y) (for all objects X,Y of
%), 1, and © x A (with 1 initial object of DCPO, and — x — the cartesian product),
and as morphisms all continuous functions between these.

In other words, DcpoOp(%) is the (full) cartesian subcategory of DCPO
generated by objects used in the enrichment of €, with all continuous maps between
these. That the dagger on % induces an involution on DcpoOp(%) is shown in the
following theorem.

Theorem 3.8 DcpoOp(¥) is an involutive symmetric monoidal category.

7
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Proof. On objects, define an involution Q with respect to the cartesian (specif-
ically symmetric monoidal) product of DCPO as follows, for all objects ©, A, X
of DcpoOp(%): ¢ (X,Y) = €°P(X,Y), ¢°P(X,Y) = ¢(X,Y), 1 = 1, and
© x A = © x A. To see that this is well-defined, recall that ¢ = €°P for any dagger
category %, so in particular there is an isomorphism witnessing ¢’ (X,Y) = €°P(X,Y)
given by the mapping f — ff. But then €°P(X,Y) = {fT | f € €(X,Y)}, so if
C(X,Y) =% (X, Y') then €(X,Y) =€P(X,Y)={fT | feCX, )} ={fT | f €
C(X',) YN} =€PXY')=%(X",Y’). That €°P(X,Y) = €(X,Y) is well-defined
follows by analogous argument.

On morphisms, we define a family ¢ of isomorphisms by {; = idy, g (x,y) = ()",
Egor(x,y) = (=), and €gxa = €6 X £p, and then define

-1
OH A= 2°,0%ANMT

This is functorial as idg = &g o idg o{él =E&go 5(51 = idg, and for © LA 3,

Yop=Enopopolyt =¢noholilotropolyl =Pop.

Finally, since the involution is straightforwardly a monoidal functor, and since the

natural transformation id = (—) can be chosen to be the identity since all objects of
DcpoOp(%) satisfy © = © by definition, this is an involutive symmetric monoidal
category. O

The resulting category DcpoOp(%) can very naturally be thought of as the
induced category of (continuous) functionals (or second-order functions) of %.

Notice that this is a special case of a more general construction on dagger
categories: For a dagger category ¢ enriched in some category ¥ (which could
simply be Set in the unenriched case), one can construct the category ¥ Op(%),
given on objects by the image of the hom-functor € (—, —) closed under monoidal
products, and on morphisms by all morphisms of ¥ between objects of this form.
Defining the involution as above, » Op(%) can be shown to be involutive monoidal.

Example 3.9 One may question how natural (in a non-technical sense) the choice
of involution on DcpoOp(%) is. One instance where it turns out to be useful is in
the context of dagger adjunctions (see [23] for details), that is, adjunctions between
dagger categories where both functors are dagger functors.

Dagger adjunctions have no specified left and right adjoint, as all such adjunctions
can be shown to be ambidextrous in the following way: Given F' 4 G between

endofunctors on %, there is a natural isomorphism ¢ (FX,Y) Xy, ¢ (X,GY).

Since % is a dagger category, we can define a natural isomorphism % (X, F'Y') Py

C(GX,Y) by f+ ayx(fHi, ie., by the composition
C(X,FY) S €FY, X) 25 ¢(v,6X) 5 ¢(GX,Y)

which then witnesses G 4 F' (as it is a composition of natural isomorphisms). But
then Bx,y is defined precisely to be ay x when F' and G are endofunctors.

8
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3.2  Daggers and fized points

In this section we consider the morphisms of DcpoOp(%) in some detail, for a
DCPO-t-category €. Since least fixed points of morphisms are such a prominent
and useful feature of DCPO-enriched categories, we ask how these behave with
respect to the dagger. To answer this question, we transplant the notion of a fized
point adjoint from [5,31] to DCPO-f-categories, where an answer to this question
in relation to the more specific join inverse categories was given:

Definition 3.10 A functional ¢ (Y, X) LN ¢ (Y,X) is fized point adjoint to a
functional €(X,Y) % €(X,Y) iff (fix o)t = fix ¢y.

Note that this is symmetric: If ¢+ is fixed point adjoint to ¢ then ﬁx(gpi)T =
(fix )T = fix ¢, so ¢ is also fixed point adjoint to ¢t. As shown in the following
theorem, it turns out that the conjugate © of a functional ¢ is precisely fixed point
adjoint to it. This is a generalization of a theorem from [31], where a more ad-hoc
formulation was shown for join inverse categories, which constitute a non-trivial
subclass of DCPO-t-categories.

Theorem 3.11 FEvery functional is fized point adjoint to its conjugate.

Proof. The proof applies the exact same construction as in [31], since being a
DCPO-t-category suffices, and the constructed fixed point adjoint turns out to be the
exact same. Let € (X,Y) 2, % (X,Y) be a functional. Since @ = §<K(X7y)ogoo§?;(1ny),

¢ = (5?9”(X,Y) epoe ggj(lx,y)) =&oxy)o¢o 5(t/f_”(l)CY)
and so

fix P = sup{@"(Ly,x) new = sup{p" (L} )1} = sup{e"(Lxy)T}
= sup{e"(Lxy)} = (fixp)!

as desired. O

This theorem is somewhat surprising, as the conjugate came out of the involutive
monoidal structure on DepoOp(%’), which is not specifically related to the presence
of fixed points. As previously noted, had % been enriched in another category 7,
we would still be able to construct a category ¥ Op(%) of ¥ -functionals with the
exact same involutive structure.

As regards recursion, this theorem underlines the slogan that reversibility is a
local phenomenon: To construct the inverse to a recursively defined morphism fix ¢,
it suffices to invert the local morphism ¢ at each step (which is essentially what is
done by the conjugate @) in order to construct the global inverse (fix o).

Parametrized functionals and their external fixed points are also interesting
to consider in this setting, as some examples of DCPO-{-categories (e.g., PInj)
fail to have an internal hom. For example, in a dagger category with objects
L(X) corresponding to “lists of X” (usually constructed as the fixed point of a
suitable functor), one could very reasonably construe the usual map-function not
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as a higher-order function, but as a family of morphisms LX M LY indexed

map

by X EN or, in other words, as a functional ¢ (X,Y) — % (LX, LY. Indeed,
this is how certain higher-order behaviours are mimicked in the reversible functional
programming language Theseus (see also Section 4).

To achieve such parametrized fixed points of functionals, we naturally need
a parametrized fixed point operator on DcpoOp(%) satisfying the appropriate
equations — or, in other words, we need DcpoOp(%) to be an iteration category.
That DepoOp(%) is such an iteration category follows immediately by its definition
(i.e., since DcpoOp(%) is a full subcategory of DCPO, we can define a parametrized
fixed point operator in DepoOp(%’) to be precisely the one in DCPO), noting that
parametrized fixed points preserve continuity.

Lemma 3.12 DcpoOp(¥%) is an iteration category.

For functionals of the form € (X,Y) x €(P,Q) N € (X,Y), we can make a
similar definition of a parametrized fized point adjoint:

Definition 3.13 A functional ¢ (X,Y) x (P, Q) SN ¢ (X,Y) is parametrized

fized point adjoint to a functional € (X,Y) x €(P,Q) Y, €(X,Y) iff (pfixep)(p)t =
(pfix vy) (p").

We can now show a similar theorem for parametrized fixed points of functionals
and their conjugates:

Theorem 3.14 Every functional is parametrized fixed point adjoint to its conjugate.

Proof. Let ¢(X,Y) x €(P,Q) LR % (X,Y) be a functional. We start by showing

that " (f,p) = " (fT,p") for all Y’ EN X, Q% P, and n € N, by induction on n.
For n = 0 we have

GUfp) = f=f1T=(NHT =01, phH.

Assuming now the induction hypothesis for some n, we have

P, p) = (@ (f,p).p) = " (fT, PN, p) = v (T, p")T, pl)t
=" (f1,p),ph)t = v (f1, 1)1

Using this fact, we now get

(PxT)(p') = sup{i” (Ly.x,p')} = sup{v” (L) .p'")'}

new

= sup{¢"(Lxy,p)} = (pfixv)(p)!

new
which was what we wanted. O

Again, this theorem highlights the local nature of reversibility, here in the presence
of additional parameters. We observe further the following highly useful property of
parametrized fixed points in DecpoOp(%):
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Lemma 3.15 Parametrized fized points in DcpoOp(%) preserve conjugation.

Proof. Let ¢(X,Y) x €(P,Q) LN ¢ (X,Y) be continuous, and P 2, Q. Then
pfix¢(p) = (£ o (pfixy) 0 £71)(p) = (pfixe))(ph)T = (pfix ¥)(p)TT = (pfix1))(p), so
pfix ¢ = pfix . O

Note that a lemma of this form only makes sense for parametrized fixed points,

as the usual fixed point of a functional €(X,Y) % €(X,Y) results in a morphism

X 2%y in ¢, not a functional in DcpoOp(%).

3.8 Naturality and self-conjugacy

We now consider the behaviour of functionals and their parametrized fixed points
when they are natural. For example, given a natural family of functionals
C(FX,FY) RnILN ¢ (GX,GY) natural in X and Y (for dagger endofunctors F
and G on ¥’), what does it mean for such a family to be well-behaved with respect to
the dagger on €7 We would certainly want that such a family preserves the dagger,
in the sense that axy (f)! = ay x(f") in each component X, Y. It turns out that
this, too, can be expressed in terms of conjugation of functionals.

Lemma 3.16 Let ¢(FX,FY) Xy, € (GX,GY) be a family of functionals natural
in X andY. Then 04)(73/(]”)T = ozy,X(fT) for all X i) Y iffaxy =ayx.

Proof. Suppose 04X7y(f)T = ay7x(fT). Then axy(f) = c)z)(,;/(J“')JrT = ayJ{(fT)T =
ay x(f), so axy = ayx. Conversely, assuming axy = @y,x we then have for all
f

X =Y that axy(f) = ay,x (f1)1, so axy(f) = ayx (/)T = ayx (/7). 0
If a natural transformation o satisfies axy = @y x in all components X,Y,

we say that it is self-conjugate. An important example of a self-conjugate natural

transformation is the dagger trace operator, as detailed in the following example.

Example 3.17 A trace operator [30] on a braided monoidal category & is family
of functionals

Tr%Y
2XQUY @U) —5 9(X,Y)

subject to equations such as naturality in X and Y, dinaturality in U, and others.
Traces have been used to model features from traces in tensorial vector spaces [20]
to tail recursion in programming languages [1,9,19], and occur naturally in compact
closed (or, more generally, tortile monoidal) categories [30] and unique decomposition
categories [18,24].

A dagger trace operator on a dagger category (see, e.g., [36]) is precisely a
trace operator on a dagger monoidal category (i.e., a monoidal category where the
monoidal functor is a dagger functor) that satisfies Tr%y( Nt = Tr% +(fT) in all
components X,Y. Such traces have been used to model reversible tail recursion in
reversible programming languages [28,29,31], and also occur in the dagger compact
closed categories (see, e.g., [37]) used to model quantum computation. In light
of Lemma 3.16, dagger traces are important examples of self-conjugate natural
transformations on dagger categories.
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Given the connections between (di)naturality and parametric polymorphism [39,6],
one would wish that parametrized fixed points preserve naturality. Luckily, this does
turn out to be the case, as shown in the proof of the following theorem.

Theorem 3.18 If ¢(FX,FY) x €(GX,GY) XX €(FX,FY) is natural in X

and Y, so is its parametrized fixed point.

Proof. Suppose that « is natural in X and Y, i.e., the following diagram commutes
for all X,Y.

C(FX,FY) x €(GX,GY) — Y @(FX,FY)
FfXGfooFgXG’gJ JFfooFg
C(FX',FY') x €(GX',GY') ———— C(FX', FY")

Under this assumption, we start by showing naturality of o™ for all n € N, i.e., for
all GX & GY
i y(Lxry,GfopoGg)=Ffoaky(lxy,p)oFyg
by induction on n. For n = 0 we have
oSy (Lxy,GfopoGy) = Lxrys
=FfolxyoFyg
=Ffo a%,y(LX7Y,p) oFy.

where F'fol xyoFg= Lx/ y by strictness of composition. Assuming the induction
hypothesis now for some n, we have

a5y (Lxryr, Gf opoGg) = axryr (o yi(Lxy, Gf opo Gg),Gf opo Gyg)
=ay y/(Ffoadky(Llxy,p)oFg,GfopoGyg)
=Ffoaxy(aky(Llxy,p).p)oFg
=Ffo a}TQ(ny,p) oFg

so a' is, indeed, natural for any choice of n € N. But then

(pfixaxy)(Gf o po Gg) = sup {o% vy (Lxry,Gf opoGg)}
= sgp {a§,7y/(Ffo LlxyoFg,GfopoGg)}

=sup {Ffoalky(Lxy.p)oFg)
new
= Ffosup {o&,y(LX,Y,P)} oFyg
new
= Ffo(pfixaxy)(p) o Fyg

so pfix ay y is natural as well. O

This theorem can be read as stating that, just like reversibility, a recursive
polymorphic map can be obtained from one that is only locally polymorphic. Com-
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bining this result with Lemma 3.16 regarding self-conjugacy, we obtain the following
corollary.

Corollary 3.19 If¢(FX,FY)x%¢(GX,GY) Xy, C(FX,FY) is a self-conjugate

natural transformation, so is pfixaxy .

Proof. If axy = ayx for all X,Y then also pfixaxy = pfix@y x, which is further
natural in X and Y by Theorem 3.18. But then pfixaxy = pfixaxy = pfixay x,
as parametrized fixed points preserve conjugation. O

4 Applications and future work

Reversible programming languages

Theseus [29] is a typed reversible functional programming language similar in
syntax and spirit to Haskell. It has support for recursive data types, as well as
reversible tail recursion using so-called typed iteration labels as syntactic sugar for a
dagger trace operator. Theseus is based on the II-family of reversible combinator
calculi [28], which bases itself on dagger traced symmetric monoidal categories
augmented with a certain class of algebraically w-compact functors.

Theseus also supports parametrized functions, that is, families of reversible
functions indexed by reversible functions of a given type, with the proviso that
parameters must be passed to parametrized maps statically. For example, (if one
extended Theseus with polymorphism) the reversible map function would have the
signature map :: (a <> b) — ([a] <> [b]), and so map is not in itself a reversible
function, though map (f) is (for some suitable function f passed statically). This
gives many of the benefits of higher-order programming, but without the headaches
of higher-order reversible programming.

The presented results show very directly that we can extend Theseus with a fixed
point operator for general recursion while maintaining desirable inversion properties,
rather than making do with the simpler tail recursion. Additionally, the focus on
the continuous functionals of % given by the category DcpoOp(%’) also highlights
the feature of parametrized functions in Theseus, and our results go further to show
that even parametrized functions that use general recursion not only have desirable
inversion properties, but also preserve naturality, the latter of which is useful for
extending Theseus with parametric polymorphism.

Quantum programming languages

An interesting possibility as regards quantum programming languages is the
category CP*(FHilb) (see [13] for details on the CP*-construction), which is dagger
compact closed and equivalent to the category of finite-dimensional C*-algebras and
completely positive maps [13]. Since finite-dimensional C*-algebras are specifically
von Neumann algebras, it follows (see [10,34]) that this category is enriched in
the category of bounded directed complete partial orders; and since it inherits the
dagger from FHilb (and is locally ordered by the pointwise extension of the Lowner
order restricted to positive operators), the dagger structure is monotone, too. As
such, the presented results ought to apply in this case as well — modulo concerns of
boundedness — though this warrants more careful study.
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Dagger traces in DCPO-f-categories

Given a suitable monoidal tensor (e.g., one with the zero object as tensor unit)
and a partial additive structure on morphisms, giving the category the structure
of a unique decomposition category [18,24], a trace operator can be constructed by
means of the so-called trace formula

TT)U(,Y(f) = fu1+ me o f3g 0 fi2

new

where fon = pm © f 0 tn, with X, =% P, Xi and P, X Lmy X, are families of
canonical quasi-injections respectively quasi-projections of the monoidal tensor. In
previous work [5,31], the author (among others) demonstrated that a certain class
of DCPO-j-categories, namely join inverse categories, had a dagger trace under
suitably mild assumptions. It is conjectured that this theorem may be generalized to
other DCPO-t-categories that are not necessarily inverse categories, again provided
that certain assumptions are satisfied.

Involutive iteration categories

As it turned out that the category DepoOp(%) of continuous functionals on
% was both involutive and an iteration category, an immediate question to ask is
how the involution functor ought to interact with parametrized fixed points in the
general case. A remarkable fact of iteration categories is that they are defined to be
cartesian categories that satisfy all equations of parametrized fixed points that hold
in the category CPQO,, of w-complete partial orders and monotone functions, yet
also have a complete (though infinite) equational axiomatization [16].

We have provided an example of an interaction between parametrized fixed points
and the involution functor here, namely that DcpoOp(%) satisfies pfix v = pfix .
It could be interesting to search for examples of involutive iteration categories in the
wild (as candidates for a semantic definition), and to see if Esik’s axiomatization
could be extended to accomodate for the involution functor in the semantic category.

Algebraic compactness of dagger functors

Another useful feature of categories enriched in domains, as shown independently
by Addmek [4] and Barr [7], is the algebraic compactness of locally continuous
functors, provided that certain (co)completeness requirements are met. Since the
way of the dagger dictates that fixed points of (dagger) functors ought to be unique
up to unitaries (rather than up to any old isomorphism), the entire machinery
of DCPO-categories developed for this purpose needs readjustment in order to
accomodate for this requirement of uniqueness up to unitary maps. This is the topic
of another paper by the author.

5 Conclusion and related work

We have developed a notion of DCPO-categories with a monotone dagger structure
(of which PInj, Rel, and DStoch<; are examples, and CP*(FHilb) is closely
related), and shown that these categories can be taken to be enriched in an induced
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involutive monoidal category of continuous functionals. With this, we were able
to account for (ordinary and parametrized) fixed point adjoints as arising from
conjugation of the functional in the induced involutive monoidal category, to show
that parametrized fixed points preserve conjugation and naturality, and that natural
transformations that preserve the dagger are precisely those that are self-conjugate.
We also described a number of potential applications in connection with reversible
and quantum computing.

A great deal of work has been carried out in recent years on the domain theory of
quantum computing, with noteworthy results in categories of von Neumann algebras
(see, e.g., [34,10,27,11]). Though the interaction between dagger structure and the
domain structure on homsets was not the object of study, Heunen considers the
similarities and differences of FHilb and PInj, also in relation to domain structure
on homsets, in [22], though he also notes that FHilb fails to enrich in domains
as composition is not even monotone (this is not to say that domain theory and
quantum computing do not mix; only that FHilb is the wrong category to consider
for this purpose). Finally, dagger traced symmetric monoidal categories, with the
dagger trace serving as an operator for reversible tail recursion, have been studied in
connection with reversible combinator calculi [28] and functional programming [29)].
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When do 1 see a photograph, when a reflection?
Philip K. Dick, A Scanner Darkly

Semantics of reversible programming
languages

This chapter contains three papers concerning the semantics of reversible programming
languages.

(C1) R. Glick and R. Kaarsgaard. A categorical foundation for structured reversible
flowchart languages: Soundness and adequacy. Unpublished manuscript, in review,
2017.

(C2) C. Heunen, R. Kaarsgaard, and M. Karvonen. Reversible effects as inverse arrows.
Unpublished manuscript, in review, 2017.

(C3) R. Kaarsgaard and M. K. Thomsen. RFun Revisited. In Marina Waldén, editor,
Proceedings of the 29th Nordic Workshop on Programming Theory, TUCS Lecture Notes
No. 27, pages 65-67, Turku Centre for Computer Science, 2017.

Paper (C1) is an extended version of the following conference paper:

* R. Glick and R. Kaarsgaard. A categorical foundation for structured reversible
flowchart languages. In Proceedings of the 33rd Conference on the Mathematical Foun-
dations of Programming Semantics (MFPS XXXIII), to appear, 2017.

Note that in (C2), the term “reversible” is used in a different way than in the introduction.
Rather than following the Copenhagen interpretation of reversible computing (see page 2),
it is instead used (consistent with, e.g., [62, 64]) to mean that each morphism f : X —» Y
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has an adjoint f7 : Y — X such that this gives the category a dagger structure (see
Definition 8 on page 4).

112



A CATEGORICAL FOUNDATION FOR STRUCTURED REVERSIBLE
FLOWCHART LANGUAGES: SOUNDNESS AND ADEQUACY

ROBERT GLUCK AND ROBIN KAARSGAARD

DIKU, Department of Computer Science, University of Copenhagen, Denmark
e-mail address: glueck@acm.org
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ABSTRACT. Structured reversible flowchart languages is a class of imperative reversible
programming languages allowing for a simple diagrammatic representation of control flow
built from a limited set of control flow structures. This class includes the reversible
programming language Janus (without recursion), as well as more recently developed
reversible programming languages such as R-CORE and R-WHILE.

In the present paper, we develop a categorical foundation for this class of languages
based on inverse categories with joins. We generalize the notion of extensivity of restriction
categories to one that may be accommodated by inverse categories, and use the resulting
decision maps to give a reversible representation of predicates and assertions. This leads
to a categorical semantics for structured reversible flowcharts, which we show to be both
sound, adequate, and fully abstract with respect to the operational semantics under certain
conditions.

1. INTRODUCTION

Reversible computing is an emerging paradigm that adopts a physical principle of reality
into a computation model without information erasure. Reversible computing extends the
standard forward-only mode of computation with the ability to execute in reverse as easily
as forward. Reversible computing is a necessity in the context of quantum computing and
some bio-inspired computation models. Regardless of the physical motivation, bidirectional
determinism is interesting in its own right. The potential benefits include the design
of innovative reversible architectures (e.g., [28, 27, 30]), new programming models and
techniques (e.g., [32, 15, 23]), and the enhancement of software with reversibility (e.g., [6]).

1998 ACM Subject Classification: D.3.1, F.3.2.

Key words and phrases: Reversible computing, flowchart languages, structured programming, categorical
semantics, category theory.

This is the extended version of an article presented at MFPS XXXIII [14], extended with proofs that
previously appeared in the appendix, as well as new sections on soundness, adequacy, and full abstraction.

The authors acknowledge the support given by COST Action IC1405 Reversible computation: Extending
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2 GLUCK AND KAARSGAARD

The semantics of reversible programming languages are usually formalized using tradi-
tional metalanguages such as structural operational semantics or denotational semantics
based on complete partial orders. However, these are geared towards the definition of
conventional programming languages. The fundamental properties of a reversible language
are not naturally captured by these metalanguages and are to be shown individually for
each semantic definition, such as the required backward determinism and the invertibility of
object language programs.

This paper aims at providing a new categorical foundation specifically for formalizing
reversible programming languages, in particular the semantics of reversible structured
flowchart languages [29], which are the reversible counterpart of the structured programming
languages used today. This formalization is based on join inverse categories with a developed
notion of extensivity for inverse categories, which gives rise to natural representations of
predicates and assertions, and consequently to models of reversible structured flowcharts.
The goal is to provide a framework for modelling these languages, such that the reversible
semantic properties of the object language are naturally ensured by the meta language.

The semantic framework we are going to present in this paper covers the reversible
structured languages regardless of their concrete formation, such as atomic operations,
elementary predicates, and value domains. Reversible programming languages that are
instances of this computation model include the imperative language Janus [32] without
recursion, and the while languages R-WHILE and R-CORE with dynamic data structures [16, 17].
Further, unstructured reversible flowchart languages, such as reversible assembly languages
with jumps [12, 3], can be transformed into structured ones thanks to the structured reversible
program theorem [29].

Overview: In Section 2, we give an introduction to structured reversible flowchart
languages, while Section 3 describes the restriction and inverse category theory used as
backdrop in later sections. In Section 4, we warm up by developing a notion of extensivity
for inverse categories, based on extensive restriction categories and its associated concept of
decisions. Then, in Section 5, we put it all to use by showing how decisions may be used
to model predicates and ultimately also reversible flowcharts, and we show that these are
sound and adequate with respect to the operational semantics in Section 6. In Section 7,
we extend the previous theorems by giving a sufficient condition for full abstraction. In
Section 8, we show how to extract a program inverter from the categorical semantics, develop
a small language to exemplify our framework, and discuss other applications in reversible
programming. Section 9 offers some concluding remarks.

2. REVERSIBLE STRUCTURED FLOWCHARTS

Structured reversible flowcharts naturally model the control flow behavior of reversible
(imperative) programming languages in a simple diagrammatic representation, as classical
flowcharts do for conventional languages. A crucial difference is that atomic steps are
limited to partial injective functions and they require an additional assertion, an explicit
orthogonalizing condition, at join points in the control flow.

A structured reversible flowchart F' is built from four blocks (Figure 1): An atomic
step that performs an elementary operation on a domain X specified by a partial injective
function a : X — X; a while loop over a block B with entry assertion p; : X — Bool and exit
test po : X — Bool; a selection of block By or By with entry test p; : X — Bool and exit
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(a) Step (b) While loop (c) Selection (d) Sequence

Figure 1: Structured reversible flowcharts.

assertion po : X — Bool; and a sequence of blocks By and Bs. The operational semantics of
these are shown in Figure 2.

A structured reversible flowchart F' consists of one main block. Blocks have unique entry
and exit points, and can be nested any number of times to form more complex flowcharts.
The interpretation of F' consists of a given domain X (typically, a store) and a finite set of
partial injective functions a and predicates p : X — Bool. Computation starts at the entry
point of F' in an initial z¢ (the input), proceeds sequentially through the edges of F', and
ends at the exit point of F' in a final x,, (the output), if F' is defined on the given input.
Though the specific set of predicates depend on the flowchart language, they are often (as
we will do here) assumed to be closed under Boolean operators, in particular conjunction
and negation. The operational semantics for these are the same as in the irreversible case;
see Figure 3.

The assertion p; in a reversible while loop (marked by the circle [32]) is a new flowchart
operator: the predicate p; must be true when the control flow reaches the assertion along
the t-edge, and false when it reaches the assertion along the f-edge; otherwise, the loop is
undefined. The test ps (marked by a diamond) has the usual semantics. This means that B
in a loop is repeated as long as p; and ps are false.

The selection has an assertion po, which must be ¢rue when the control flow reaches the
assertion from Bi, and false when the control flow reaches the assertion from Bs; otherwise,
the selection is undefined. As usual, the test p; selects By or By. The assertion makes the
selection reversible.

Despite their simplicity, reversible structured flowcharts are reversibly universal [2],
which means that they are computationally as powerful as any reversible programming
language can be. Given a suitable domain X for finite sets of atomic operations and
predicates, there exists, for every injective computable function f : X — Y, a reversible
flowchart F' that computes f.

Reversible structured flowcharts (Figure 1) have a straightforward representation as
program texts defined by the grammar

B == a | fromploop Buntilp | if pthen Belse Bfip | B;B

It is often assumed, as we will do here, that the set of atomic steps contains a step skip
that acts as the identity. Reversible structured flowcharts defined above corresponds to the
reversible language R-WHILE [16], but their value domain, atomic functions and predicates
are unspecified. As a minimum, a reversible flowchart needs blocks (a,b,d) because selection
(c) can be simulated by combining while loops that conditionally skip the body block or
execute it once. R-CORE [17] is an example of such a minimal language.
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4 GLUCK AND KAARSGAARD

okc o o'Fey | o
ok skip o obci;eala”
ocbpltt okeclo o'bFqltt obplff obcecld dbtqlff
o Fif p then ¢; else ¢ fi ¢ | o’ o Fif p then ¢ else ¢ fi ¢ | o’
ocbplitt obFqlit okFplff okFqlit
o+ from p loop cuntil g | o o b loop[p,c,q| | o

obplff obFqlff obFclo o' Flooplp,c,qllo”
o & loop[p, ¢, q] | o”

ocbpltt obqlff obclo o Flooplp,cqll o’
o F from p loop c until g | o”

Figure 2: Operational semantics for the reversible flowchart structures.

okttt o LA
obFplitt okFplff
ocFnotpl ff ocFmnotpl tt
ocbpltt obqltt obplitt ockbqlff
ockFpandql it ockFpandql ff
obplff  obqlil obplff obqllff
ckFpandql ff ockFpandql ff

Figure 3: Operational semantics for Boolean predicates.

3. RESTRICTION AND INVERSE CATEGORIES

The following section contains the background on restriction and inverse category theory
necessary for our later developments. Unless otherwise specified, the definitions and results
presented in this section can be found in introductory texts on the subject (e.g., [13, 18, 8,
9, 10)).

Restriction categories [8, 9, 10] axiomatize categories of partial maps. This is done by
assigning to each morphism f a restriction idempotent f, which we think of as a partial
identity defined precisely where f is. Formally, restriction categories are defined as follows.

Definition 1. A restriction category is a category % equipped with a combinator mapping

each morphism A L Btoa morphism A ENY) satisfying
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CATEGORICAL FOUNDATIONS FOR REVERSIBLE FLOWCHART LANGUAGES 5

(i) fI =/ (iii) fg= T@and
(i) gf = 9, (iv) 9f = faf

for all suitable g.

As an example, the category Pfn of sets and partial functions is a restriction category,
with f(x) = x if f is defined at x, and undefined otherwise. Note that being a restriction
category is a structure, not a property; a category may be a restriction category in several
different ways (e.g., assigning f = id for each morphism f gives a trivial restriction structure
to any category).

In restriction categories, we say that a morphism A i> B is total if f = idy, and a

t
partial isomorphism if there exists a (necessarily unique) partial inverse B T A such that
fif=7Fand fft = fT. Isomorphisms are then simply the total partial isomorphisms with
total partial inverses. An inverse category can then be defined as a special kind of restriction
categoryl.

Definition 2. An inverse category is a restriction category where each morphism is a partial
isomorphism.

Every restriction category % gives rise to an inverse category Inv(%), which has as
objects all objects of €, and as morphisms all of the partial isomorphisms of %". As such,
since partial isomorphisms in Pfn are partial injective functions, a canonical example of an
inverse category is the category Inv(Pfn) = PInj of sets and partial injective functions.

Since each morphism in an inverse category has a unique partial inverse, as also suggested
by our notation this makes inverse categories canonically dagger categories [25], in the sense
that they come equipped with a contravariant endofunctor (—) satisfying f = fT and
idl, = id A for each morphism f and object A.

Given two restriction categories ¥ and &, the well-behaved functors between them are
restriction functors, i.e., functors F satisfying F(f) = F(f). Analogous to how regular
semigroup homomorphisms preserve partial inverses in inverse semigroups, when ¥ and 2
are inverse categories, all functors between them are restriction functors; specifically they
preserve the canonical dagger, i.e., F(fT) = F(f).

3.1. Partial order enrichment and joins. A consequence of how restriction (and inverse)
categories are defined is that hom sets € (A, B) may be equipped with a partial order given
by f < g iff gf = f (this extends to an enrichment in the category of partial orders and
monotone functions). Intuitively, this states that f is below g iff g behaves exactly like f
when restricted to the points where f is defined. A sufficient condition for each € (A, B)
to have a least element is that € has a restriction zero; a zero object 0 in the usual sense

0 0
which additionally satisfies A 24 A=A 22 A for each endo-zero map 04,4.

One may now wonder when %’ (A, B) has joins as a partial order. Unfortunately, €' (A, B)
has joins of all morphisms only in very degenerate cases. However, if instead of considering
arbitrary joins we consider joins of maps that are somehow compatible, this becomes much
more viable.

1This is a rather modern definition due to [8]. Originally, inverse categories were defined as the categorical
extensions of inverse semigroups; see [22].
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6 GLUCK AND KAARSGAARD

Definition 3. In a restriction category, say that parallel maps f and g are disjoint iff
fg =0; and compatible iff fg=gf.

It can be shown that disjointness implies compatibility, as disjointness is expectedly
symmetric. Further, we may extend this to say that a set of parallel morphisms is disjoint iff
each pair of morphisms is disjoint, and likewise for compatibility. This gives suitable notions
of join restriction categories.

Definition 4. A restriction category % has compatible (disjoint) joins if it has a restriction
zero, and satisfies that for each compatible (disjoint) subset S of any hom set € (A, B), there
exists a morphism \/ 4 s such that

(i) s <V egsforalse S, and s <t forall s €S implies \/,cg5 < t;

(H) \/365 §= \/SES S;
(i) f (Vses5) = Vees(fs) forall f: B — X; and
(iv) (Vees5) 9= Veg(sg) forall g: Y — A

For inverse categories, the situation is a bit more tricky, as the join of two compatible
partial isomorphisms may not be a partial isomorphism. To ensure this, we need stronger
relations:

Definition 5. In an inverse category, say that parallel maps f and g are disjoint iff fg =10
and fTgt = 0; and compatible iff fg = gf and fTgt = g f1.

We may now extend this to notions of disjoint sets and compatible sets of morphisms in
inverse categories as before. This finally gives notions of join inverse categories:

Definition 6. An inverse category ¢ has compatible (disjoint) joins if it has a restriction
zero and satisfies that for all compatible (disjoint) subsets S of all hom sets € (A, B), there
exists a morphism Vgegs satisfying (i) — (iv) of Definition 4.

A functor F' between restriction (or inverse) categories with joins is said to be join-
preserving when F(\/ ;.4 5) = \/,cq F(5).

3.2. Restriction coproducts, extensivity, and related concepts. While a restriction
category may very well have coproducts, these are ultimately only well-behaved when all
coproduct injections are total; if this is the case, we say that the restriction category has
restriction coproducts. If a restriction category has all finite restriction coproducts, it also
has a restriction zero serving as unit.

In [10], it is shown that the existence of certain maps, called decisions, in a restriction
category € with restriction coproducts leads to the subcategory Total(%’) of total maps being
extensive (in the sense of, e.g., [5]). This leads to the definition of an extensive restriction
categoryz.

Definition 7. A restriction category is said to be extensive (as a restriction category) if it
has restriction coproducts and a restriction zero, and for each map A B + C there is a

unique decision A Q A+ A satisfying

2The name is admittedly mildly confusing, as an extensive restriction category is not extensive in the
usual sense. Nevertheless, we stay with the established terminology.
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CATEGORICAL FOUNDATIONS FOR REVERSIBLE FLOWCHART LANGUAGES 7

(D.1): V(f) = f and (D.2): (f+ f)(f) = (k1 + K2)f.

In the above, V denotes the codiagonal [id,id]. A consequence of these axioms is that
each decision is a partial isomorphism; one can show that (f) must be partial inverse to

[/{J{ f, IQ; f] (see [10]). Further, when a restriction category with restriction coproducts has

finite joins, it is also extensive with (f) = /€1/<;J{ fv Iﬁ:glﬁ; f. As an example, Pfn is extensive

withA—<I>—>A+Af0rAi>B+C’givenby

k1(x) if f(x) = Kk1(y) for some y € B
(fH(x) =14 ka(x) if f(x) = Kka(z) for some z € C
undefined if f(x) is undefined

While inverse categories only have coproducts (much less restriction coproducts) in very
degenerate cases (see [13]), they may very well be equipped with a more general sum-like
symmetric monoidal tensor, a disjointness tensor.

Definition 8. A disjoininess tensor on a restriction category is a symmetric monoidal
restriction functor — @ — satisfying that its unit is the restriction zero, and that the canonical
maps
—1 . -1 .
m=Af54002% AgB Mm=B2-0eBY% AeB
are jointly epic, where p respectively A is the left respectively right unitor of the monoidal
functor — @ —.

It can be straightforwardly shown that any restriction coproduct gives rise to a disjoint-
ness tensor. A useful interaction between compatible joins and a join-preserving disjointness
tensor in inverse categories was shown in [4, 21], namely that it leads to a f-trace (in the
sense of [20, 26]):

Proposition 1. Let € be an inverse category with (at least countable) compatible joins and
a join-preserving disjoinitness temnsor. Then € has a trace operator given by

T p(f) = fu v \/ fafaahfi

new

satisfying Tr%ﬁ(f)T = TrfiB(fT), where fi; = H}fﬂi.

4. EXTENSIVITY OF INVERSE CATEGORIES

As discussed earlier, extensivity of restriction categories hinges on the existence of certain
partial isomorphisms — decisions — yet their axiomatization relies on the presence of a map
that is not a partial isomorphism, the codiagonal.

In this section, we tweak the axiomatization of extensivity of restriction categories to
one that is equivalent, but additionally transports more easily to inverse categories. We then
give a definition of extensitivity for inverse categories, from which it follows that Inv(%’) is
an extensive inverse category when % is an extensive restriction category.

Recall that decisions satisfy the following two axioms:
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8 GLUCK AND KAARSGAARD

(D.1): V(f) = f and (D.2): (f + /)(f) = (k1 + k) f

As mentioned previously, an immediate problem with this is the reliance on the codi-
agonal. However, intuitively, what (DD.1) states is simply that the decision (f) cannot do
anything besides to tag its inputs appropriately. Using a disjoint join, we reformulate this
axiom to the following:

(D*.1): (5](/)) V (k3(f)) = T
Note that this axiom also subtly states that disjoint joins of the given form always exist.
Say that a restriction category is pre-extensive if it has restriction coproducts, a restriction

zero, and a combinator mapping each map A 5B + C to a pre-decision A ﬂ> A+ A (with

no additional requirements). We can then show the following:
Theorem 4.1. Let € be a pre-extensive restriction category. The following are equivalent:

(i) € is an extensive restriction category.
(ii) Every pre-decision of € satisfies (D.1) and (D.2).
(i1i) Every pre-decision of € satisfies (D’.1) and (D.2).

To show this theorem, we will need the following lemma:

Lemma 4.2. In an extensive restriction category, joins of the form (f +0)V (0 + g) ewxist

for all maps A i> B and C % D and are equal to f+ g.

Proof. By [7], for any map A i>7B—i—C’ in an extensive restriction category, h = (H]ih) v (/@Eh).
But then f+g = (k1 f +g) V (kb f +g) = ({d+0f +g) V (0+idf +g) = (f +0) V (0+g).[]
We can now continue with the proof.

Proof. The equivalence between (i) and (ii) was given in [10]. That (ii) and (iii) are equivalent
follows by
(RN V (55(1)) = ([, 00£) v ([0,id){f))

= (Vid 4+ 0(f)) Vv (VO +id(f))

= V(id + 0V 0 +id)(f)

= V(id +id)(f) = V()
where we note that the join id + 0 vV 0 + id exists and equals id 4 id when every pre-
decision satisfies (D.1) and (D.2) by Lemma 4.2. That the join also exists when every pre-
decision satisfies (D’.1) and (D.2) follows as well, since the universal mapping property for

coproducts guarantees that the only map g satisfying (k1+r2)+(k1+k2)g = (k1+k2)(k1+K2)
is K1 + Ko itself, so we must have (k1 + ko) = K1 + Ko, and

(id +0) v (0 +1d) = &} V & = (s16) V (26}
= (k] (k1 + K2)) V KL (K1 + K2))
=K1+ kg =id +id

which was what we wanted. L]
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CATEGORICAL FOUNDATIONS FOR REVERSIBLE FLOWCHART LANGUAGES 9

Another subtle consequence of our amended first rule is that /11( f) is its own restriction

idempotent (and likewise for Ii;) since ﬁ‘i(f> < (/ﬁ?{(f» v (ﬁ;<f>) = f < id, as the maps
below identity are precisely the restriction idempotents.

Our next snag in transporting this definition to inverse categories has to do with the
restriction coproducts themselves, as it is observed in [13] that any inverse category with
restriction coproducts is a preorder. Intuitively, the problem is not that unicity of coproduct
maps cannot be guaranteed in non-preorder inverse categories, but rather that the coproduct

map A+ B M C' in a restriction category is not guaranteed to be a partial isomorphism
when f and g are.

For this reason, we will consider the more general disjointness tensor for sum-like
constructions rather than full-on restriction coproducts, as inverse categories may very well
have a disjointness tensor without it leading to immediate degeneracy. Notably, PInj has
a disjointness tensor, constructed on objects as the disjoint union of sets (precisely as the
restriction coproduct in Pfn, but without the requirement of a universal mapping property).
This leads us to the following definition:

Definition 9. An inverse category with a disjointness tensor is said to be extensive when

each map A 4B @ C has a unique decision A —@—> A @ A satisfying

(D’.1): (I} (f) v AL§(f)) = f
(D’.2): (f& f)(f) = 1 @ 1) f.

As an example, PInj is an extensive inverse category with the unique decision A ﬁ

A @& A for a partial injection A ENy? @ C given by

I (x) if f(z) =1I;(y) for some y € B
(fY(x) =< La(z) if f(z) =1la(z) for some z € C
undefined if f(x) is undefined

Aside from a shift from coproduct injections to the quasi-injections of the disjointness tensor,
a subtle change here is the notion of join. That is, for restriction categories with disjoint
joins, any pair of maps f, g with fg = 0 has a join — but for inverse categories, we additionally
require that their inverses are disjoint as well, i.e., that fTgt = 0, for the join to exist.
In this case, however, there is no difference between the two. As previously discussed, a
direct consequence of this axiom is that each HI( f) must be its own restriction idempotent.
Since restriction idempotents are self-adjoint (i.e., satisfy f = f1), they are disjoint iff their
inverses are disjoint.

Since restriction coproducts give rise to a disjointness tensor, we may straightforwardly
show the following theorem.

Theorem 4.3. When € is an extensive restriction category, Inv(%) is an extensive inverse
category.

Further, constructing the decision (f) as (Hlﬂif) v (HQH;]C) (i.e., mirroring the con-
struction of decisions in restriction categories with disjoint joins), we may show the following.

Theorem 4.4. Let € be an inverse category with a disjointness tensor, a restriction zero,
and finite disjoint joins. Then € is extensive as an inverse category.
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10 GLUCK AND KAARSGAARD

5. MODELLING STRUCTURED REVERSIBLE FLOWCHARTS

In the following, let € be an inverse category with (at least countable) compatible joins and
a join-preserving disjointness tensor. As disjoint joins are compatible, it follows that € is an
extensive inverse category with a (uniform) f-trace operator.

In this section, we will show how this framework can be used model reversible structured
flowchart languages. First, we will show how decisions in extensive inverse categories can
be used to model predicates, and how this representation extends to give very natural
semantics to reversible flowcharts corresponding to conditionals and loops. Then we will use
the “internal program inverter” given by the canonical dagger functor on ¢ to extract a
program inverter for reversible flowcharts.

5.1. Predicates as decisions. In suitably equipped categories, one naturally considers
predicates on an object A as given by maps A — 1 + 1. In inverse categories, however,
the mere idea of a predicate as a map of the form A — 1 & 1 is problematic, as only very
degenerate maps of this form are partial isomorphisms. In the following, we show how
decisions give rise to an unconventional yet ultimately useful representation of predicates.
To our knowledge this representation is novel, motivated here by the necessity to model
predicates in a reversible fashion, as decisions are always partial isomorphisms.

The simplest useful predicates are the predicates that are always true respectively always
false. By convention, we represent these by the left respectively right injection (which are
both their own decisions),

[tt] = 10,

[ff] = L.
Semantically, we may think of decisions as a separation of an object A into witnesses and
counterexamples of the predicate it represents. In a certain sense, the axioms of decisions
say that there is nothing more to a decision than how it behaves when postcomposed with
HJ{ or H;. As such, given the convention above, we think of HJ{ (p) as the witnesses of the
predicate represented by the decision (p), and Hg (p) as its counterexamples.

With this in mind, we turn to boolean combinators. The negation of a predicate-
as-a-decision must simply swap witnesses for counterexamples (and vice versa). In other
words, we obtain the negation of a decision by postcomposing with the commutator v of the
disjointness tensor,

[not p] =~ [p].
With this, it is straightforward to verify that, e.g., [not ¢t] = [ff], as

[not t] =AII; =~4id @ 0p ' = 0@ idyp ' = 0@ id\ ! = Iy = [ff].

For conjunction, we exploit that our category has (specifically) finite disjoint joins, and
define the conjunction of predicates-as-decisions [p] and [¢] by

[p and q] = (L] [p] 11} [q]) v (Ta(15 [p] v 11} [a]) o] Ta]-
The intuition behind this definition is that the witnesses of a conjunction of predicates is
given by the meet of the witnesses of the each predicate, while the counterexamples of a
conjunction of predicates is the join of the counterexamples of each predicate. Note that
this is then precomposed with [p] [¢] to ensure that the result is only defined where both p
and g are; this gives
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Noting that the meet of two restriction idempotents is given by their composition, this
is precisely what this definition states. Similarly we define the disjunction of [p] and [¢] by

[p or q] = (LT [p] v I1} [a])) v (1T [p] 11} [a])) ] [al:
as [p or ¢] then has as witnesses the join of the witnesses of [p] and [¢], and as counterex-
amples the meet of the counterexamples of [p] and [¢q]. With these definitions, it can be
shown that, e.g., the De Morgan laws are satisfied. However, since we can thus construct
this from conjunctions and negations, we will leave disjunctions as syntactic sugar.
That all of these are indeed decisions can be shown straightforwardly, as summarized in
the following closure theorem.

Theorem 5.1. Decisions in € are closed under Boolean negation, conjunction, and dis-
Junction.

5.2. Reversible structured flowcharts, categorically. To give a categorical account of
structured reversible flowchart languages, we assume the existence of a suitable distinguished
object ¥ of stores, which we think of as the domain of computation, such that we may give
denotations to structured reversible flowcharts as morphisms > — 3.

Since atomic steps (corresponding to elementary operations, e.g., store updates) may
vary from language to language, we assume that each such atomic step in our language has
a denotation as a morphism > — 3. In the realm of reversible flowcharts, these atomic
steps are required to be partial injective functions; here, we abstract this to require that
their denotation is a partial isomorphism (though this is a trivial requirement in inverse
categories).

Likewise, elementary predicates (e.g., comparison of values in a store) may vary from
language to language, so we assume that such elementary predicates have denotations as
well as decisions ¥ — X @ X. If necessary (as is the case for Janus [32]), we may then close
these elementary predicates under boolean combinations as discussed in the previous section.

To start, we note how sequencing of flowcharts may be modelled trivially by means of

composition, i.e.,

[e1 5 c2] = [e2] [ea]
or, using the diagrammatic notation of flowcharts and the string diagrams for monoidal
categories in the style of [26] (read left-to-right and bottom-to-top),

[ idaie] = ]l

To extend this elementary model to one that additionally models reversible conditionals,

we observe that the partial inverse to a decision is precisely its corresponding assertion.

Intuitively, a decision separates an object into witnesses (in the first component) and

counterexamples (in the second). As such, the partial inverse to a decision must be defined

only on witnesses in the first component, and only on counterexamples in the second.
With this in mind, we achieve a denotation of reversible conditionals as

[if p then c; else ¢y fi q] = ﬂqﬂt [e1] @ [e2] [p]
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or, as diagrams

l |
[ea]
= [r] lq]
[ea]

For reversible loops, we use the f-trace operator to obtain the denotation
[from p loop c until ¢] = Tr%yz(idg @ [c] [q] [p])

or diagrammatically

= la]' [p]

That this has the desired operational behavior follows from the fact that the -trace operator
is canonically constructed in join inverse categories as

TSy (f) = fuv \ fafhfi

new

Recall that f;; = H} fI;. As such, for our loop construct defined above, the fii-cases
correpond to cases where a given state bypasses the loop entirely; fa1 fi2 (that is, for n = 0)
to cases where exactly one iteration is performed by a given state before exiting the loop;
fo1f22 f12 to cases where two iterations are performed before exiting; and so on. In this way,
the given trace semantics contain all successive loop unrollings, as desired. We will make
this more formal in the following section, where we show soundness and adequacy for these
with respect to the operational semantics.

In order to be able to provide a correspondence between categorical and operational
semantics, we also need an interpretation of the meta-command loop. While it may not be
so clear at the present, it turns out that the appropriate one is

[[l()ﬂ[p, c, q]]] = \/ ﬂ[p, C, Q}Zlﬁ[pa ¢, Q]QQ

new

where 8[p, ¢, q] = ids &[] [q] [p], i.e., the inner part of the interpretation of the from-loop.

While it may seem like a small point, the mere existence of a categorical semantics in
inverse categories for a reversible programming language has some immediate benefits. In
particular, that a programming language is reversible can be rather complicated to show
by means of operational semantics (see, e.g., [32, Sec. 2.3]), yet it follows directly in our
categorical semantics, as all morphisms in inverse categories have a unique partial inverse.

6. SOUNDNESS AND ADEQUACY

Soundness and adequacy (see, e.g., [11]) are the two fundamental properties of operational
semantics with respect to their denotational counterparts, as soundness and completeness
are for proof systems with respect to their semantics. In brief, soundness and adequacy state
that the respective notions of convergence of the operational and denotational semantics are
in agreement.
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In the operational semantics, the notion of convergence seems straightforward: a
program p converges in a state o if there exists another state ¢’ such that o - p | o’. On
the denotational side, it seems less obvious what a proper notion of convergence is.

An idea (used by, e.g., Fiore [11]) is to let values (in this case, states) be interpreted as
total morphisms from some sufficiently simple object I into an appropriate object V' (here,
we will use our object ¥ of states). In this context, the notion of convergence for a program
p in a state o is then that the resulting value (state) [p] [o] is again, a state — i.e., it is total.
Naturally, this approach requires machinery to separate total maps from partial ones. As
luck would have it, inverse categories fit the bill perfectly, as they can be regarded as special
instances of restriction categories.

To make this idea more clear in the current context, and to allow us to use the established
formulations of soundness and adequacy, we define a model of a structured reversible flowchart
language to be the following;:

Definition 10. A model of a structured reversible flowchart language £ consists of a join
inverse category % with a disjointness tensor, further equipped with distinguished objects I
and X satisfying

(i) the identity and zero maps on I are distinct, i.e., idr # 07,1,
(i) if 1 5 I is a restriction idempotent then e = id; or e = 07,7, and

[o]

(ili) each L-state o is interpreted as a total morphism I —= ¥,

Here, we think of I as the indexing object, and % as the object of states. In irreversible
programming languages, the first two conditions in the definition above are often left out,
as the indexing object is typically chosen to be the terminal object 1. However, terminal
objects are degenerate in inverse categories, as they always coincide with the initial object
when they exist — that is, they are zero objects. For this reason, we require instead the
existence of a sufficiently simple indexing object, as described by these two properties. For
example, in PInj, any one-element set will satisfy these conditions.

Even further, the third condition is typically proven rather than assumed. We include
it here as an assumption since structured reversible flowchart languages may take many
different forms, and we have no way of knowing how the concrete states are formed. As
such, rather than limiting ourselves to languages where states take a certain form in order
to show totality of interpretation, we instead assume it to be able to show properties about
more programming languages.

This also leads us to another important point: We are only able to show soundness and
adequacy for the operational semantics as they are stated, i.e., we are not able to take into
account the specific atomic steps (besides skip) or elementary predicates of the language.

As such, soundness and adequacy (and what may follow from that) should be understood
conditionally: If a structured reversible flowchart language has a model of the form above
and it is sound and adequate with respect to its atomic steps and elementary predicates,
then the entire interpretation is sound and adequate as well.

We begin by recalling the definition of the denotation of predicates and commands in a
model of a structured reversible flowchart language from Section 5.

Definition 11. Recall the interpretation of predicates in £ as decisions in 4
(i) [tﬂ] =1,

(i) [f] = Mo,

(iii) [not p] =~ [p],
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14 GLUCK AND KAARSGAARD

() [p and q] = (W11} [p]) 11} ol ) v (112 (11} (9] v 11} [a] ) ) D] Tal-

Definition 12. Recall the interpretation of commands in £ (and the meta-command loop)
as morphisms ¥ — X in %

(i) [skip] = ids,
(i) [e1 5 e2] = [e2] [en],
(iii) [if p then c; else ¢; fi q] = [q]" ([e1] @ [ea]) [2],
(iv) [from p loop c until ¢] = Trgz(ﬁ[p, ¢, q]), and
(V) [[@[p, Cy QH] = Vnew 6[27; ¢, q]QIﬁ[pv G Q]gg
where S[p, ¢, q] = (ids @ []) [4] [[p]]]L : X @Y — X @ X. Note also that f;; = H}fﬂi.

The overall strategy we will use to show soundness and adequacy for programs is to
start by showing it for predicates. To begin to tackle this, we first need a lemma regarding
the totality of predicates.

Lemma 6.1. Let p and q be L-predicates. It is the case that

(i)]—[[ELEmE@Z andl%EﬂZ@E are total,

(i) 13 5 B P oo s i total it T 15 5 P w5 is, and

(i) 1 X s Pendd oo i total it 1 K s Pl oy and 1 ¥ s M s o5 poin
are.

Proof. For (i), it follows that

[ 1] = 0 [o] = Ty [o] = ids [o] = [o] = idy,
where the final equality follows by the definition of a model. The case for ff is entirely

analogous.
For (ii), we have that

[not p] [o] =~ [Pl lo] =7 [Pl [o] = idses [p] [o] = [p] [o]

which implies directly that I —[[E]]—> b M > @ X is total iff 1 —[[z]]—> DM JBH% DINDINTN

For (iii), it suffices to show that [p and ¢] [o] = [p] [¢][q] [¢], since [p] [¢] = [4] [¢] =
id; then yields [p and ¢] [o] = id;id; = id; directly; the other direction follows by the fact
that if gf = id then id = gf = gff = idf = f (and analogously for g).

We start by observing that

[p] To] = (1] [p]) v (111 []) [o]
(ILIT] [p] [0]) V (I11T [p] [o]))

(
(
(1 [o] 10} [p] [o]) v (U2 [o] 115 [p] [0])
(
(

(1 [o] 11} [p] [o]) V (112 [o] 1T} [1] []))
(T [o]11] [p] []) v (T3 [T [p] [o])
=11} [p] [o] v 115 [p] [o]
= 11{ [p] [o] v 115 [p] [0]
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where II [o] = II3 [o] = id; follows by (i), and 11! [p] = 11! [p] and 11}, [p] = 11}, [p] follow
by [p] a decision. We may establish by analogous argument that

[a] To] =11} [o] [o] v 11} [4] [0]
as well. In the following, let o, = [p] [¢] and o, = [¢] [o]. We have

[p and q] [o] = (1] [p] o1 10} [al [o]) v (11} [p1 [0 v 153 [a] [0]) ) TPD [T Tal o

HJ{UP Hiaq) V (Hgap @) \Y% (Hgoq Fp)
Hgap (Hiaq \Y% Hgaq>> v (Hgaq (H{Up \% Hgap))

Hgap HJ{aq) \Y (Hgap H;O'q> \Y (Hgaq HJlrap) \Y, (Hgaq Hgap>

(
(
(1o ey 7 77) v (thoy 7 73) v (Lo
— (o, 7 o, 77) v (1o 7 7) v (1o 7 )
(
(
(
(

Il
=
%Q
=
Q
£}
N—
<
/N N N

which was what we wanted. L]

A common way to show soundness (see, e.g., [11]) is to show a kind of preservation
property; that interpretations are, in a sense, preserved across evaluation in the operational
semantics. This is shown in the following lemma:

Lemma 6.2. If o p | b then [p] [o] = [b] [o]-

Proof. By induction on the structure of the derivation D of o - p | b.
e Case D = ————. We trivially have [tt] [o] = [¢t] [o]-

ottt

e Case D = —————. Again, we trivially have o = ol.
ST y have [ (o] = 171 o]
__9p

.CaseD_al—noth,jj‘“

By induction we have that [p] [¢] = [tt] [c] = II; [¢]. But then [not p] [¢] =
vlpl ol =~ [o] = Oz [o] = [F] o]

o Case D = M.

oFnotpltt

By induction we have that [p][¢] = [ff][c] = Lz2[o]. Thus [not p] o] =

7Pl o] = v Uz [o] =101 [o] = [#] [].
.CaseD:al—pitt obqltt
ocFpandql] it
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By induction [p] [o] = [tt] [e] = i [o] and [¢] [o] = [tt] [o] = Wi [o]. We

compute
[p and q] [o] = (111} [p] 11} [a] ) v (112 (114 [p] v 11} a1 ) ) To] Tl [o]

— (M [ 1] 2] [o] 10} o [o]) v (e o] (11} [ [0 v 11} [g] [] ) )
[Pl 1] Tal [o]

= (W [ 1y o] 1} 11y [o]) v (10 [o] (1] 11y [o] v 11} 10y o] ))
10 [o] 10 [o]

— (M [T ToT) v (Me [o] (05,2 [oT v 0 [01) ) To] [l

= (I [o]) v (112 [0] (07,1 V Or,1)) [o]

= (Iy [o]) v (U2 [¢] Or,r) [o]

= (I [o]) v 0r,50m) 0]

— 1 [o] [o] = 1 [] = [#] [0].

ckFplff obqltt
ocbFpandql ff

By induction [p] [¢] = [ff] [e] = Uz [¢] and [q] [¢] = [¢t] [¢] = 11 [o].

e Case D =

[p and q] [o] = (111} [p] 11} [al ) v (U2 (12} [p] v 11} g1 ) ) To1 Tl [o]
= (W [ 11} ) [o] 11} [l [o1) v (102 o] (11} 191 [ v 11} [g] [] ) )
[r]lo] [a] [o]
- @JlmﬁlllﬂzﬂaﬂLﬂlllmﬁ)\v<15[aﬂ(Hglb[aﬂv11;H¢ﬂ0ﬂ>)
10 [o] I [o]
(1 [o1 055 o1 [oT) v (12 [o] ([T v 5.5 [01) ) Tl ToT
(1 [l 07, ToT) v (112 o] (ToT v 01.r) ) T
= (01,2@2 Vv (HQ [o] H)) [o]
=1, [0 o To] = 112 [o] = [7] []

obplitt ocbFqlff

ocbFpandql| ff
oFplff UFqiﬁ‘

ockFpandql ff

e Case D = , similar to the previous case.

e Case D =
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By induction [p] [o] = [§] [o] = U2 [o] and [q] [+] = [F] [o] = 112 [+].
[p and q] [o] = (1011} [p] 10} [q] ) v (1o (11} [p] v 113 [a] ) ) ][] o]

= (W [ 1] ) [o] 10} [l [oT) v (e o] (1] [ [T v 11} [g] [1 ) )
[r][o] [a] [o]

::(U@[aﬂulrbﬂaﬂ1ﬂ112m4>~v(1b[aﬂ(HQL@[aﬂV]IQUQﬂaﬂ)>
I [o] 11 [0]

= (Hl lo]0sx [o] Os,x [[U]]> Vv (HQ lo] (HVH» [o] [o]

= (1 [0 01,) V (12 [o] [oT ) [T

= (0rngxn V (Hz [o] H)) [o]

=11, [o] [T [o] = 112 [o] = [FT [o].

With this done, the soundness lemma for predicates follows readily.
Lemma 6.3. If there exists b such that o & p | b then [p] [o] is total.

Proof. Suppose there exists b such that ¢ F p | b by some derivation. It follows by
the operational semantics that b must be either ¢f or ff, and in either case it follows by
Lemma 6.1 (i) that [b] [o] is total, i.e., [b] [o] = id;. Applying the derivation of o - p | b to
Lemma 6.2 yields that [p] [o] = [b] [¢], so specifically [p] [¢] = [b] [¢] = ids, as desired. []

Adequacy for predicates can then be shown by induction on the structure of the predicate,
and by letting Lemma 6.1 (regarding the totality of predicates) do much of the heavy lifting.

Lemma 6.4. If [p] [o] is total then there exists b such that o = p | b.

Proof. By induction on the structure of p.
C = tt. Th F ittt by ———.
e Case p en o J yal—ttitt

L] Casep:ﬁ Thenaf—ﬁiﬁ by m

e Case p = not p'. Since [not p] [o] is total, it follows by Lemma 6.1 that [p'] [o] is
total as well, so by induction, there exists b such that o F p’ | b by some derivation
D. We have two cases to consider: If b = tt, D is a derivation of o - p’ | tt, and so
we may derive o - not p’ | ff by

D
okp |t
otFnot p | ff
If on the other hand b = ff, D is a derivation of o F p’ | ff, and we may use the
other not-rule with D to derive

D
op L ff
oFnotyp |t
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18 GLUCK AND KAARSGAARD

e Case p = ¢ and r. Since we have that [¢ and r] [o] is total, by Lemma 6.1, so are
lq] [e] and [r] [¢]. Thus, it follows by induction that there exist by and by such that
o F q | by respectively o - r | bs by derivations D; respectively Dy. This gives us
four cases depending on what by and be are. Luckily, these four cases match precisely
the four different rules we have for and: For example, if by = t¢t and by = ff, we may
derive o g and r | ff by

Dy Dy
obql it ckFrlff
ocbgandr | ff

and so on.

L

With soundness and adequacy done for the predicates, we turn our attention to com-
mands. Before we can show soundness, we will need a technical lemma regarding the
denotational behaviour of loop bodies in states ¢ when the relevant predicates are either
true or false (see Definition 12 for the definition of the loop body f[p, ¢, q]).

Lemma 6.5. Let o be a state, and p and q be predicates. Then

(1) Ifotpl tt and o & g tt then Blp,c,ql11 [o] = [o],

(2) If o =pl ff and o q | tt then Bp,c, gl [o] = [o],

(3) Ifopl tt and o & q | ff then B[p,c,ql12 [o] = [c] [¢], and
(4) If o=p L ff and o & q | ff then B[p,c,ql2e [o] = [c] [o]-

Further, in each case, for all other choices of i and j, B[p,c,qlij [o] = 0rx.

Proof. For (1), suppose o Fp | tt and o - g | tt, so by Lemma 6.2, [p] [¢] = [tt] [¢] =
I1; [o] and [q] [e] = [#t] [¢] = L1 [¢]. We have

Blp. ¢, dl [o] = Wi (ids @ []) [a] [p] I [0] = W} (ids @ [¢]) [a] [p]" [¢] [0]
= I} (idx: & [c]) [q) [7] [o] = 1T} (ids: @ [c]) [q] [o] [p] [o]
= 1if (ids; & [¢]) Iy [o] T, [o] = 11} (ids; @ [c]) Ty [o]
=1l 11, ids, [o] = 0 [o] = ids [o] = [o] -
The proof of (2) is analogous to that of (1).
For (3), suppose o - p | tt and o F g | ff, so by Lemma 6.2, [p] [o] = [¢¢] [o] = 111 [o]
and [q] [¢] = [ff] [e] = Uz [o]. We compute
Blp. ¢, iz [o] = 1i(ids @ [¢]) [al [p]" 1L [o] = 1Li(ids @ [€]) [a] [p]" [p] [o]
= 1i(ids @ []) [¢] [p] [o] = 1 (ids @ [c]) [g] [o] [] [o]
— 11} (ids; & [e]) 1 [0 1Ty [o] = 11} 113 [e] [o] T [o]
=10z [] [o] ids; [o] = ids: [¢] [o] [o] = [] [o]
The proof of (4) is analogous.
To see that in each case, for all other choices of ,j, B[p,c,qlij [o] = Orx, we show

a few of the cases where o - p | tt and o F ¢ | tt. The rest follow by the same line of
reasoning. Recall that when o Fp | tt and o F ¢ | tt we have [p] [o] = [tt] [o] = L1 [o]
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and [¢] [o] = [tt] [o] = L4 [o].
Blp, ¢, qhz [o] = W (ids & [¢]) [q] [p])" I [o] = Ij(ids & []) [q] [p]" [p] [o]
= 1i(ids; @ [c]) [¢] [P] [0] = W(ids & []) [¢] [o] [P] [2]
= 1Mi(ids & []) Iy [o] [p] [o] = 11 11, ids; [o] [p] [0]
= Oy xidy, [o] [p] [o] = Orx-
For S[p, ¢, qla1, we have
Blp, ¢, gl [o] = 1l (ids & [¢]) [g] [p]" 112 [o] = 1T (ids @ [e]) [q] [p]" 7 111 [o]
=11} (ids @ [e]) [q] [p]" v [p] [o] = 11} (idx: & [¢]) [4] []" [not p] [o]
= 11} (i & [¢]) [a] Ox,3 [0] = 01,5,
and so on. O]

With this lemma done, we turn our attention to the preservation lemma for commands
in order to show soundness.

Lemma 6.6. If ot c| o then [c] [o] = [¢'].

Proof. By induction on the structure of the derivation D of o ¢ | o’.

e Case D = o Fskiplo We have [skip] [¢] = idx, [o] = [o].

okec o o' eyl o

okFc el o
By induction, [¢1] [o] = [¢'] and [e2] [¢'] = [¢”]. But then

[e1 ;5 ea] [o] = [ea] [ex] [o] = [e2] [0] = [o”]

cbpltt obeclo o' Fqltt
ocFif pthencielsecy figl o

By induction, [e1] [¢] = [¢], and by Lemma 6.2, [p] [¢] = [¢] [¢] = 111 [o] and
lq] [o] = [¢t] [0] = 111 [o']. We compute:

[if p then ¢; else ¢ fi q] [o] = [q]" ([ea] @ [e2]) [p] [o] = [a]" ([ex] @ [e2]) 1 [o]
= [q]" 1y [ea] [o] = [a]" 1y [o'] = [a]" [a] [o']
=[dl [o'] = [0'] [a] [0'] = [0'] W1 [o']
= [T [o'] = [o'] ids [o] = [¢] ['] = ['] -

obplff obFeald dbqlff
ocFif pthencielsecy figl o

By induction, [e2] [o] = [¢’], and by Lemma 6.2, [p] [¢] = [[][c] = Uz [o] and

e Case D =

as desired.
e Case D =

e Case D =
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lql [e'] = [ [e'] = Uz [¢']. We have
[if p then ¢; else ¢, fi q] [o] = [¢]" (1] @ [e2]) [p] [0] = [a] ([er] & [e2]) T [o]
= [q]" 11z [e2] [0] = [g] " 12 [o'] = [4]" [4] [0']
=[d [o'] = [0'] [a] [0'] = [0'] T2 [o']
= [0 T2 [0'] = [o'] ids [0'] = [o'] [o'] = [¢'] -
ocbplit obFqlitt
o+ from p loop c until ¢ | o~

Since 0 - p | tt and o F g | tt, by Lemma 6.5 we get S[p,c,q]i1 [¢] = [o] and
Blp, ¢, qli2 [o] = 0r %, and so

[from p loop ¢ until ] [o] = Tr¥ 5 (B[, c. )

e Case D =

= (ﬁ[]% ¢,qn Vv \/ Blp. ¢, dlz1 Blp. c. )5, Blp,c, Q]12> [o]

new

= ((5[2% c,qlun [ol) v \/ Blp: ¢, dl21 Blp. c. )y Blp, ¢, gl M)

new

= [[U]] \ \/ B[pvch]Zl /B[pvc7Q]5L2 OI,E = [[U]] \/OI,E = [[U]] .

new

obpltt obqlff obclo o Flooplp,cqllo
o - from p loop c until g | o

e Case D =

By induction, [c] [¢] = [0'] and [loop[p, ¢, q]] [o'] = [¢"], and since o + p | ¢t and

ot ql ff, by Lemma 6.5 we get B[p, ¢, qli1 [o] = Orx and B[p, ¢, ¢l12 [o] = [] [o]-
Thus

[from p loop ¢ until q] [o] = Tr¥ 5 (Blp, c. )

= (ﬁ[p, c.qln Vv \/ Blp. ¢, qlz1 Blp.c.qls Blp,c, q]12> [o]

new

((5[@? g [o]) v \/ Blp. e, dlz1 Blp,c, a3 Blp, ¢ qha [[Uﬂ)

new

= (01,2 V \/ B[pv ¢, q]21 ﬁ[p’ ¢, q]SQ [[Cﬂ [[0]]>

new

= \/ 8lp. ¢, qlz1 Blp, i3 [o']

new

= (\/ Blp, ¢, ql21 Blp, ¢, q]%) HUIH

new

= [ooplp.c.al] [] = [o']
obplff obqlit
o loop[p,c,q) Lo

e Case D =
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Since 0 F p | ff and o F ¢ | tt, by Lemma 6.5 we get S[p, ¢, gl [o] = 07 % and
Blp, ¢, ql21 [o] = [o]. This gives us

[100p[p, ¢, q]] [o] = (\/ Blp, ¢, dl218[p; ¢, q]’£2> [o]

new

Blp, ¢, q)21 v \/ BIp, ¢, dl218[p, ¢, alby > [o]

new

(Blp: c, ql21 [o]) v \/ Blp, ¢ dla1 Blp. ¢, ) [[ff]])

new

new

= ( ol v \/ Blp. ¢, dl218[p, c, d15:8(p, ¢, gl [[U]])

[o] v \/ Blp, ¢, q]218p; c, Q]3201,2>

new
= [[O’]] VOrx = [[O']]
obplff obqlff obelo o' Flooplp,cqllo
o+ loop[p,c,q] | o”
By induction, [c] [o] = [¢’] and [loop[p, ¢, q]] [¢'] = [0"], and since o b p | ff and

ok ql ff, it follows by Lemma 6.5 that S[p, ¢, q]22 [o] = [] [o] and B[p, ¢, q]o1 [o] =
O7,x. We then have

e Case D =

[ioop[p, ¢, q]] [o] = (\/ Blp, ¢, ql218[p, ¢, Q]§2> lo]

new

(5[1070 a1 v \/ Blp, c.dla1Blp. c, Q]n+1> [o]

new

((5[@ ¢,qla1 [o]) v \/ Blp. ¢ dl21Blp. ¢, ql55™ [[U]]>

new

= OIE \ \/ ,Bp,c Q]215[p,c Q] [[U]]

= \/ Blp. ¢, dl218p, ¢, a5 BIp, ¢, dlz [o]
= \/ Blp, ¢, ql218[p ¢, q]3s [] [o]

=\ Blp,c.al18lp. ¢, al3 [o']

= (\/ Blp, ¢, ql218[p, ¢, ql3 ) [o']

= [looplp, c,q]] [o] = [o"]
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which was what we wanted.

L

This finally allows us to show the soundness theorem for commands — and so, for
programs — in a straightforward manner.

Theorem 6.7 (Soundness). If there exists o’ such that o & ¢ | o then [c] [o] is total.

Proof. Suppose there exists o/ such that o - ¢ | ¢/. By Lemma 6.6, [c] [¢] = [¢’], and since
the interpretation of any state is assumed to be total, it follows that [¢] [o] = [¢'] = idy,
which was what we wanted. U]

With soundness done, we only have adequacy left to prove. Adequacy is much simpler
than usual in our case, as we have no higher order data to deal with, and as such, it can
be shown by plain structural induction rather than by the assistance of logical relations.
Nevertheless, we require two technical lemmas in order to succeed.

Lemma 6.8. If gf is total, so is f.

Proof. Let f: A— B and g: B — C be morphisms such that gf =ida. Then f =idsf =
gf f=9gff =gf =1idy, so f is total as well. L]
Lemma 6.9. Let f: AU - B@U and s: I — A be morphisms. If Tr%B(f)s is total,
either Tr%B(f)s = f118, or there exists n € w such that Trg’B(f)s = fa1f35 fi2s.

Proof. Since the trace is canonically constructed, it takes the form
TS p(f) = fuv \/ fafihe.
new
Further, in the proof of Theorem 20 in [21], it is shown that this join not only exists but is
a disjoint join, i.e., for any choice of n € w,

fiifa fisfiz = (far f3s fi2) fit = 04

and for all n,m € w with n # m,

for o frafor fas fia = for1 f35 fia for fan fi2 = 04 B.
But then,

mz <f11 % \/ f21f2"2f12> s

new

= (fus) vV \/ (fa1f5f125)

new

= fusV \/ Jo1f35 f12s.

ncw

Since all of the morphisms fi1s and fo1 f35 fi2s for any n € w are restriction idempotents
I — 1, it follows for each of them that they are either equal to id; or to O7;. Suppose
that none of these are equal to the identity id;. Then they must all be 07, and so

Trfi g(f)s =0r 1 #id;, contradicting totality. On the other hand, suppose that there exists
an identity among these. Then, it follows by the disjointness property above that the rest
must be 07 7. L]
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With these done, we are finally ready to tackle the adequacy theorem.
Theorem 6.10 (Adequacy). If [c] [o] is total then there exists o’ such that ot ¢ | o’.

Proof. By induction on the structure of c.

e Case ¢ = skip. Then o - skip | ¢ by TM
o o

e Case c=c1 ; Cco.
In this case, [] [o] = [c1 ; e2] [o] = [e2] [e1] [o]. Since this is total, so is [c1] [o]
by Lemma 6.8. But then, by induction, there exists ¢’ such that o - ¢; | ¢’ by some
derivation Dy, and by Lemma 6.6, [c1] [o] = [¢]. But then [e2] [e1] [o] = [e2] [07],
so by induction there exists o’ such that ¢’ - ¢y | ¢” by some derivation Dsy. But
then o ¢y 5 co | 0” by
D D2
oleclo o'Fecyl o

obFci;eal 0"

e Case c = if p then ¢, else s fi gq.

Thus, [] [¢] = [if p then ¢ else ¢; fi ¢] [o] = [q]" ([e1] @ [e2]) [p] [e], and since

this is total, [p] [o] is total as well by analogous argument to the previous case. It

then follows by Lemma 6.4 that there exists b such that o - p | b by some derivation

D1, and by Lemma 6.2, [p] [¢] = [0] [¢]. We have two cases depending on what b is.
When b = tt we have

[ [o] = [al' (Te1] @ [e2]) [p] [o] = [al' (Tex] @ [ea]) 2] [o]
= [a]" ([er] @ [e2]) i [o] = [a]" 101 [ea] o]

so since this is total, [¢1] [o] must be total as well by Lemma 6.8. But then, by

induction, there exists ¢’ such that o + ¢; | ¢’ by some derivation Dy, and by
Lemma 6.6, [c1] [o] = [¢]. Continuing the computation, we get

r—
[l [0] = [a]" 1y [e1] [o] = [q]" 10 [o'] = (1] [a]) [0] = 1D} [q] [o']
=11} [q] ['] = [o'] 1} [a] [0'] = [o'] 11 [a] [o"] Tal [o']

so [¢q] [o'] must be total, in turn meaning that [¢] [¢'] must be total. But then by
Lemma 6.4, there must exist b’ such that ¢’ F ¢ | ¥’ by some derivation D3, with
lq] [0'] = [¥'] [¢'] by Lemma 6.2. Again, we have two cases depending on v'. If
b = tt, we derive o - if p then c; else ¢ fi ¢ | 0/ by

D1 Do Ds

ockbplitt okeci lo o'kFqltt

o Fif p then ¢, else ¢ fi ¢ | o’

On the other hand, when o' = ff, we have

[ [o] = [¢'] 1L [g] o] = [o'] 1} [F] [o] = o] 11} 115 [0]
= [[o'/]] Oz 5 [o'] = [[U/]] Ory = [[O'/ﬂ 07,7 =0rx

so [c] [e] = Or,1, contradicting [c] [¢] = id since O ; # id; by definition of a model.
Thus there exists ¢’ such that o I if p then ¢; else ¢ fi ¢ | o'.
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To show the case when b = ff, we proceed as before. We then have
[ [o] = [a]" ([ea] @ [e2]) 9] [] = [al ([ea] @ [e2]) [47] [o]
= [a]" ([ea] @ [e2]) T2 [0] = [a]" 15 [e2] [o]

So [ez] [o] must be total by Lemma 6.8, which means that by induction there exists
o’ such that o ¢z | o/ by a derivation Ds, and by Lemma 6.6, [c2] [o] = [o'].
Continuing as before, we obtain now that

[ [o] = [q]" 1z [e2] [o] = [g]" 12 [o'] = (11} [a])T [o'] = 11 [q] T [o']
— 11} [q] ['] = [o'] 1} [a] [0'] = [o'] 115 [q] [o'] Tal [o']

and so [¢] [o'] must be total in this case as well, so by Lemma 6.4 there must exist
b’ such that o’ = ¢ | b by some derivation D3, and [¢] [¢'] = [¥'] [¢'] by Lemma 6.2.
Again, we do a case analysis depending on the value of b'.

If b’ = tt, we have

[l [o] = [o'] 1} [a] [o'] = [o'] 0§ [#4] [o'] = [0'] 11} 1 o]
:[[U]]OE,E[[U/]]:[[ 107 = [o'] Or,r =012

which contradicts the totality of [c] [¢] by [c] [¢] = 0rx = 0r1 # id;, and we get
by contradiction that there exists o’ such that o  if p then c; else ¢ fi ¢ | o’.
If b/ = ff, we derive o - if p then ¢ else ¢ fi ¢ i o’ by
Do

D
ckplff  obeld akqwﬁf
o Fif p then ¢ else ¢ fi ¢ | o’

e Case ¢ = from p loop ¢; until q.

In this case, [c] [¢] = [from p loop ¢; until ¢] [o] = Tr%}z(ﬁ[p, c1,4]) [e]. Since
this is total and [o] : I — %, it follows by Lemma 6.9 that either

[from p loop ¢; until ¢] [o] = Blp, c1,q]11 [o]
or there exists n € w such that
[[from p 100p C1 until Q]] [[U]] = 6[})7 C1, q]21ﬁ{pv C1, q]??ﬁ[pa C1, Q]12 [[G]] .
If [from p loop c; until ¢] [o] = Bp, c1, q]11 [o], we have
[from p loop ¢; until ¢] [o] = Blp, c1,4]11 [o] = HJ{ (ids @ [e1]) [q] [P] 10 [o]

= 11} (ids @ [e1]) [a] 11} [p] [0]
= i (ids @ [ea]) [g] [o1 11} [#] [o0]
= 11} (ids @ [e1]) [a] [o1 11} [9] o] Tal [oT o IoT

so it follows by totality of [¢] [¢] that [p] [¢] and [¢] [¢] must be total, so [p] [o]
and [¢] [o] must be total as well. It then follows by Lemma 6.4 that there exist
b1 and by such that o = p | by and o F ¢ | bs by derivations D; respectively
Ds. But then it follows by Lemma 6.5 that by = bs = tt, as we would otherwise
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have [c] [e] = Blp, c1,¢)11 [o] = Orx, contradicting totality. Thus we may derive
o F from p loop c; until ¢ | o by

D1 DQ
obplitt obqltt
o+ from p loop ¢y until ¢ | o

On the other hand, suppose that there exists n € w such that

[c] [o] = [from p loop ¢; until g] [o] = B[p, c1, gl218[p; e1, 4122 8[p, c15 dlaz [o] -
Since this is total, by Lemma 6.8 3[p, c1, q]12 [o] is total as well, and

Blp, c1. dhz [o] = 1 (ids @ [e1]) [a] [p]' 111 [o] = 1} (ids @ [e1]) [a] 11} [p] [0]
= 1l (ids @ [e1]) [a] [o] 11} [] [o]
= 1l (ids @ [e1]) [a] [o] 11} [] [o]Tp] [o] [a] [o]

But then [p] [o] and [¢] [o¢] must be total as well, so by Lemma 6.4 there exist by
and by such that o p | b1 and o F g | ba by derivations D; respectively Do. Since
Blp, 1, ql12 [o] is total, it further follows by Lemma 6.5 that by = ¢t and by = ff, as
we would otherwise have B[p, c1,qli2 [o] = Orx. Further, B[p, c1,ql12 [o] = [e1] [o],
and since this is total, by induction there exists ¢’ such that o - ¢; | ¢/ by some
derivation D3, with [e1] [o] = [¢’] by Lemma 6.6.

To summarize, we have now that

[from p loop c; until q] [o] = B[p, c1, q]218[p, c1, 4]528[p; c1, qli2 [o]
= B[p> C1, Q]Zlﬁ[pv C1, q];LQ [[Cl]] [[0]]

= /B[p7 C1, Q]Qlﬁ[pv C1, q]7212 [[U/]]
is total, and we have derivations Dy of o Fp | tt, Do of o q | ff,and Dy of o F ¢ |
o’. To finish the proof, we show by induction on n that if 3[p, c1, q]218[p, c1, 4] [0”]
is total for any state o', there exists a state ¢” such that o’ - loop[p,c1,q] | ¢” by
some derivation Dy.

— In the base case n = Oa S0 B[p7 ClaQ]216[pa claq]TQLZ [[J/]] = 5[p7 claq]21 [[U/]]- By
proof analogous to previous cases, we have that [p] [¢'] and [¢] [0'] must be
total, so by Lemma 6.4 there exist b} and b}, such that o’ - p | b} and o' F ¢ | V]
by derivations D respectively D). Further, by totality, it follows by Lemma 6.5
that we must have b} = ff, b, = ¢t. Thus we may produce our derivation Dy of
o'+ loop[p, c1,q] | o’ by

D} Dy
odrEplff obkqltt
o'+ looplp, c,q] | o
— In the inductive case, we have that

/B[pv Claq]Qlﬁ[pa Cl7q]727l;1 [0-/]] = B[pa Cl’Q]Zlﬂ[Pv ClaQ]gLQIB[pv Claq]22 [[U/]]

and since this is assumed to be total, it follows by Lemma 6.8 that S[p, c1, q]22 [0']
is total as well. Again, by argument analogous to previous cases, this implies
that [p] [o'] and [q] [¢'] are both total, so by Lemma 6.4 there exist b} and b},
such that o’ - p | V] and o’ I ¢ | b}, by derivations D] respectively Dj. Likewise,
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it then follows by Lemma 6.5 that since this is total, we must have b} = b, = ff,
and so [p, c1, ql22 [0'] = [c1] [¢'], again by Lemma 6.5. Since [¢1] [¢'] is total,
by the outer induction hypothesis there exists a derivation Dj of o’ F ¢; | o”
for some ¢”, and so [e1] [¢'] = [¢”] by Lemma 6.6. But then

/B[pa Cng]216[p7 Cva]gg_l HUI]] - 6[p7 ClaQ]QlB[p7 Cva]g%B[pv claQ]QQ [[OJ]]

= Blp, c1, ql218[p, c1, q)5s [c1] [[‘7/]]
= Blp, c1,ql218lp, c1, li [0”]

since this is total, by (inner) induction there exists a derivation D) of ¢”
loop[p, c1,q] | 0”. Thus, we may produce our derivation Dy as

D D, D, D,
SrplfF o Fqlf dFale” o looplpeq) o
o'+ loop|p,c1,q] | o

concluding the internal lemma.

Since this is the case, we may finally show o I from p loop ¢ until ¢ | ¢’ by

Dl DQ DB D4
obpltt obqlff obcld o Flooplp,cqll o’

o F from p loop c until ¢ | o”

)

which concludes the proof.

7. FULL ABSTRACTION

Where soundness and adequacy state an agreement in the notions of convergence between
the operational and denotational semantics, full abstraction deals with their respective
notions of equivalence (see, e.g., [24]). Unlike the case for soundness and adequacy, where
defining a proper notion of convergence required more work on the categorical side, the
tables have turned when it comes to program equivalence. In the categorical semantics,
program equivalence is clear — equality of interpretations. Operationally, however, there is
nothing immediately corresponding to equality of behaviour at runtime.

To produce this, we consider how two programs may behave when executed from the
same start state. If they always produce the same result, we say that they are observationally
equivalent. Formally, we define this as follows:

Definition 13. Say that programs p; and py are observationally equivalent, denoted p; ~ pa,
if for all states o, o+ p; | o’ if and only if o F py | 0.

A model is said to be fully abstract if these two notions of program equivalence are in
agreement. In the present section, we will show a sufficient condition for full abstraction of
models of structured reversible flowchart languages. This condition will be that the given
model additionally has the properties of being I-well pointed and bijective on states.

Definition 14. Say that a model of a structured reversible flowchart language is I-well
pointed if, for all parallel morphisms f,g: A — B, f = g precisely when fp = gp for all
p:1— A
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Definition 15. Say that a model € of a structured reversible flowchart language L is
bijective on states if there is a bijective correspondence between states of £ and total
morphisms I — ¥ of €.

If a sound and adequate model of a structured reversible flowchart language is bijective
on states, we can show a stronger version of Lemma 6.6.

Lemma 7.1. If € be a sound and adequate model of a structured reversible flowchart
language which is bijective on states. Then o+ ¢ o' iff ] [o] = [o'] and this is total.

Proof. By Lemma 6.6 and Theorem 6.7, we only need to show that [¢] [¢] = [¢’] implies
ok ¢l o’. Assume that [c] [o] = [0] and that this is total. By Theorem 6.10, there exists
o’ such that o F ¢ | ¢”, so by Lemma 6.6, [c] [c] = [¢”]. Thus [o'] = [] [¢] = [¢"], so
o’ = ¢’ by bijectivity on states. ]

With this, we can show full abstraction.

Theorem 7.2 (Full abstraction). Let € be a sound and adequate model of a structured
reversible flowchart language that is furthermore I-well pointed and bijective on states. Then

€ is fully abstract, i.e., p1 =~ p2 if and only if [p1] = [p2]-

Proof. Suppose p; ~ pa, i.e., forall o, cFp; L o’ ifandonly if o Fpy [ o’. Let s: [ — 2
be a morphism. Since € is a model of a structured reversible flowchart language, it follows
that either 5 =id; or 5 = 07 ; where id; # Oy 1.

If 5 = 07,7, we have [p1] s = [p2] s = O7,» by unicity of the zero map.

On the other hand, if 5 = id;, by bijectivity on states there exists oo such that s = [og].
Consider now [p1] s = [p1] [oo]. If this is total, by Theorem 6.10 there exists of, such that
oo Fp1 } of, and by p1 = pa, o¢ b pa | o, as well. But then, applying Lemma 6.6 on both

yields that
[p1] s = [p1l [oo] = [o6] = [p2l Tool = [pal s -

If, on the other hand, [p1] s is not total, by the contrapositive to Theorem 6.7, there exists
no oy such that oo - p; | o{), so by p1 = ps there exists no o( such that oo p; | 0. But
then, by the contrapositive of Theorem 6.10 and the fact that restriction idempotents on
are either id; or Oy, it follows that

[p1]'s = [p1] ool = 01,5 = [p2] [oo] = [pa] s-
Since s was chosen arbitrarily and [p;] s = [p2] s in all cases, it follows by I-well pointedness
that [p1] = [p2]-
In the other direction, suppose [p1] = [p2], let op be a state, and suppose that there
exists o(, such that o - p1 | 0. By Lemma 6.6, [p1] [oo] = [o(], and by Theorem 6.7 this is

total. But then, by [p1] = [p2], [p2] [o0] = [p1] [o0] = [op], so by Lemma 7.1, o0 = p2 | 0.
The other direction follows similarly. ]

8. APPLICATIONS

In this section, we briefly cover some applications of the developed theory: We show how a
program inverter can be derived from the semantics; introduce a small reversible flowchart
language, and use the results from the previous sections to give it semantics; and discuss
how decisions may be used as a programming technique to naturally represent predicates in
a reversible functional language.
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8.1. Extracting a program inverter. A desirable syntactic property for reversible pro-
gramming languages is to be closed under program inversion, in the sense that for each
program p, there is another program Z[p| such that [Z[p]] = [[p]]T. Janus, R-WHILE, and
R-CORE [32, 16, 17] are all examples of reversible programming languages with this property.
This is typically witnessed by a program inverter [1], that is, a procedure mapping the
program text of a program to the program text of its inverse program?.

Suppose that we are given a language where elementary operations are closed under
program inversion (i.e., where each elementary operation b has an inverse Z[b] such that

[Zb] = [b]"). We can extend this to a program inverter for skip, sequencing, reversible
conditionals and loops as follows, by structural induction with the hypothesis that [Z[c]] =
[c]'. For skip, we have
[skip]" = idl, = ids = [skip]
giving us the usual inversion rule of Z[skip| = skip. Likewise for sequences,
[er 5 c2] = ([eal [a])' = [ea] [ea]" = [Z[eall [Zlea]] = [Zlea] 5 Zlen]]
giving us the inversion rule
Zler 5 co]l =T[ea] 5 Z]ea] -

Our approach becomes more interesting when we come to conditionals. Given some

conditional statement if p then c; else ¢y fi ¢, we notice that

[if p then ¢; else ¢ fi ¢ = ([q] [e1] @ [e2] [p])T
= [pl' [e1]" @ [ea] " [a]"
= [p]" []" & [ea] " [a]
= [p]" [Z[ea]] @ [Zle2)] [a]
= [if ¢ then Z|[c;] else Z[c] fi p]
which yields the inversion rule
Z[if p then c; else ¢ fi ¢] = if ¢ then Z|[c¢;] else Z[c,] fi p].

Fortunately, this is precisely the usual inversion rule for reversible conditionals (see, e.g.,
[16, 17]). For reversible loops, we have

[from p loop c until q]]Jr = Trgz(idg @ [] [4] [[10}]”T
= T 5 ((ids @ [] [q] [PI")")
= T s ([p] [a]" ids @ []")
= Tr3i s (idy @ []" [p] [a]")

= Tr3. y.(ids & [Z[)] [p] [a]")

= [from ¢ loop Z[c] until p]

3While semantic inverses are unique, their program texts generally are not. As such, a programming
language may have many different sound and complete program inverters, though they will all be equivalent
up to program semantics.
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where the fact that it is a f-trace allows us to move the dagger inside the trace, and
dinaturality of the trace in the second component allows us to move idy, & [c]]T from the very
right to the very left. This gives us the inversion rule

Z[from p loop ¢ until ¢] = from ¢ loop Z[c] until p

which matches the usual inversion rule for reversible loops [17]. We summarize this in the
following theorem:

Theorem 8.1. If a reversible structured flowchart language is syntactically closed under
inversion of elementary operations, it is also closed under inversion of reversible conditionals
and loops.

8.2. Example: A reversible flowchart language. Consider the following family of (nei-
ther particularly useful nor particularly useless) reversible flowchart languages for reversible
computing with integer data, RINT,. RINT; has precisely k variables available for storage,
denoted x; through xx (of which x; is designated by convention as the input/output variable),
and its only atomic operations are addition and subtraction of variables, as well as addition
with a constant. Variables are used as elementary predicates, with zero designating truth
and non-zero values all designating falsehood. For control structures we have reversible
conditionals and loops, and sequencing as usual. This gives the syntax:

pu=tt|ff|xi|pandp|notp (Tests)
cu=cic|x+=%;|xs —=%x; |x3s +=7

| if p then c else ¢ fi p

| from p loop c until p (Commands)

Here, @ is the syntactic representation of an integer n. In the cases for addition and
subtraction, we impose the additional syntactic constraints that 1 <¢ <k, 1 <j <k, and
1 # j, the latter to guarantee reversibility. Subtraction by a constant is not included as it
may be derived straightforwardly from addition with a constant. A program in RINT is
then simply a command.

We may now give semantics to this language in our framework. For a concrete model,
we select the category PInj of sets and partial injections, which is a join inverse category
with a join-preserving disjointness tensor (given on objects by the disjoint union of sets), so
it is extensive in the sense of Definition 9 by Theorem 4.4. By our developments previously
in this section, to give a full semantics to RINT; in PInj, it suffices to provide an object
(i.e., a set) of stores X, denotations of our three classes of elementary operations (addition
by a variable, addition by a constant, and subtraction by a variable) as morphisms (i.e.,
partial injective functions) ¥ — ¥, and denotations of our class of elementary predicates
(here, testing whether a variable is zero or not) as decisions ¥ — X @ X. These are all shown
in Figure 4. It is uncomplicated to show that all of these are partial injective functions, and
that the denotation of each predicate [x;] is a decision, so that this is, in fact, a model of
RINT}; in PInj.

We can now reap the benefits in the form of a reversibility theorem for free:

Theorem 8.2 (Reversibility). Every RINTy program p is semantically reversible in the sense
that [p] is a partial isomorphism.
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¥ =1zF
A . 1a17,, k) lfG,l:O
[x:] (as, ..., ax) = { My (ai,...,ax) otherwise
o+ 5] (o 00) = o i 50
[x; +=7] (a1,...,ax) = (a1,...,ai_1,a; +n,..., az)
% —= 3] (a1, ... ax) = (a1,...,ai" 17“1‘“1"--"%)

Figure 4: The object of stores and semantics of elementary operations and predicates of
RINT; in PInj.

Further, since we can straightforwardly show that [Xi += Xj]]T = [[xi —= xjﬂ and

[x;s +=7]" = [x:s += —n], we can use the technique from Sec. 8.1 to obtain a sound and
complete program inverter.

Theorem 8.3 (Program inversion). RINTy has a (sound and complete) program inverter.
In particular, for every RINT, program p there exists a program Z[p] such that [Z[p]] = [p]'.

8.3. Decisions as a programming technique. Decisions offer a solution to the awk-
wardness in representing predicates reversibly. On the programming side, the reversible
duplication/equality operator [15] (see also [31]) can be seen as a distant ancestor to predicates-
as-decisions, in that it provides an ad-hoc solution to the problem of checking whether two
values are equal in a reversible manner.

Decisions offer a more systematic approach: They suggest that one ought to define
Boolean values in reversible functional programming not in the usual way, but rather by
means of the polymorphic datatype

data PBool o = True o | False «

storing not only the result, but also what was tested to begin with. With this definition,
negation on these polymorphic Booleans (pnot) may be defined straightforwardly as shown
in Figure 5. In turn, this allows for more complex predicates to be expressed in a largely
familiar way. For example, the decision for testing whether a natural number is even (peven)
is also shown in Figure 5, with fmap given in the straightforward way on polymorphic
Booleans. For comparison, the corresponding irreversible predicate is typically defined as
follows, with not the usual negation of Booleans

even i Nat — Bool
even 0 = True
even (n + 1) = not (even n)

As such, the reversible implementation as a decision is nearly identical, the only difference
being the use of fmap in the definition of peven to recover the input value once the branch
has been decided.
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pnot :: PBool a + PBool « peven :: Nat < PBool Nat
pnot (True ©) = False x peven 0 = True 0
pnot (False x) = True x peven (n + 1) = fmap (+1) (pnot (peven n))

Figure 5: The definition of the even-predicate as a decision on natural numbers.

9. CONCLUDING REMARKS

In the present paper, we have built on the work on extensive restriction categories to
derive a related concept of extensivity for inverse categories. We have used this concept to
give a novel reversible representation of predicates and their corresponding assertions in
(specifically extensive) join inverse categories with a disjointness tensor, and in turn used
these to model the fundamental control structures of reversible loops and conditionals in
structured reversible flowchart languages. We have shown that these categorical semantics
are sound and adequate with respect to the operational semantics, and given a sufficient
condition for full abstraction.

Further, this approach also allowed us to derive a program inversion theorem for
structured reversible flowchart languages, and we illustrated our approach by developing
a family of structured reversible flowchart languages and using our framework to give it
denotational semantics, with theorems regarding reversibility and program inversion for free.

The idea to represent predicates by decisions was partially inspired by the instruments
associated with predicates in Effectus theory [19]. Given that side effect free instruments ¢
satisfy a similar rule, V¢ = id, and that Boolean effecti are extensive, it could be interesting
to explore the connections between extensive restriction categories and Boolean effecti,
especially as regards their internal logic.

Finally, on the programming language side, it could be interesting to further explore
how decisions can be used in reversible programming, e.g., to do the heavy lifting involved
in pattern matching and branch joining. As our focus has been on the representation of
predicates, our approach may be easily adapted to other reversible flowchart structures, e.g.,
Janus-style loops [32].
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Abstract. Reversible computing models settings in which all processes
can be reversed. Applications include low-power computing, quantum
computing, and robotics. It is unclear how to represent side-effects in
this setting, because conventional methods need not respect reversibility.
We model reversible effects by adapting Hughes’ arrows to dagger arrows
and inverse arrows. This captures several fundamental reversible effects,
including concurrency and mutable store computations. Whereas arrows
are monoids in the category of profunctors, dagger arrows are involutive
monoids in the category of profunctors, and inverse arrows satisfy certain
additional properties. These semantics inform the design of functional
reversible programs supporting side-effects.

Keywords: Reversible Effect; Arrow; Inverse Category; Involutive Monoid

1 Introduction

Reversible computing studies settings in which all processes can be reversed:
programs can be run backwards as well as forwards. Its history goes back at least
as far as 1961, when Landauer formulated his physical principle that logically
irreversible manipulation of information costs work. This sparked the interest in
developing reversible models of computation as a means to making them more
energy efficient. Reversible computing has since also found applications in high-
performance computing [29], process calculi [8], probabilistic computing [32],
quantum computing [31], and robotics [30].

There are various theoretical models of reversible computations. The most
well-known ones are perhaps Bennett’s reversible Turing machines [4] and Tof-
foli’s reversible circuit model [33]. There are also various other models of re-
versible automata [26,24] and combinator calculi [1, 20].

We are interested in models of reversibility suited to functional programming
languages. Functional languages are interesting in a reversible setting for two
reasons. First, they are easier to reason and prove properties about, which is a
boon if we want to understand the logic behind reversible programming. Second,
they are not stateful by definition, which makes it easier to reverse programs. It
is fair to say that existing reversible functional programming languages [21, 34]
still lack various desirable constructs familiar from the irreversible setting.

Irreversible functional programming languages like Haskell naturally take se-
mantics in categories. The objects interpret types, and the morphisms interpret
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functions. Functional languages are by definition not stateful, and their cate-
gorical semantics only models pure functions. However, sometimes it is useful
to have non-functional side-effects, such as exceptions, input/output, or indeed
even state. Irreversible functional languages can handle this elegantly using mon-
ads [25] or more generally arrows [18].

A word on terminology. We call computation a: X — Y is reversible when
it comes with a specified partner computation af: ¥ — X in the opposite direc-
tion. This implies nothing about possible side-effects. Saying that a computation
is partially invertible is stronger, and requires a o a' o @ = a. Saying that it is
invertible is even stronger, and requires a o a! and a' o a to be identities. We
call this partner of a reversible effect its dagger. In other words, reversible com-
puting for us concerns dagger arrows on dagger categories, and is modeled using
involutions [16]. Unfortunately, categories of partially invertible maps are called
inverse categories [6], and categories of invertible maps are called groupoids [11].
Thus, inverse arrows on inverse categories concern partially invertible maps.

We develop dagger arrows and inverse arrows, which are useful in two ways:

— We illustrate the reach of these notions by exhibiting many fundamental re-
versible computational side-effects that are captured (in Section 3), includ-
ing: pure reversible functions, information effects, reversible state, concur-
rency, dagger Frobenius monads [15, 16], recursion [22], and superoperators.
Because there is not enough space for much detail, we treat each example in-
formally from the perspective of programming languages, but formally from
the perspective of category theory.

— We prove that these notions behave well mathematically (in Section 4):
whereas arrows are monoids in a category of profunctors [19], dagger ar-
rows and inverse arrows are involutive monoids.

This paper aims to inform design principles of sound reversible programming
languages. The main contribution is to match desirable programming concepts to
precise category theoretic constructions. As such, it is written from a theoretical
background, and does not adopt syntax from one specific language.

We begin with preliminaries on reversible base categories (in Section 2).

2 Dagger categories and inverse categories

This section introduces the categories we work with to model pure computations:
dagger categories and inverse categories. Each has a clear notion of reversing
morphisms. Regard morphisms in these base categories as pure, ineffectful maps.

Definition 1. A dagger category is a category equipped with a dagger: a con-
travariant endofunctor C — C satisfying fit = f for morphisms f and Xt = X
for objects X. A morphism f in a dagger category is:

— positive if f = g' o g for some morphism g;
— a partial isometry if f = fo flo f;
— unitary if fo fT =id and fTo f =1id.
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A dagger functor is a functor between dagger categories that preserves the dagger,
i.e. a functor F with F(fT) = F(f). A (symmetric) monoidal dagger category is
a monoidal category equipped with a dagger making the coherence isomorphisms

axyz: XY ®Z) > (XY)eZ px: X®I—X
Ax: X - X (and oxy: X @Y =Y ® X in the symmetric case)

unitary and satisfying (f @ g)1 = fT ® g7 for morphisms f and g. We will
sometimes suppress coherence isomorphisms for readability.

Any groupoid is a dagger category under fT = f~!. Another example of a
dagger category is Rel, whose objects are sets, and whose morphisms X — Y
are relations R C X x Y, with composition So R = {(x,2) | Jy € Y: (z,y) €
R, (y,z) € S}. The dagger is RT = {(y,z) | (z,y) € R}. It is a monoidal dagger
category under either Cartesian product or disjoint union.

Definition 2. A (monoidal) inverse category is a (monoidal) dagger category
of partial isometries in which positive morphisms commute: fo fl o f = f and
ffofogiog=glogo flof for all morphisms f: X =Y and g: X — Z.

Every groupoid is an inverse category. Another example of an inverse category
is PInj, whose objects are sets, and morphisms X — Y are partial injections:
R C X x Y such that for each x € X there exists at most one y € Y with
(z,y) € R, and for each y € Y there exists at most one z € X with (z,y) € R. It
is a monoidal inverse category under either Cartesian product or disjoint union.

Definition 3. A dagger category is said to have inverse products [12] if it is a
symmetric monotidal dagger category with a natural transformation Ax: X —
X ® X making the following diagrams commute:

Ax
X X XoX X X®X
k PX’X JAX AX®1dj
X
XX —— X R (XX XX)X
X@x TR XeXex) —— (XeX)
id® Ax
X®X X®(X®X)
Ax AT
X —— X®X X (AL ®@id) o a
jAT A®id X
id X
(X®X)®X X©X

(id® AL) oaf

These diagrams express cocommutativity, coassociativity, speciality and the Frobe-
nius law. That is, each Ax is a special dagger Frobenius structure.
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For example, PInj has inverse products Ax: X — X ® X with x — (x, z).

Another way to define inverse categories is as certain restriction categories.
Informally, a restriction category models partially defined morphisms, by assign-
ing to each f: A — B a morphism f: A — A that is the identity on the domain
of definition of f and undefined otherwise. For more details, see [6].

Definition 4. A restriction category is a category equipped with an operation
that assigns to each f: A — B a morphism f: A — A such that:

— fof=f for every f;

— fog=go f whenever dom f = dom g;

— go f=go f whenever dom f = dom g;

— gof=fogo f whenever domg = cod f.

A restriction functor is a functor F between restriction categories satisfying
F(f) = F(f). A monoidal restriction category is a restriction category with
a monoidal structure for which ®: C x C — C 1is a restriction functor.

A morphism f in a restriction category is a partial isomorphism if there is
a morphism g such that go f = f and fog = g. Given a restriction category C,
define Inv(C) to be the wide subcategory of C having all partial isomorphisms of
C as its morphisms.

An example of a monoidal restriction category is PFn, whose objects are
sets, and whose morphisms X — Y are partial functions: R C X x Y such that
for each x € X there is at most one y € Y with (x,y) € R. The restriction R is
given by {(z,z) |y € Y: (z,y) € R}.

Remark 1. Inverse categories could equivalently be defined as either categories
in which every morphism f satisfies f = fogo f and g = go f o g for a unique
morphism g, or as restriction categories in which all morphisms are partial iso-
morphisms [6, Theorem 2.20]. It follows that functors between inverse categories
automatically preserve daggers and that Inv(C) is an inverse category.

From that, in turn, it follows that an inverse category with inverse products
is a monoidal inverse category: because X ® — and — ® Y are endofunctors on
an inverse category, they preserve daggers, so that by bifunctoriality

(fog=((foidy)o (idx ®g)) = (idx @ g)T o (f ®idy)" = fT @ g.

3 Arrows as an interface for reversible effects

Arrows are a standard way to encapsulate computational side-effects in a func-
tional (irreversible) programming language [17, 18]. This section extends the def-
inition to reversible settings, namely to dagger arrows and inverse arrows. We
argue that these notions are “right”, by exhibiting a large list of fundamental
reversible side-effects that they model. We start by recalling irreversible arrows.
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Definition 5. An arrow on a symmetric monoidal category C is a functor
A: C°P x C — Set with operations

arr s (X -Y) > AXY
() AXY 2 AY Z 5 AX Z
ﬁI‘StX,Y’Z AXY—>A(X®Z) (Y@Z)

that satisfy the following laws:

(a>=>0b)>>c=a>> (b>>c) (1)

arr(go f) = arr f >> arrg (2)

arrid >> a =a =a >> arrid (3)

firstx y,r a >> arrpy = arrpxy > a (4)

firstx y,z a >> arr(idy ® f) = arr(idx ® f) >> firstx v,z a (5)
(firstx y,zov a) => array z v = arrax zy > first(first a) (6)
first(arr f) = arr(f ®id) (7)

first(a >>> b) = (firsta) >> (first b) (8)

where we use the functional programming convention to write A X Y for A(X,Y).
There is an operation second(a), given by arr(c) > first(a) > arr(o),

that uses the symmetry and satisfies analogs of (4)—(8). Arrows makes sense for

(nonsymmetric) monoidal categories if we add this operation and these laws.

Definition 6. A dagger arrow is an arrow on a monoidal dagger category with
an additional operation inv:: A X Y — AY X satisfying the following laws:

inv(inva) = a 9)
inva > invb = inv(b > a) (10)
arr(f1) = inv(arr f) (11)
inv(first a) = first(inv a) (12)

A inverse arrow is a dagger arrow on a monoidal inverse category such that:
(a>>inva) >>a=a (13)
(a > inva) 3> (b>> invb) = (b > invb) > (a > inva) (14)

The multiplicative fragment consists of all the above data except for first, satis-
fying all the laws, except those mentioning first.

Remark 2. There is some redundancy in the definition of an inverse arrow: (13)
and (14) imply (11) and (12); and (11) implies inv(arrid) = arrid.

Like the arrow laws (1)—(8), in a programming language with inverse ar-
rows, the burden is on the programmer to guarantee that (9)—(14) hold for their
implementation. Once that is done, the language guarantees arrow inversion.
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Remark 3. Now follows a long list of examples of inverse arrows, described in
a typed first-order reversible functional pseudocode (akin to Theseus [21,20]).
While higher-order reversible functional programming is fraught, aspects of this
can be mimicked by means of parametrized functions. A parametrized function
is a function that takes parts of its input statically (i.e., no later than at compile
time), in turn lifting the first-order requirement on these inputs.

To separate static and dynamic inputs from one another, two distinct function
types are used: a — b denotes that a must be given statically, and a <+ b (where a
and b are first-order types) denotes that a is passed dynamically. As the notation
suggests, functions of type a <> b are reversible. For example, a parametrized
variant of the reversible map function can be defined as a function map :: (a <
b) — ([a] <> [b]). Thus, map itself is not a reversible function, but given statically
any reversible function f :: a <> b, the parametrized map f :: ([a] <> [b]) is.

Given this distinction between static and dynamic inputs, the signature of arr
becomes (X <> Y) — A X Y. Definition 5 uses the original signature, because
this distinction is not present in the irreversible case. Fortunately, the semantics
of arrows remain the same whether or not this distinction is made.

Ezample 1 (Pure functions). A trivial example of an arrow is the identity arrow
hom(—, +) which adds no computational side-effects at all. This arrow is not as
boring as it may look at first. If the identity arrow is an inverse arrow, then the
programming language in question is both invertible and closed under program
tnversion: any program p has a semantic inverse [[p]]Jr (satisfying certain equa-
tions), and the semantic inverse coincides with the semantics [inv(p)] of another
program inv(p). As such, inv must be a sound and complete program inverter
(see also [23]) on pure functions; not a trivial matter at all.

Ezxzample 2 (Information effects). James and Sabry’s information effects [20] ex-
plicitly expose creation and erasure of information as effects. This type-and-effect
system captures irreversible computation inside a pure reversible setting.

We describe the languages from [20] categorically, as there is no space for
syntactic details. Start with the free dagger category (C, x,1) with finite prod-
ucts (and hence coproducts), where products distribute over coproducts by a
unitary map. Objects interpret types of the reversible language IT of bijections,
and morphisms interpret terms. The category C is a monoidal inverse category.

The category C carries an arrow, where A(X,Y) is the disjoint union of
hom(X x H,Y x G) where G and H range over all objects, and morphisms
XxH—-Y xGand X x H —Y x G are identified when they are equal up
to coherence isomorphisms. This is an inverse arrow, where inv(a) is simply al.
It supports the following additional operations:

erase = [ry: X x H — H]~ € A(X, 1),
createx = [’R'LZ H— X x Hl~ € A(1,X).

James and Sabry show how a simply-typed first order functional irreversible
language can be translated into a reversible one by using this inverse arrow to
build implicit communication with a global heap H and garbage dump G.
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Ezxzample 38 (Reversible state). Perhaps the prototypical example of an effect is
computation with a mutable store of type S. In the irreversible case, such com-
putations are performed in the state monad State S X =5 = (X ® 5), where
— = — is the right adjoint to —® —, and can be thought of as the object of mor-
phisms from X to Y. Morphisms in its corresponding Kleisli category are mor-
phisms of the form X — S = (Y ® S) in the ambient monoidal closed category.
In this formulation, fetching the current state is performed by get :: State S S
defined as get s = (s,s), while (destructive) state updating is performed by
put :: S — State 1 S defined as put = s = ((), ).

Such arrows are tricky for inverse categories, however, as canonical examples
(such as PInj) fail to be monoidal closed. On the other hand, it follows from
monoidal closure that hom(X,S = (Y ® S)) ~ hom(X ® S,Y ® S), so that
hom(—® S, —®S) is an equivalent arrow that does not depend on closure. With
this is mind, we define the reversible state arrow with a store of type S:

RState S X VY =X®S5S<Y®S
arr f = f ®idg
a>>b=boa
firsta = (idy ® 0g,z) 0 (a®idyz) o (idx ® 0z,9)

inva = al

suppressing associators « for readability. This satisfies the inverse arrow laws.
If the monoidal product is an inverse product, we can use the natural diagonal
Ax : X - X ® X to access the state by means of the inverse arrow

get :: RState S X (X ®S)
get =idx ® Ag

The inverse to this arrow is assert :: RState S (X ®S5) X, which asserts that the
current state is precisely what is given in its second input component; if this fails,
the result is undefined. For changing the state, while we cannot destructively
update it reversibly, we can reversibly update it by a given reversible function
with signature S <+ S. This gives:

update :: (S <> §) — RState S X X
update f =idx ® f

This is analogous to how variable assignment works in the reversible program-
ming language Janus [35]: Since destructive updating is not permitted, state
is updated by means of built-in reversible update operators, e.g., updating a
variable by adding a constant or the contents of another variable to it, etc.

Ezample 4 (Concurrency). Another frequently used effect is input and output,
allowing programs means of communication with the surrounding environment.
The concurrency arrow can be seen as a special case of the reversible state
arrow as follows. We construct a formal object E of environments and formal
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partial isomorphisms F — F corresponding to reversible transformations of this
environment (e.g., exchange of data between running processes). We then define

CnXY=X0F<Y®E,

with arr, first, >>>, and inv as in RState, satisfying the inverse arrow laws.
This definition is accurate, but also somewhat unsatisfying operationally. To
reify this idea, consider the following reversible input/output protocol. Let E
be an object of process tables, containing all necessary information about cur-
rently running processes (such as internal state). Suppose a (suitably reversible)
interface for buffers exists. With this, we can imagine a family of morphisms

exchange :: Process — (Con X V')

where Process is a type of process handles, and X and Y are instances of
the reversible buffer interface. Operationally, exchange exchanges control of the
buffer of the currently running process for the one of the process it communicates
with, and vice versa. For example, if p; calls exchange p, “cat” and py calls
exchange p; “dog”, after synchronization the buffer received by p; will contain
“dog” while the one received by p, will contain “cat”.

While this simple protocol is reversible, it sidesteps the asymmetry of process
communication; one process sends a message, another process waits to receive
it. To accommodate this, one could agree that a process expecting to read from
another process should exchange the empty buffer, while a process that writes
to another process should expect the empty buffer in return. Thus, asymmetric
reading and writing reduce to symmetric buffer exchange. See also the literature
on reversible CCS [9] and reversible variations of the 7-calculus [8].

Ezample 5 (Dagger Frobenius monads). Monads are also often used to capture
computational side-effects. Arrows are more general. If T' is a strong monad, then
A = hom(—,T(+)) is an arrow: arr is given by the unit, > is given by Kleisli
composition, and first is given by the strength maps. What happens when the
base category is a dagger or inverse category modelling reversible pure functions?

A monad T on a dagger category is a dagger Frobenius monad when T(f1) =
T(f)" and T(ux) o ,uTT(X) = Ur(x) © T(u}). The Kleisli category of such a
monad is again a dagger category [16, Lemma 6.1], giving rise to an operation
inv satisfying (9)—(10). A dagger Frobenius monad is strong when the strength
maps are unitary. In this case (11)—(12) also follow. If the underlying category is
an inverse category, then popuf oy = p, whence popu’ =id, and (13)-(14) follow.
Thus, if T is a strong dagger Frobenius monad on a dagger/inverse category,
then A is a dagger/inverse arrow. The Frobenius monad 7'(X) = X ® C? on the
category of Hilbert spaces captures measurement in quantum computation [15],
giving a good example of capturing an irreversible effect in a reversible setting.
For more examples see [16].

Ezxzample 6 (Restriction monads). There is a notion in between the dagger and
inverse arrows of the previous example. A (strong) restriction monad is a (strong)
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monad on a (monoidal) restriction category whose underlying endofunctor is a
restriction functor. The Kleisli-category of a restriction monad T has a natural
restriction structure: just define the restriction of f: X — T(Y) to be nx o f.
The functors between the base category and the Kleisli category then become
restriction functors. If T' is a strong restriction monad on a monoidal restriction
category C, then Inv(C) has an inverse arrow (X,Y) — (Inv(KX(T)))(X,Y).

Ezample 7 (Control flow). While only trivial inverse categories have coprod-
ucts [12], less structure suffices for reversible control structures. Consider a sym-
metric monoidal inverse category with a zero object as unit. This gives canonical
natural quasi-injections X — X @Y and Y — X ®Y; we speak of a disjointness
tensor [12] when these maps are jointly epic.

When the domain and codomain of an inverse arrow have disjointness tensors,
it can often be used to implement ArrowChoice. For a simple example, the
pure arrow on an inverse category with disjointness tensors implements left ::
AXY 5 A(XoZ) (YD Z)asleft f = f @ Z; the laws of ArrowChoice [17]
simply reduce to — @ — being a bifunctor with natural quasi-injections. More
generally, the laws amount to preservation of the disjointness tensor. For the
reversible state arrow (Example 3), this hinges on ® distributing over .

The splitting combinator (4) is unproblematic for reversiblity, but the fan-in
combinator (|||) cannot be defined reversibly, as it explicitly deletes information
about which branch was chosen. Reversible conditionals thus require two predi-
cates: one determining the branch to take, and one asserted to join the branches
after execution. The branch-joining predicate must be chosen carefully to ensure
that it is always true after the then-branch, and false after the else-branch. This
is a standard way of handling branch joining reversibly [35, 34, 13].

Ezample 8 (Rewriter). In irreversible computing, another example of an effect
is the writer monad (useful for e.g. logging), which in its arrow form is given by
the Kleisli category KX(— ® M) for a monoid object M. In the reversible case,
we need not just to be able to “write” entries into our log, but also to “unwrite”
them again. That is, we need a group object GG instead of a monoid M. But that
is not enough, as group multiplication G ® G — G is generally not reversible.

Inverse arrows sidestep this issue: given group G in a monoidal restriction
category C, the functor — ® G is a (strong) restriction monad on C. Now
(X,Y) — (Inv(KX(— ® G)))(X,Y) gives an inverse arrow on Inv(C).

Morphisms of Inv(K#(— ® G)) are morphisms f: X — Y ® G of C for which
there exists a unique g: Y — X ® G making the following diagram in C (together
with a similar diagram with the roles of f and g interchanged) commute:

®id
- vec?®%yocnc
f_l . lidx@ﬂ
dy ®
X xer 2N xsa

Here n and p are the unit respectively the multiplication of the group object G.
For example, when C is Pfn, and G is an ordinary group written multiplicatively,
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if f is such a partial isomorphism, then f(z) = (y, h) for some particular z € X
iff its unique inverse g satisfies g(y) = (z,h™1).

As with the irreversible writer monad, given a particular element of G, we
can write this element to the log by means of the family

rewrite :: G — Rewriter X X

rewrite g x = (z,9) .

A message g can then be “unwritten” by rewrite ¢~!, the partial inverse of
rewrite g. For a toy example, take G = (Z, +); we may then think of ‘writing’
1 to the log as typing a dot, and ‘unwriting’ 1, or equivalently ‘writing’ -1, as
typing backspace, thus modelling a simple progress bar.

It might be difficult to construct inverses of morphisms in Inv(X/(— ® G)) in
general: given such an f, we are not aware of a formula that expresses the inverse
g in terms of f and operations in Inv(C). Thus, even though the partial inverse
is guaranteed to exist, computing it might be hard. However, when C is Pfn,
this works out by observing that any partial isomorphism f of K/(— ® G) factors
as a pure arrow followed by an arrow of the form (id, k) for some h: X — G in
Pfn, but it is not clear if this is the case for an arbitrary restriction category C.

Ezample 9 (Recursion). Inverse categories can be outfitted with joins on hom
sets, giving rise to DCPO-enrichment, and in particular to a fized point operator

fixx y: (hom(X,Y) — hom(X,Y)) = hom(X,Y)

on continuous functionals [22]. Such joins can be formally adjoined to any inverse
category C, yielding an inverse category J(C) with joins and a faithful inclusion
functor I: C — J(C) [14, Sec. 3.1.3].

With this we may obtain an inverse arrow hom(I(—), I(+)) for recursion as
an effect. Such an arrow could be useful in a reversible programming language
that seeks to guarantee properties like termination and totality for pure func-
tions, as these properties can no longer be guaranteed when general recursion is
thrown into the mix. Given such an arrow RFix X Y, one would get a fixed point
operator of the form fix :: (RFix X Y — RFix X Y) — RFix X Y, provided
that all expressible functions of type RFix X Y — RFix X Y can be shown to be
continuous (e.g., by showing that all such functions must be composed of only
continuous things). This operator could then be used to define recursive func-
tions, while maintaining a type-level separation of terminating and potentially
non-terminating functions.

The concept of recursion requires no modification to work reversibly, and may
even be implemented as usual using a call stack [34]. We illustrate the concept of
reversible recursion by two examples: Consider the reversible addition function,
mapping a pair of natural numbers (z,y) to the pair (z,z + y). This can be
implemented as a recursive reversible function [34]. Since this function returns
both the sum and the first component of the input pair (addition on its own
is irreversible), it stores in the output the number of times the inverse function
must “unrecurse” to get back to the original pair.
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Another example is the reversible Fibonacci function, mapping a natural
number n to the pair (z,,, ,11) where each x; is the i’th number in the Fibonacci
series. This may also be implemented as a reversible recursive function. Here,
however, the number of times that the inverse function must “unrecurse” is
given only implicitly in the output: The inverse iteratively computes (z;, ;1) —
(xi+1 — x4, x;) until the result becomes (0,1) — the first Fibonacci pair — and
then returns the number of iterations it had to perform. If the inverse is given a
pair of natural numbers that is not a Fibonacci pair, the result is undefined (i.e.,
the inverse function may never terminate, or may produce a garbage output).

Ezxzample 10 (Superoperators). Quantum information theory has to deal with
environments. The basic category FHilb is that of finite-dimensional Hilbert
spaces and linear maps. But because a system may be entangled with its en-
vironment, the only morphisms that preserve states are the so-called superop-
erators, or completely positive maps [31,7]: they are not just positive, but stay
positive when tensored with an arbitrary ancillary object. In a sense, informa-
tion about the system may be stored in the environment without breaking the
(reversible) laws of nature. This leads to the so-called CPM construction. It is
infamously known not to be a monad. But it is a dagger arrow on FHilb, where
A X Y is the set of completely positive maps X*®@ X — Y*QY, arr f = f, ® f,
a>>b=boa,firstyyza=a®idz-gz, and inva = al.

4 Inverse arrows, categorically

This section explicates the categorical structure of inverse arrows. Arrows on
C can be modelled categorically as monoids in the functor category [C°P x
C, Set] [19]. They also correspond to certain identity-on-objects functors J: C —
D. The category D for an arrow A is built by D(X,Y) = A X Y, and arr pro-
vides the functor J.

We will only consider the multiplicative fragment. The operation first can
be incorporated in a standard way using strength [19, 3], and poses no added
difficulty in the reversible setting.

Clearly, dagger arrows correspond to D being a dagger category and J a
dagger functor, whereas inverse arrows correspond to both C and D being in-
verse categories and J a (dagger) functor. This section takes the first point of
view: which monoids correspond to dagger arrows and inverse arrows? In the
dagger case, the answer is quite simple: the dagger makes [C°P x C, Set| into an
involutive monoidal category, and then dagger arrows correspond to involutive
monoids. Inverse arrows furthermore require certain diagrams to commute.

Definition 7. An involutive monoidal category is a monoidal category C equipped

with an involution: a functor U: C — C satisfying f = f for all morphisms
f, together with a natural isomorphism xxy: X ®Y —Y ® X that makes the
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following diagrams commute®:

Xeo¥eZ) —— XoY)2Z

id®xl lx®id ?@?L?@)y

XRZRY YoX®Z idJ l%
al X X®YT>X®Y

ZoY)®X Z® (Y ®X)

Just like monoidal categories are the natural setting for monoids, involu-
tive categories are the natural setting for involutive monoids. Any involutive
monoidal category has a canonical isomorphism ¢: I — T [10, Lemma 2.3].
Moreover, any monoid M with multiplication m and unit v induces a monoid
on M with multiplication 7 o m,m and unit % o ¢. This monoid structure on
M allows us to define involutive monoids.

Definition 8. An involutive monoid is a monoid (M, m,u) together with a
monoid homomorphism i: M — M satisfying i o i = id. A morphism of in-
volutive monoids is a monoid homomorphism f: M — N making the following
diagram commute:

_ 5
M——N
i Jix
MTN

Our next result lifts the dagger on C to an involution on the category [CP x
C, Set] of profunctors. First we recall the monoidal structure on that category.
It categorifies the dagger monoidal category Rel of relations of Section 2 [5].

Definition 9. If C is small, then [C°P x C, Set| has a monoidal structure
Y
FoG(X,Z) = / F(X,Y) x G(Y, Z);

concretely, F @ G(X,Z) = [Iycc F(X,Y) xG(Y, Z)/ =, where ~ is the equiva-
lence relation generated by (y, F(f,id)(z)) ~ (G(id, f)(y),z), and the action on
morphisms is given by F & G(f,g) = [y, x|~ — [F(f,id)x,G(id, g)y]. The unit
of the tensor product is homc.

Proposition 1. If C is a dagger category, then [C°P x C, Set] is an involutive
monotdal category when one defines the involution on objects F' by F(X,Y) =
F(Y,X), F(f,9) = F(g", fT) and on morphisms 7: F — G by Txy = Ty x.

4 There is a more general definition allowing a natural isomorphism with components
X — X (see [10] for details), but we only need the strict case.
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Proof. First observe that () is well-defined: For any natural transformation of
profunctors 7, T is natural, and 7 — T is functorial. Define x r ¢ by the following
composite of natural isomorphisms:

Y
FG(X,Z2) = / F(X,Y) x G(Y, Z) by definition of ®

Y
/ F(Y,X) x G(Z,Y) by definition of ()

I

Y
/ G(Z,Y) x F(Y,X) by symmetry of x

>~ G ® F(Z,X) by definition of ®
= G ® F(X, Z) by definition of ()

Checking that x make the relevant diagrams commute is routine.

Theorem 1. If C is a dagger category, the multiplicative fragments of dagger
arrows on C correspond exactly to involutive monoids in [C°P x C, Set)].

Proof. Tt suffices to show that the dagger on an arrow corresponds to an in-
volution on the corresponding monoid F'. But this is easy: an involution on F
corresponds to giving, for each X, Y amap F(X,Y) — F(Y, X) subject to some
axioms. That this involution is a monoid homomorphism amounts to it being
a contravariant identity-on-objects-functor, and the other axiom amounts to it
being involutive.

Remark 4. If the operation first is modeled categorically as (internal) strength,
axiom (12) for dagger arrows can be phrased in [C°P x C, Set| as follows: for each
object Z of C, and each dagger arrow M, the profunctor Mz = M((—)®Z, (+)®
Z) is also a dagger arrow, and first_ | » is a natural transformation M = M.
The arrow laws (7) and (8) imply that it is a monoid homomorphism, and the new
axiom just states that it is in fact a homomorphism of involutive monoids. For
inverse arrows this law is not needed, as any functor between inverse categories is
automatically a dagger functor and thus every monoid homomorphism between
monoids corresponding to inverse arrows preserves the involution.

Next we set out to characterize which involutive monoids correspond to in-
verse arrows, relegating some of the less enlightening calculations to the ap-
pendix. Given an involutive monoid M, the obvious approach would be to just
state that the map M — M defined by a — a o a' o a is the identity. However,
there is a catch: for an arbitrary involutive monoid, the map a — aoal o a is
not a natural transformation and therefore not a morphism in [C°P x C, Set].
To circumvent this, we first require some conditions guaranteeing naturality.
These conditions concern endomorphisms, and to discuss them we introduce an
auxiliary operation on [C°P x C, Set].
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Definition 10. Let C be a dagger category. Given a profunctor M : C°P x C —
Set, define LM : C°? x C — Set by

LM(X,Y) = M(X, X),
LM(f,g) = fTo(=)of.

If M is an involutive monoid in [C°P x C, Set]|, define a subprofunctor of LM :
LTM(X,Y)={a"oa € M(X,X)|ac M(X,Z) for some Z}.

Remark 5. The construction L is a functor [C°P x C,Set] — [C°P x C, Set].
There is an analogous construction RM(X,Y) = M(Y,Y) and R* M, and fur-
thermore RM = LM. For any monoid M in [C°? x C,Set], LM is a right
M-module (and RM a left M-module). Compare Example 10.

For the rest of this section, assume the base category C to be an inverse
category. This lets us multiply positive arrows by positive pure morphisms. If M
is an involutive monoid in [C°P x C, Set], then the map LM x Lt (hom¢c) — LM
defined by (a, g' o g) + a o g7 o g is natural, as shown in the appendix.

Similarly there is a map L*(hom) x LM — LM defined by (¢ 0 g,a) —
gTogoa. Now the category corresponding to M satisfies afoaogiog = gfogoatoa
for all @ and pure g if and only if the following diagram commutes:

LtM x L*(hom) LM x L (hom)
L*(hom) x L+ M ——— LF(hom) x LM LM
(15)

If this is satisfied for an involutive monoid M in [C°P x C, Set], then positive
arrows multiply. In other words, the map L*M x LTM — LM defined by
(aT oa,bl o b) — a’ o a o bl ob is natural, as shown in the appendix. This
multiplication is commutative iff the following diagram commutes:

LM x LY M —2—— [+M x L+ M

| 16
\LM (16)

Finally, let Dy < M x M x M be the diagonal
Dut(X,Y) = {(ava',a) | a € M(X, Y},

If M satisfies (15), then a calculation included in the appendix shows that
the map Dj; — M defined by (a,a’,a) — aoa' oa is natural.
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Thus M satisfies aoa’ oa = a if and only if the following diagram commutes:

M Dy
T | )
M

Hence we have established the following theorem.

Theorem 2. Let C be an inverse category. Then the multiplicative fragments of
inverse arrows on C correspond exactly to involutive monoids in [C°P x C, Set]
making the diagrams (15)—(17) commute.

5 Applications and related work

As we have seen, inverse arrows capture a variety of fundamental reversible
effects. An immediate application of our results would be to retrofit existing
typed reversible functional programming languages (e.g., Theseus [21]) with in-
verse arrows to accommodate reversible effects while maintaining a type-level
separation between pure and effectful programs. Another approach could be to
design entirely new such programming languages, taking inverse arrows as the
fundamental representation of reversible effects. While the Haskell approach to
arrows uses typeclasses [17], these are not a priori necessary to reap the benefits
of inverse arrows. For example, special syntax for defining inverse arrows could
also be used, either explicitly, or implicitly by means of an effect system that
uses inverse arrows “under the hood”.

To aid programming with ordinary arrows, a handy notation due to Pater-
son [27, 28] may be used. If the underlying monoidal dagger category has natural
coassociative diagonals, for example when it has inverse products, a similar do-
notation can be implemented for inverse and dagger arrows.

A subtle but pleasant consequence of the semantics of inverse arrows is that
inverse arrows are safe: So long as the inverse arrow laws are satisfied by the
implemented arrows, fundamental properties guaranteed by reversible functional
programming languages (such as invertibility and closure under program inver-
sion) are preserved. In this way, inverse arrows provide reversible effects as a
conservative extension to pure reversible functional programming.

A similar approach to invertibility using arrows is given by bidirectional
arrows [2]. However, while the goal of inverse arrows is to add effects to already
invertible languages, bidirectional arrows arise as a means to add invertibility to
an otherwise uninvertible language. As such, bidirectional arrows have different
concerns than inverse arrows, and notably do not guarantee invertibility in the
general case.
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Appendix

This appendix contains calculations omitted from the proof of Theorem 2.

(a

For an involutive monoid M, the map LM x L*(homg) — LM defined by
g7 0g) — aoglogis natural:

LM x L (hom)(f,idy)(a,g' o g)

=(floacf,floglogoy)

— fToaofofloglogof

= foaoglogofoffof because C is an inverse category
= foaoglogof because C is an inverse category

= LM(f,idy)(aog'og)
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If an involutive monoid M satisfies (15), then the map LY M x LYM — LM
defined by (af o a, b’ 0b) = af o a o bf o b is natural:
LTM x LT M(f,id)(a' 0 a,b' o b)
= (ffoalcaof, floblobo f)
— floa’oaofofloblobof
= foaloaoblobo foflof by (15)
= foaloaoblobof because C is an inverse category
= LTM(f,id)(a’ o a o b' o b)

If an involutive monoid M satisfies (15), then the map Dy — M defined
by (a,af,a) — aoa' oa is natural:

DM(fag)<a'7aTaa)
=(goaof,floalogl,goaof)
r—)goaofofToaTogTogoaof

.i.

=goaocaloglogoaofofiof by (15)
—goaocaloglogoaof because C is an inverse category
=goglogoaoaloaof by (15)
=goaoaloaof because C is an inverse category

— M(f.g)(aca’ o)
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We describe here the steps taken in the further development of the reversible functional
programming language RFun. Originally, RFun was designed as a first-order untyped language
that could only manipulate constructor terms; later it was also extended with restricted support
for function pointers [6, 5]. We outline some of the significant updates ot the language, including
a static type system based on relevant typing, with special support for ancilla (read-only)
variables added through an unrestricted fragment. This has further resulted in a complete
makeover of the syntax, moving towards a more modern, Haskell-like language.

Background In the study of reversible computation, one investigates computational models
in which individual computation steps can be uniquely and unambiguously inverted. For pro-
gramming languages, this means languages in which programs can be run backward and get a
unique result (the exact input).

Though the field is often motivated by a desire for energy and entropy preservation though
the work of Landauer [3], we are more interested in the possibility to use reversibility as a
property that can aid in the execution of a system; an approach which can be credited to
Huffman [1]. In this paper we specifically consider RFun. Another notable example of a
reversible functional language is Theseus [2], which has also served as a source of inspiration
for some of the developments described here.

Ancillae Ancillae (considered ancillary variables in this context) is a term adopted from
physics to describe a state in which entropy is unchanged. Here we specifically use it for
variables for which we can guarantee that their values are unchanged over a function call. We
cannot put too little emphasis on the guarantee, because we have taken a conservative approach
and will only use it when we statically can ensure that it is upheld.

1 RFun version 2

In this section, we will describe the most interesting new additions to RFun and how they differ
from the original work. Rather than showing the full formalisation, we will instead argue for
their benefits to a reversible (functional) language.

Figure 1 shows an implementation of the Fibonacci function in RFun, which we will use as a
running example. Since the Fibonacci function is not injective (the first and second Fibonacci
numbers are both 1), we instead compute Fibonacci pairs, which are unique. Hence, the first
Fibonacci pair is (0,1), the second to (1, 1), third (2,1), and so forth.

The implementation in RFun can be found in Figure 1 and consists of a type definition Nat
and two functions plus and fib. Here, Nat defines the natural numbers as Peano numbers,
plus implements addition over the defined natural numbers, while £ib is the implementation
of the Fibonacci pairfunction. Further, Figure 2 shows an implementation of the map function.
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data Nat = Z | S Nat

fib :: Nat <> (Nat, Nat) map :: (a <> b) — [a] <> [b]
plus :: Nat — Nat > Nat fib Z =((s2), 2) map fun [ | =[]
plus Z X =x fib (Sm) = map fun (1:1s) =
plus (Sy) x = let (x, y) = fibm let ]’ =funl
let ¥’ = plus y x y’ =plusxy 1ls’ = map fun ls
in (S x) in (y, x) in (1:1s’)
Figure 1: RFun program computing Fibonacci pairs. Figure 2: Map function in RFun.

1.1 Type system

With Milner’s motto that “well-typed programs cannot go wrong,” type systems have proven
immensely successful in guaranteeing fundamental well-behavedness properties of programs. In
reversible functional programming, linear type systems (see, e.g., [2]) have played an important
role in ensuring reversibility.

Fundamentally, a reversible computation can be considered as an injective transformation
of a state into an updated state. In this view, it seems obvious to let the type system guarantee
linearity, i.e., that each available resource (in this case, variable) is used exactly once. Though
linearity is not enough to guarantee reversibility, it enables the type system to statically reject
certain irreversible operations (e.g., projections). However, linearity is also more restrictive than
needed: if we accept that functions may be partial (a necessity for r-Turing completeness), first-
order data can be duplicated reversibly. For this reason, we may relax the linearity constraint
to relevance, i.e., that all available variables must be used at least once. This guarantees that
values are never lost, while also enabling implicit duplication of values.

A useful concept in reversible programming is access to ancillae, i.e., values that remain
unchanged across function calls. Such values are often used as a means to guarantee reversibility
in a straightforward manner. For example, in Figure 1, the first input variable of the plus
function is ancillary; it’s value is tacitly returned automatically as part of the output.

To support such ancillary variables at the type level, a type system inspired by Polakow’s
combined reasoning system of ordered, linear, and unrestricted intuitionistic logic [4] is used.
The type system splits the typing contexts into two parts: a static one (containing ancillary
variables and other static parts of the environment), and a dynamic one (containing variables
not considered ancillary). This gives a typing judgment of X;T' F e : 7, where X is the static
context, and I' the dynamic one.

Whereas we must ensure that variables in the dynamic context I' are used in a relevant
manner to guarantee reversibility, there are no restrictions on the use of variables in the static
context — these can used as many or as few times (including not at all) as desired. To distinguish
between ancillary and dynamic variables at the type level, two different arrow types are used:
t1 — to denotes that the input variable is ancillary, whereas t; <+ to denotes that it is dynamic.
As such, the type of plus in Figure 1 signifies that the first input variable is ancillary, and the
second is dynamic.

A neat use of ancillae is to provide limited support for behaviour similar to higher-order
functions. For example, the usual map function is not reversible, as not every function of
type [a] > [b] arises as a functorial application of some function of type a <> b. However, if
we consider the input function f :: a <> b to be ancillary, one can straightforwardly define a
reversible map function (see Figure 2) as one of type (a <> b) — ([a] <> [b]). In this way, ancillae

I3

can be considered as a slight generalization of the parametrized maps found in Theseus [2].
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1.2 Duplication/Equality

In the first version of RFun, duplication and equality was included as a special operator, which
could perform deep copying or uncopying reversibly, depending on the usage. However, we have
found that understanding the semantics this operator often poses a problem for programmers.

To remedy this, we propose to use type classes, and implement equality instead using a type
class similar to the EQ type class found in Haskell. As in Haskell, the functions needed to be
member of this class can often be automatically derived.

1.3 First-match policy

The first-match policy (FMP) is essential to ensuring injectivity of individual functions. It
states that a returned value of a function must not match any previous leaf of the function,
and can be compared to checking the validity of an assertion on exit.

I the first version of RFun, the check to ensure that the first-match policy was upheld was
always performed at run-time, and, thus, posed a limitation to the performance. However, with
the type system, it will now often be possible to perform this check statically, as the types of the
leaves or even the ancillae inputs can be orthogonal. E.g. in the plus function (in Figure 1), the
use of ancillae input ensures that the FMP is always upheld, while map (in Figure 2) is reversible
by orthogonality of the leaves. Unfortunately, this cannot always guaranteed statically, and the
fib function (in Figure 1) is an example where a runtime check is still required.

1.4 Conclusion

In this paper we have outlined the future development of the reversible function language
RFun. A central element of this is the development of the type system. The work shows both
an interesting new application of relevant type systems, and gives RFun a more modern design
that will make it easier for programmers to understand.
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