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Co-supervisor, Unity Technologies

affiliations:

University of Copenhagen & Corti

assessment committee:

Isabelle Augenstein
University of Copenhagen

Karen Livescu
Toyota Technological Institute at Chicago

Florian Metze
Carnegie Mellon University

Lasse Borgholt, PhD thesis:
Semantic Speech Processing with Neural Networks
© February 2022



A B S T R A C T

Human spoken language understanding relies heavily on contextual
information. The context of a single word provides important clues
for the listener to accurately recognize and understand it. If a word is
mispronounced or drowned out by noise, the listener may infer the
word from context. Words like park and play have different meanings
depending on the context they appear in. And even when a word is
completely unknown to the listener, context may help in deriving its
meaning. Thus, training models to identify semantic relations from
context is an important path towards computers that can mimic the
human understanding of spoken language.

This idea has a long tradition in neural representation learning.
Here, the goal is to learn data representations that are useful for other
machine learning tasks. For example, in text-based natural language
processing, the idea has inspired approaches for learning semantic
word embeddings, such as word2vec. And more recently, it has in-
spired the development of masked language models, such as BERT.
These approaches have revolutionized natural language processing.
During the course of this thesis project, speech processing has under-
gone a similar development. However, these models are still evolving
and there is much we do not know about what they learn, why they
work, and how we can improve them.

This thesis investigates machine learning models that learn seman-
tic features directly from speech. The first part of the thesis studies
supervised learning and shows the following.

(i) The performance of end-to-end speech recognition models de-
pends heavily on access to contextual information.

(ii) Question tracking and symptom detection in spoken medical di-
alogues benefit from multimodal input.

The second part of the thesis focuses on unsupervised learning.
The contributions are the following.

(iii) An overview of unsupervised representation learning for neural
speech processing and a corresponding model taxonomy.

(iv) A comparison and analysis of two generations of the popular
wav2vec framework for low-resource speech recognition.

(v) A novel hierarchical latent variable model which is benchmarked
against other popular stochastic and deterministic models.

(vi) A comparison of contextualized speech representations and speech
recognition transcripts when used as input for spoken language
understanding tasks.
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A B S T R A C T I N D A N I S H - R E S U M É PÅ D A N S K

Menneskets sprogsforståelse er stærkt afhængig af kontekstuel infor-
mation. Konteksten af et enkelt ord giver vigtige ledetråde for lytte-
ren til nøjagtigt at genkende og forstå det. Hvis et ord udtales forkert
eller overdøves af støj, kan lytteren udlede ordet ud fra konteksten.
Ord som frø og får har forskellige betydninger afhængigt af den
kontekst, de optræder i. Og selv når et ord er helt ukendt for lytteren,
kan kontekst hjælpe med at udlede dets betydning. At træne model-
ler til at identificere semantiske relationer fra kontekst er således en
vigtig vej mod computere, der kan efterligne den menneskelige for-
ståelse af det talte sprog.

Denne idé har en lang tradition inden for repræsentationslæring
med neurale netværk. Her er målet at lære data repræsentationer,
der er nyttige til andre maskinlæringsopgaver. Indenfor tekstbaseret
sprogteknologi har ideen inspireret modeller som word2vec, der læ-
rer semantiske repræsentationer af ord. Og i nyere tid har den givet
inspiration til udviklingen af såkaldte maskerede sprogmodeller, så-
som BERT. Disse tilgange har revolutioneret sprogteknologien. I løbet
af dette forskningsprojekt har talebehandling gennemgået en lignen-
de udvikling. Disse modeller er dog stadig på et tidligt udviklingssta-
die, og der er meget vi ikke ved om, hvad de lærer, hvorfor de virker,
og hvordan vi kan forbedre dem.

Denne afhandling undersøger maskinlæringsmodeller, der lærer se-
mantiske funktioner direkte fra tale. Første del af afhandlingen under-
søger superviseret læring og viser følgende.

(i) Moderne talegenkendelsesmodellers evne til nøjagtigt at genken-
de ord, er i høj grad afhængig af kontekstuel information.

(ii) Maskinlæringsmodeller til spørgsmålssporing og symptomdetek-
tion i nødopkald kan med fordel benytte multimodalt input.

Den anden del af afhandlingen fokuserer på usuperviseret læring.
Bidragene er som følger.

(iii) En omfattende oversigt over usuperviseret repræsentationslæring
til neural talebehandling samt en modeltaksonomi.

(iv) En sammenligning og analyse af modeller fra to generationer af
wav2vec tilgangen til talegenkendelse med få ressourcer.

(v) En ny hierarkisk latent variabel model som sammenlignes med
andre populære stokastiske og deterministiske modeller.

(vi) An sammenligning af kontekstualiserede talerepræsentationer
og talegenkendelsestransskriptioner når brugt som input til sprogs-
forståelsesopgaver.
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Part I

B A C K G R O U N D





1
I N T R O D U C T I O N

It has been a longstanding ambition to build machines that can un-
derstand spoken language. The first system for translating speech to
meaningful symbols was built at Bell Labs in 1952 [133]. It was a
single-speaker system capable of recognizing digits zero to nine. To-
day, automatic speech recognition is still an open area of research.
Modern speech processing relies on high-performance parallel com-
puting [40, 157], large volumes of data [136, 213], and years of inno-
vation in model design [109, 266]. The first speech recognition system
to outdo humans in a single domain was presented years ago [277],
and speech recognition has only improved since then [11, 13, 94].

But high-quality computer-enabled speech recognition does not
necessarily mean that machines now understand human language.
For instance, a model capable of recognizing digits does not have to
learn that 1 is greater than 0, 2 is greater than 1, and so on. The no-
tion that one digit is larger than another relates to the meaning of
the symbol rather than the symbol itself. The same reasoning extends
beyond numbers. The representation of a word does not necessarily
convey anything about its meaning. In natural language processing,
it is common to represent words and other lexical units as one-hot
vectors. See figure 1. With this representation, any two distinct words
will be as different from each other, as any other pair of words, even
if the words are completely interchangeable to humans. Thus, the
one-hot representation conveys nothing but the identity of the word.

The research presented in this thesis concerns semantic speech pro-
cessing. To label any speech processing task as semantic is not done
without some ambiguity. And to claim that a machine learning model
understands spoken language is even more problematic. In order to al-

[ 0 0 0 0 0 0 1 0 0 0 0 0 0 ]CAT

[ 0 0 0 0 0 0 0 0 0 0 0 0 1 ]

[ 0 0 1 0 0 0 0 0 0 0 0 0 0 ]

DOG

CUT
Figure 1: Three one-hot vectors each corresponding to a word. Even though

cat and dog represent somewhat similar concepts, the distance be-
tween them is the same as between cut and any one of them. This
will be true for any distance metric that does not make prior as-
sumptions about the index of the non-zero entry. From an acoustic
point-of-view, cat and cut will typically be much closer.
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4 introduction

low for a fruitful discussion of this subject, a more careful treatment
of this theme is required. First, however, we should built an under-
standing of the motivation behind the research project which was
formulated in collaboration with the Danish machine learning start-
up Corti. Thus, to do so, it is helpful to review the challenges faced
by Corti prior to February 2019 (sec. 1.1 and 1.2), when this project
started. These challenges are used to outline the scope of the project
(sec. 1.3), before we return to discuss what should be understood by
semantic speech processing (sec. 1.4).

1.1 motivation : cardiac arrest detection

In 2016, Corti started to work on a machine learning-based technol-
ogy assisting 911 call takers in identifying out-of-hospital cardiac ar-
rests during emergency calls. The system should be able to process a
call in real-time and provide feedback to the call taker if a cardiac
arrest is suspected. This task is not the subject of this thesis, but
the challenges associated with building the machine learning mod-
els have inspired the work presented in the following chapters.

Cardiac arrest is a critical condition where fast recognition can
significantly increase the chance of survival [248], but also a condi-
tion that is notoriously difficult to spot in certain cases [29]. The pri-
mary indicators of a cardiac arrest, when assessed over the phone,
are found in the caller’s description of the situation. Thus, a cardiac
arrest detection model should be able to extract information from the
interaction between call taker and bystander. What are they saying?
What does it mean? Such a model is primarily intended to be help-
ful in cases that are not immediately obvious to a trained call taker.
Consider a very simple example:

Q: Is he breathing?
A: Yes

This is typically one of the first questions to be asked, if the call
taker suspects a cardiac arrest. In case of a clear-cut answer, as above,
the call taker is unlikely to need assistance from a machine learning
model. However, for such a model to remain credible, it is still impor-
tant that simple question-answer pairs are correctly interpreted. If the
answer is no, the model should trigger an alarm, and if the answer is
yes, the model should do nothing.

In order to do this, the model needs to learn that he refers to the
patient, that the absence of breathing is an important indicator of a car-
diac arrest, that is he breathing is a question, and that yes is the answer
to this question. Unlike in the written example above, no question
marks will be available to the model through speech, and it will also
have to identify who is saying what. Furthermore, there is no guar-
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antee that the bystander is capable of answering yes or no. He or she
might be stressed and use misleading filler words.

Q: Is he breathing?
A: Eh-em. Yes, let me check. One sec.

In this example, yes is not the answer to the question, but merely
used to confirm that the bystander understands the question. Here,
the call taker will also understand the answer just fine, but a simple
machine learning model might not; it is not enough to learn, if the
question is he breathing is followed by the word yes. At this point
in the conversation, there will probably not be enough indicators to
suspect a cardiac arrest, so the model should not trigger an alarm.
Now, let us see an example where the model is more likely to be able
to help the call taker.

Q: Is he breathing?
A: Yeah, but he is sort of gasping.

Here, the bystander gives a positive answer to the question, but adds
an additional piece of information. Gasping might be a sign of agonal
breathing; a reflex that can be triggered when the brain is not getting
enough oxygen [57]. This description might lead the call taker to con-
clude that the patient is not in need of cardiopulmonary resuscitation
(CPR) given the positive answer. A machine learning model, capable
of reviewing many more historical calls than a human, might be able
to spot this symptom and encourage the call taker to ask further clar-
ifying questions. However, agonal breathing is a rare condition that
most people will never have encountered. Another bystander might
use words like snoring or hissing to describe the breathing of the pa-
tient. Thus, the model needs to learn that gasping is similar to these
words in the given context.

The examples above illustrate the case for cardiac arrest detection.
In many aspects, this problem is a classic spoken language under-
standing (SLU) task. SLU systems can generally be regarded as sys-
tems for extracting semantic information from speech [263]. At the
time Corti started to work on cardiac arrest detection, most SLU
systems consisted of a speech recognition model and a downstream
model [181]. The speech recognition model converts input speech to a
transcript, and the downstream model processes the transcripts in or-
der to classify the input (e.g., cardiac arrest or not). Building a speech
recognition model in this domain (i.e., emergency calls) was a major
hurdle, as training data for the model was not readily available. Fur-
thermore, even a state-of-the-art speech recognition system might not
be the best prerequisite for solving the downstream task. These chal-
lenges have formed the basis for this thesis. In the paragraphs below,
we discuss them in more detail.
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1.2 challenges in conversational slu

We first discuss problems related to obtaining parallel data for con-
versational speech recognition. We use the term conversational to cover
any spontaneous interaction between two or more individuals, al-
though it might sound a bit casual with regard to emergency calls.
Then, we consider the implications of not having access to large text-
only resources, which are commonly used to improve speech recogni-
tion through language modeling. Finally, we consider the limitations
of speech recognition and text as a representation for downstream
tasks.

1.2.1 Transcribing conversations

In order to obtain data for training a speech recognizer, thousands
of working hours have to be invested in transcribing and segmenting
speech. This process is costly and error prone. Furthermore, sponta-
neous speech in emergency calls are not easily put into text. There
are at least two speakers involved and the conversation is typically
very stressful. Speech may overlap, words may be fragmented or mis-
pronounced, and noise may drown out the speech from time to time.

These problems are commonly addressed through rigid transcrip-
tion guidelines, which might be difficult to model or lead to ambigu-
ity. If a word is mispronounced, such that it sounds like a different
one, which word do we want in our transcript? The one that corre-
sponds to the acoustics or the intended word? For SLU tasks, the
latter might be preferred, but at the same time, it is problematic if the
model is trained to second-guess human intentions.

Other problems are similar to this one, when it comes to represent-
ing conversational speech. How do we handle background noise and
unintelligible spoken noise? And what about overlapping speech? Of
course, gold transcripts can be simplified to the point that modeling
them is straightforward, but important details might get lost. Unsur-
prisingly, most research on speech recognition make use of "text first"
data [213, 220]. That is, datasets created from text resources where
the text is read aloud and recorded (e.g., audio books).

1.2.2 Lack of text-only data

Modern speech recognition models rely on language models trained
on text-only data. This is also true for the so-called end-to-end models
that will be investigated in this thesis. It is not uncommon to find that
decoding the output of a speech recognizer with a language model
can reduce the word error rate (WER) with more than 50% [99, 191].

Language model decoding is particularly beneficial when parallel
data (i.e., speech utterances with gold transcripts) are limited. How-
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ever, it requires access to large amounts of text-only data. Some of
the most popular datasets for speech recognition research [213, 220]
come with massive resources for training external language models.
This text data are derived from the same source material as the par-
allel data used to train the speech recognizer. It is a considerable
advantage, if training data for the speech recognition model and the
language model come from the same domain [178].

For conversational speech recognition, this scenario can only be
simulated. That is, text data are obtained by transcribing speech, and
thus, in-domain conversational text-only data do not exist. Text might
be obtained from other written sources, such as online chat fora, but
the nature of the text will be very different. For emergency calls in
particular, it is unlikely to find text-only data with the same char-
acteristics. Many of the artifacts discussed above (e.g., background
noise, overlaps and interruptions) simply do not apply. And con-
versely, writing contains artifacts that do not apply to speech (e.g.,
emojis and abbreviations). Thus, there will be a considerable domain
mismatch.

1.2.3 Meaning beyond text

In the two previous paragraphs, we discussed problems related to
building a speech recognition model for conversational speech. The
primary reason we are concerned with speech recognition in the first
place, is because we want to use the automatically generated tran-
script as input for a downstream task, such as cardiac arrest detec-
tion. As we will see in chapter 5, it is easier to extract semantic in-
formation from a transcript than from the raw audio. Text has a well
defined structure where units that carry semantic information (i.e.,
words) are clearly separated, such that it is easy to process with a
computer. Furthermore, text processing requires much less compu-
tation than speech processing, due to the sparsity and the relatively
short sequence length of text data.

On the other hand, some downstream tasks benefit from informa-
tion strictly related to the speech signal. For instance, speaker identity,
emotion, and intonation are essentially discarded by a speech recogni-
tion model. Furthermore, as we discussed above, text on its own con-
vey little about the meaning of the words that make up a sentence. For
instance, if we consider the words cat and dog in isolation, there is
no way of knowing that both represent an animal commonly kept as
a pet. Neither through a basic one-hot representation, as illustrated
in figure 1, or through the corresponding character representation.
A downstream model trained on speech recognition transcripts will
probably be able to learn this relation, if relevant. But such a model
will only be able to learn from the labeled examples available for the
downstream task. And there is no guarantee that this data contain
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enough mentions of cats and dogs to learn this. Instead, we might be
able learn such relations in an unsupervised manner.

Although the cat-dog example is a primitive simplification, the de-
velopment of text-based natural language understanding (NLU) has
largely been inspired by this ambition [68, 194]. The general approach
is to train a deep neural network to predict masked parts of the input
– a so-called masked language model. This model can then be fine-
tuned for a downstream task. If we have enough unlabeled speech
data, we could use this approach to train a masked language model
on the speech recognition transcripts. However, this would still re-
quire enough parallel data to train a speech recognizer in the first
place. And even if data are available, the speech recognition tran-
scripts will contain a significant number of errors that will likely de-
grade the quality of the masked language model.

1.3 scope of the thesis

There are many ways to tackle the challenges described above, but
it is not possible to explore them all. For instance, in order to the
address the sparsity of transcribed conversations, one could explore
the use of pseudo labels obtained from speech recognition models
trained on limited data. This approach is known as self-training or
pseudo-labeling, and has seen tremendous progress in recent years
[135, 278]. The lack of text-only data could be addressed through
domain adaptation for language models trained on out-of-domain
data [178, 195]. And as already discussed, semantic representations
could be learned by training text-based masked language models on
the noisy speech recognition transcripts [159].

The focus of this thesis is the ability of deep neural networks to
learn semantic features directly from speech. In the section that fol-
lows, the notion of semantic speech processing will be explicated.
Both supervised (part ii) and unsupervised methods (part iii) will
be studied in this thesis, although the latter is of particular interest.
Unsupervised representation learning for speech has seen significant
progress during the three years of this project [11, 13, 111]. In general,
representation learning is concerned with learning features that can
benefit downstream tasks, such as cardiac arrest detection. In contrast
to the methods sketched out above, it has the potential to completely
circumvent the need for parallel data. In addition, it has been able to
realize the promise of high-quality low-resource speech recognition.
Finally, speech representations offer a natural way to encode features
that are not captured by text.
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1.4 semantic speech processing

The term semantic speech processing is used as an umbrella term to
capture the work collected in the following chapters. It is not used ex-
plicitly in the individual studies (chapters 4-9), but in the concluding
chapter, it will be used as the common denominator for discussing
this thesis in its entirety. In this section, the term will be developed
through short discussions of tasks that are generally assumed to re-
quire semantic language understanding (section 1.4.1), and the idea
that machine learning models can learn semantic representations (sec-
tion 1.4.2). Finally, based on this brief discussion, a working definition
of semantic speech processing is proposed (section 1.4.3).

But first, it makes sense to look beyond machine learning and ad-
dress a general idea of semantics. In particular, the contextual ap-
proach to lexical semantics captures what we strive to learn in seman-
tic speech processing and other areas of machine learning. In this
theory, the notion of context is particularly important: "it is assumed
that the semantic properties of a lexical item are fully reflected in appropriate
aspects of the relations it contracts with actual and potential contexts" ([63],
p. 1). As we will see in the following chapters, models that learn from
context have come to play a crucial role in modern speech processing,
as they have been doing in text-based natural language processing for
several years.

1.4.1 Semantic tasks

Some tasks aim to directly extract semantics. Above, SLU systems
were defined as systems for extracting semantic information from
speech [263]. Thus, such tasks are typically labeled SLU tasks. The
most common examples are intent classification and slot filling. Con-
sider the sentence "Switch on the bathroom lights" from the Fluent
Speech Commands (FSC) dataset [181]. In slot filling, we want to
extract values corresponding to pre-defined slots. For this example,
we have the following slot-value pairs: action: activate, object:

lights, and location: washroom. For intent classification, the slot
values are combined to form a single category, such that the task can
be phrased as a simple classification problem.

If a model can learn to identify the correct intent given different
ways of phrasing it (e.g., "Turn the washroom lamp on"), it may seem
reasonable to assume that the model has learned a semantic repre-
sentation of the utterance. However, widely used datasets for these
tasks, such as FSC [181] and ATIS [103], reuse the same sentences
in train and test sets, such that only the speaker differs. As a result,
these tasks amount to sentence recognition and only evaluate speaker
generalizability [5]. Another such dataset, Audio SNIPS [62], relies on
synthesized speech rather than natural speech. As a consequence, a
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lot of recent effort has gone into organizing, developing, and rephras-
ing new and existing SLU tasks [5, 81, 246, 280].

Where SLU is used to cover tasks where the targets commonly con-
stitute semantic categories, semantic speech processing apply more
broadly. For instance, speech recognition is commonly not regarded
an SLU task [246]. As discussed in the introduction, text does not con-
vey much semantic information on its own. On the other hand, the
segmentation of speech into words or characters does make it a lot
easier to learn relations such as the one between the words cat and
dog. Important speech recognition features can be learned just by in-
specting the waveform; vowels are associated with long segments of
high amplitude and stop consonants are formed by silent segments
ending with a small burst [134]. Nevertheless, speech recognition ben-
efits from access to semantic features [67, 252]. Thus, there is not al-
ways a clear-cut distinction between what constitutes a semantic task
and what does not.

1.4.2 Semantic representations

The tasks discussed above are typically solved with supervised learn-
ing where the objective provide some relative measure of how well
the model encodes semantic information. For unsupervised learning,
the ability to learn semantic features must be evaluated differently.

Semantic word relations have been used to evaluate text-based
word embeddings [196]. Such relations are defined in a simple arith-
metic form (e.g., paris - france + italy = rome). This evaluation for-
mat does not translate well to speech processing where word bound-
aries are not easily obtained and word segments have differing length.
Thus, the amount of work that employ similar evaluation for speech
representations is limited [49]. However, the notion that utterances
with similar meaning can be encoded to represent this similarity in
terms of a distance metric is certainly relevant.

At the time of writing, there is no unified approach to measur-
ing such similarities for speech representations. One option is to use
forced alignment to extract word segments, and then average over
the temporal dimension of each segment and different instances of
the same word to obtain a single word embedding [215]. Earlier work
has used dynamic time warping (DTW), which allows for measuring
the distance between continues-valued vector sequences of differing
length, but this is rarely used in more recent work. Furthermore, it is
typically used to target local acoustic similarities rather than semantic
information [239, 240, 286].

On top of the challenges associated with simply finding a way to
measure the distance (or similarity) between utterances, such mea-
sures will typically be obfuscated by non-semantic information such
as acoustics and speaker identity. Most recent work on representa-
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tion learning for speech rely on downstream tasks, such as those
discussed above, for measuring the semantic information in speech
representations [52, 175, 176].

1.4.3 A working definition

The brief review of tasks and representations above does not offer a
strict definition of semantic speech processing. And indeed, a strict
definition is hard to come by. In the following, semantic speech pro-
cessing should be taken to include models that learn features related
to the meaning of language and its constituent symbols from speech.
Often, it is not possible to directly identify, extract, or evaluate the exis-
tence of such features. Instead, it is necessary to analyze the behavior
of the models or probe for semantic content in the learned represen-
tations. In any case, semantic features learned by a computational
model are only an approximation to the human notion of meaning.
Thus, we should not get carried away and stay clear of anthropomor-
phisms.





2
T E C H N I C A L B A C K G R O U N D

The papers that form the chapters of this thesis are intended to be
self-contained. However, the page limits at the largest conferences on
speech processing are quite restrictive, so it is valuable to review im-
portant technical concepts in greater depth. This chapter presents con-
nectionist temporal classification (CTC) for speech recognition and
the self-supervised wav2vec 2.0 framework which are used and dis-
cussed extensively throughout the following chapters. Connection-
ist temporal classification is used in chapter 4, 5, 7 and 8, and the
wav2vec 2.0 framework is used and discussed in chapter 6, 7 and 9.
Both are briefly described in some of these chapters. However, the
description below will provide a greater level of detail, ideally alle-
viating any need for consulting the original work and allowing the
reader to brush over later descriptions. If the reader is already famil-
iar with the frameworks, this chapter can be skipped.

2.1 connectionist temporal classification

2.1.1 Background

Connectionist temporal classification is a general approach for label-
ing unsegmented sequences [93]. It was introduced in the context
of speech recognition, but has also been applied to optical charac-
ter recognition [272] and machine translation [233]. Together with
attention-based encoder-decoder (AED) models [37] and recurrent
neural network transducers [92], it is among the most common ap-
proaches to end-to-end speech recognition. The end-to-end label should
be seen in a historical context. Prior to the adoption of these frame-
works, the most common approach was based on hidden Markov
models (HMMs). This approach relies on separate pronunciation, acous-
tic, and language models which are trained individually. In contrast,
CTC and other end-to-end models can be trained by minimizing a
single loss function with an optimization algorithm in the gradient
descent family. However, despite the end-to-end label, these models
can often be drastically improved by using a separately trained lan-
guage model for decoding the output [99, 191].

2.1.2 Forward-pass and decoding

The studies presented in this thesis will use a simple greedy decod-
ing mechanism, which is presented here, so language model decod-

13
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ing will not be covered. Consider an acoustic input sequence x =

(x1, . . . , xU) and its corresponding label sequence y = (y1, . . . ,yL). In
practice, x is typically a spectrogram, but the raw waveform can also
be used. If x is a spectrogram, each xu is spectral feature vector com-
puted with a short-time Fourier transformation. If x is the waveform,
each entry is a scalar value. y is a sequence of symbols (e.g., character
or words) from a finite alphabet, such that yu ∈ {1, . . . ,K}. This set in-
cludes a blank symbol which is key to learning an implicit alignment
between x and y.

Given a set of paired training examples, we want to learn a func-
tion f : x 7→ p where p = (p1, . . . , pT ) is a sequence of probability
vectors, such that pt ∈ RK parameterizes a categorical distribution
over the alphabet. The function f(·) is a neural network that can pro-
cess sequential data. Convolutional, recurrent or transformer-based
networks have all proven viable solutions [37, 73, 224]. Regardless of
whether the input is a spectrogram or the raw waveform, it is com-
mon to configure f(·) such that it produces an output pt every 0.02

seconds. Thus, T is proportional to the input length U. As we will see
next, it is important that the output resolution is not too low.

In order to obtain an estimate of y from p, a simple greedy decod-
ing mechanism is used. First, obtain a sequence a = (a1, . . . , aT ) by
letting at = arg maxa pt,a. The sequence a, referred to as a path, can
be seen as a hard alignment between x and y. Next, apply two simple
rules defined by a function β(·):

(1) Collapse consecutive integers of the same value to a single entry.

(2) Remove all values corresponding to the blank symbol (-).

That is, β(a) = ŷ. For example, if a corresponds to the character se-
quence -h-eell-loo-, the output sequence will be hello. The model
is commonly evaluated by computing the normalized edit distance
between the target label sequence y and the estimated label sequence
ŷ. That is, the word, character, or phoneme error rate depending on
the choice of output unit and tokenization.

This decoding mechanism has two implications. First, since con-
secutive values are collapsed if they take the same value, repeated
values in the target (i.e., yl = yl+1) must be modeled by inserting
an additional blank symbol. Second, the model output length T must
be greater than or equal to the label sequence length L. The exact
requirement is that T ⩾ L+ R where R is the number of times a char-
acter is repeated in the target sequence as this warrants an additional
blank token as we just saw. Clearly, the greedy decoding mechanism
amounts to a simple fixed algorithm, so we only need to learn f(·).
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2.1.3 Loss function and training

Consider the target sequence y and a corresponding valid alignment
a. As described above, their relation is defined by β(a) = y. If we
could define a one-to-one inverse function (i.e., β−1(y) = a) the net-
work f(·) could be trained by minimizing the cross-entropy loss using
a as the target. However, β−1(·) is one-to-many for a given length T ,
so we need to sum over all possible alignments to obtain a probability
for y under the model

P(y|x) =
∑

a∈β−1(y)

P(a|x) (1)

P(a|x) =
∏
al

pl,al
. (2)

Here, a can refer to any path that translates to y, not just the best path
as used for decoding above. If the number of possible paths is large,
which is often the case, this expression can not be evaluated naively.
Thus, the CTC loss is computed with a dynamic programming algo-
rithm inspired by the forward-backward algorithm.

First, consider an extended label sequence ȳ, where the targets are
interleaved and padded with the aforementioned blank token which
have index b. Thus, we has ȳ = (b,y1,b,y2, . . . ,b,yL,b) with length
S = 2L+ 1. This makes it explicit that we allow blank tokens between
each symbol. Now, let αs,t denote the forward variable, which is de-
fined as the probability of the first s symbols in the extended label
sequence (i.e., ȳ1:s) given the first t steps of the output (i.e., p1:t).

…

C

A

T

1 2 3 T-2 T-1 T

Figure 2: Illustration of how to recursively compute the forward variable
αs,t for the CTC loss. Each node corresponds to an αs,t. White
nodes are blank and black nodes are non-blank. This figure was
borrowed from the original CTC paper [93].
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This probability can be computed recursively by merging align-
ments that corresponds to the same label sequence at a given time
step t. To see this, consider figure 2, which was borrowed from the
original CTC paper [93]. Again, keep in mind that the blanks are op-
tional, so at t = 1 there are two possible start states as evident from
the first column:

α1,1 = p1,b (starting with a blank) (3)

α2,1 = p1,ȳ2
(starting with the first symbol ȳ2 = y1) (4)

Given these initial states, the computation can now proceed recur-
sively. As can be seen from the right side of figure 2, the number of
incoming edges depend on whether we are looking at a blank state
or a non-blank state. Thus, there are two options as we proceed

αs,t =

(αs,t−1 +αs−1,t−1)pt,ȳs if ȳs = b or ȳs = ȳs−2

(αs,t−1 +αs−1,t−1 +αs−2,t−1)pt,ȳs otherwise
. (5)

The first case corresponds to computing αs,l at a blank node, or a
node where a letter has been repeated. In case of the latter, which is
not illustrated in figure 2, it is not allowed to transition directly from
non-blank state to the next non-blank state, and thus, these nodes will
also have only two incoming edges.

At the end of recursion, the probability P(y|x) can be computed by
summing the forward variable for the two possible end states αS,L +

αS−1,L [98]. However, in order to avoid numerical underflow, αs,l can
be rescaled, such that

Cl =
∑
s

αs,l (6)

ᾱs,l =αs,l/Cl , (7)

which should be used to replace αs,l on the right-hand side of equa-
tion 5. With this rescaling, the log-probability is simply given by

ln P(y|x) =
∑
l

lnCl . (8)

Since all the operations applied to compute the loss are simple addi-
tions and multiplications, it can be differentiated and used to train
the function f(·) [98].

How to compute gradients for network parameters will not be cov-
ered in detail here. Note, however, that in order to do so, a backward
variable βs,l is computed in a similar fashion to αs,l. In essence, this
is obtained by reverting the arrows in figure 2. Indeed, this is why
the CTC algorithm cites the forward-backward algorithm as an inspi-
ration. We end up with

∂P(y|x)
∂pl,k

= −
1

p2
l,k

∑
s∈{s:ȳs=k}

αs,lβs,l . (9)
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2.2 wav2vec 2 .0

2.2.1 Background

Wav2vec 2.0 is a framework for self-supervised speech representa-
tion learning [13]. Upon pre-training, the model can be fine-tuned for
speech recognition with only 10 minutes of labeled data, and achieve
a WER of 4.6%/7.9% on the Librispeech clean/other test sets [213].
The frozen model can also be used for feature extraction, as will be
the case in chapters 7 and 9 of this thesis. As the name indicates,
the model builds on its predecessor wav2vec which is inspired by
contrastive predictive coding [206]. Furthermore, the model adapts
input masking and a transformer-based architecture with reference
to masked language models such as BERT [68].

2.2.2 Model components

Wav2vec 2.0 consist of three neural network components: A convo-
lutional feature encoder fz(·), a transformer-based context network
fc(·) and an step-wise quantization module gq(·). The architecture
and functionality of each of the three modules are described in greater
detail below. The original work presents the model in two configura-
tions: base and large. The details for these configurations are pre-
sented in table 1. To see how the three components relate to each
other, we will consider the forward-pass during pre-training. In con-
trast to the previous section, an explicit sequence subscript will be
used here. Thus, the input waveform is denoted by x1:U = (x1, . . . , xU).
We have

zt = fz(xu−r:u+r) (10)

c1:T = fc(m(z1:T )) (11)

qt = gq(zt) , (12)

where z1:T , c1:T and q1:T are vector sequences where t ∝ u. The re-
ceptive field of the feature encoder is 2r+ 1 and the downsampling
factor is d. The function m(·) defines a stochastic masking policy
which selects some fraction of the vectors zt ∈ z1:T as starting points
from where N consecutive vectors (zt, . . . , zt+N−1) are replaced by a
learned vector shared for all masked time-steps. In practice, 6.5% of
z1:T is chosen as starting points and N = 10.

When fine-tuned for speech recognition, the original paper adds an
output layer on top of fc(·) which is then fine-tuned, whereas the fea-
ture encoder fz(·) is not updated. When used for feature extraction,
it is common to use hidden contextualized representations from the
pre-trained frozen fc(·) [280]. Note that m(·) is removed for down-
stream feature extraction or replaced by another masking policy for
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Feature encoder Context network

L×


1d-conv(n = 512,k, s)

layer normalization

gelu activation

1d-conv(n=512, k=128, s=1, g=16)

gelu activation + residual

L× transformer encoder(d,h)

base/
large

L=7,

k=10,3,3,3,3,2,2

s=5,2,2,2,2,2,2

base L=12, d=768, h=8

large L=24, d=1024, h=16

Table 1: Specification of the two wav2vec 2.0 configurations presented in the
original work [13] and used in later chapters of this thesis. We have
n: output channels, k: kernel width, s: stride, g: groups, d: inner
dimensionality, and h: number of attention heads.

fine-tuning. Similarly, gq(·) is only used during training in order to
compute a quantized target representation, as we will see below.

feature encoder The model takes as input the raw waveform
audio with a sample rate of 16kHz. Given that inputs may be several
seconds long, it is computationally beneficial to reduce the temporal
resolution in the model. This is done by striding with 1D convolu-
tional layers, such that the total downsampling factor is d = 320.
Thus, the encoder produces an output representation for every 0.02

seconds of input audio. This is similar to the common configura-
tion of CTC-based speech recognition described above, which is in-
deed used for fine-tuning wav2vec 2.0. Another important reason for
downsampling is to reduce the memory footprint of the model. The
transformer-based context network would not able to process audio
sampled at 16kHz given its O(T2) memory complexity.

context network Similar to the objective of a masked language
model [68], the context network is trained to infer values correspond-
ing to the masked portion of its input z1:T . Thus, this component
must use a network architecture that can utilize contextual informa-
tion. Wav2vec 2.0 rely on a standard transformer encoder [266]. In
order to encode relative positional information, a grouped 1D convo-
lutional layer with a residual connection is applied to z before it is fed
the transformer encoder. A grouped convolution is a convolution that
has input channels and output channels partitioned into some num-
ber of groups. The channels of one input group are only connected
to the channels of one output group. As such, it corresponds to hav-
ing multiple smaller convolutional layers from which the outputs are
concatenated.

quantization module The quantization module is used to in-
fer discrete targets for the masked time-steps. By learning a target, in-
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stead of just reconstructing the input x, the context network does not
have to waste capacity on modeling redundant features and noise. For
instance, small phase-shifts and amplitude scaling is typically not im-
portant for speech recognition. Furthermore, quantization is believed
to be helpful when processing noisy speech [11].

In order to quantize zt, wav2vec 2.0 relies on the Gumbel-Softmax
[123, 186] combined with the straight-through estimator [23] which
permits differentiable sampling from a categorical distribution. First,
zt is mapped to l ∈ RK which is mapped to a probability vector
p ∈ RK via the Gumbel softmax given by

pi =
exp(li +ni)/τ∑K
k exp(lk +nk)/τ

(13)

for i = 1, . . . ,K, where τ is a temperature and n ∈ RK is a ran-
dom vector with ni = − log(− log(ui)) for ui ∼ U(0, 1). The vector
n is often called the Gumbel noise. We use p̃ to denote the untem-
pered standard softmax (i.e., τ = 1 and ni = 0). Note that taking
argmaxk(lk + nk) is equivalent to sample a categorical distribution
with parameters p̃. However, in practice we cannot obtain a sam-
ple with argmax as it is non-differentiable. Given that τ → 0, p ap-
proaches a one-hot vector, but if τ is too small, training might become
unstable. Thus, to realize a one-hot vector, the straight-through esti-
mator is used. Consider the non-differentiable function φ(p)i = 1

if i = arg maxk pk and 0 otherwise. The straight-through estimator
assumes that the Jacobian ∂φ/∂p equals the identity matrix.

Furthermore, wav2vec 2.0 uses product quantization. Thus, zt is
mapped not to one, but G categorical distributions. The samples from
the G distributions are used for a codebook lookup, the resulting
vectors are concatenated, and a linear transformation is applied to
obtain qt. Product quantization results in a combinatorial explosion,
which allows qt to take KG possible values.

2.2.3 Pre-training

The model is trained with a contrastive loss, which is only computed
for the masked part of z1:T in order to avoid a trivial learning prob-
lem. For a single time-step t, we have

Lt = − log
(

exp(Sc(ct, qt))∑
n∼D exp(Sc(ct, qn))

)
, (14)

where Sc(·) computes the cosine similarity and D is a set containing
the target index t and distractor indices randomly sampled among
other masked time-steps.

Importantly, each zt, which is used to compute the target qt, only
encodes information from a limited receptive field. If fz(·) was param-
eterized with a recurrent neural network or a transformer, it could
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(at least in theory) learn to ignore the input and always output a sim-
ple repetitive vector sequence. Thus, it would become trivial to infer
the correct target for masked time-steps and render the learned rep-
resentations useless. This is commonly referred to as representation
collapse. With a convolutional encoder, this is unlikely to happen, as
it can not learn to output a long repetitive pattern given its limited
receptive field.

In addition to the contrastive loss, wav2vec 2.0 use a diversity loss
to ensure that codebook vectors are evenly used

L =
1

GK

∑
g

−H(p̃g) , (15)

where H(·) denotes the entropy. Recall that the tilde accent is used to
denote the untempered distribution without Gumbel noise. Thus, the
model is encouraged to learn a uniform distribution over the possible
target values.
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M A I N C O N T R I B U T I O N S

As mentioned above, the chapters of the thesis are self-contained stud-
ies. The contributions will therefore be described in the beginning of
each. However, one chapter is not written with the next in mind. For
this reason, we now go over the organization and the contributions
of each chapter with respect to the overall theme of the thesis.

Part ii contains studies on supervised speech processing. It exam-
ines some of the problems related to training deep neural networks
for tasks that require a semantic understanding of language. Further-
more, these studies motivate the work that is presented in part iii.
This part will cover speech recognition, as well as question tracking
and symptom detection in medical dialogues.

Chapter 4 examines the ability of the most common end-to-end speech
recognition models to utilize context. It is shown that attention-based
encoder-decoder (AED) models [37] are more context sensitive than
CTC models [93]. Through an ablation, this difference is contributed
to the AED model’s attention mechanism. An occlusion-based analy-
sis shows that both models rely heavily on contextual information.

Chapter 5 studies spoken question tracking and symptom detection
in medical dialogues. The proposed multimodal framework uses the
textual representation from a speech recognition model and the cor-
responding speech segment as input for the two tasks. Using two
modalities consistently outperforms either modality on its own, al-
though speech recognition is by far the most important element.

Part iii contains studies on unsupervised representation learning for
speech. This area of research has progressed tremendously during
the three years of this project. Apart from an overview of this emerg-
ing field, the primary contributions in this part lie in analyzing and
comparing different approaches to speech representation learning.

Chapter 6 presents a comprehensive overview of unsupervised neu-
ral representation learning for speech. Previous work is grouped into
self-supervised methods and probabilistic latent variable models and
described from a high-level perspective. The description is used to de-
rive a model taxonomy that informs a discussion on the models rep-
resentational power, learning strategies, and evaluation procedures.
This chapter forms the basis for the following three chapters.

21
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Chapter 7 compares contrastive speech representations from the pop-
ular wav2vec framework [13, 241]. Specifically, the frozen representa-
tions are tested as input for low-resource speech recognition. Repre-
sentations from wav2vec 2.0 are outperformed by its predecessor on a
small 10 minutes subset and generally exhibit unstable training. Prin-
cipal component analysis is shown to alleviate the training issues and
highlights that the representations live in low-dimensional subspace.

Chapter 8 proposes a new hierarchical latent variable model for speech
inspired by the Clockwork VAE [238]. The model is benchmarked
against other latent variable models and autoregressive models for
speech. It is shown that a hierarchy of latent variables improves the
likelihood of the model. Finally, the latent space of the models are
analyzed in terms of phonetic content.

Chapter 9 tries to answer if self-supervised learning has matured
enough to stand in for speech recognition in spoken language under-
standing. Representations from wav2vec 2.0 are systematically com-
pared to speech recognition transcripts on four spoken language un-
derstanding tasks. On three classifications tasks, the speech represen-
tations are highly competitive, and often outperform the transcripts.
On a speech translation task, the speech recognition transcripts are
still a better choice.



Part II

S U P E RV I S E D L E A R N I N G





4
D O E N D - T O - E N D S P E E C H R E C O G N I T I O N M O D E L S
C A R E A B O U T C O N T E X T ?

abstract

The two most common paradigms for end-to-end speech recognition
are connectionist temporal classification (CTC) and attention-based
encoder-decoder (AED) models. It has been argued that the latter is
better suited for learning an implicit language model. We test this hy-
pothesis by measuring temporal context sensitivity and evaluate how
the models perform when we constrain the amount of contextual in-
formation in the audio input. We find that the AED model is indeed
more context sensitive, but that the gap can be closed by adding self-
attention to the CTC model. Furthermore, the two models perform
similarly when contextual information is constrained. Finally, in con-
trast to previous research, our results show that the CTC model is
highly competitive on WSJ and LibriSpeech without the help of an
external language model.

4.1 introduction

Connectionist temporal classification (CTC) [93] and attention-based
encoder-decoder (AED) models [15, 37] are arguably the most pop-
ular choices for end-to-end automatic speech recognition (E2E ASR).
However, it has been unclear if CTC and AED models process speech
in qualitatively different ways. The use of sentence-level context is
important for human speech perception [117], but has not been stud-
ied for ASR. Previous research has claimed that AED models learn a
better implicit language model given enough training data [20]. Fur-
thermore, comparisons of the two models have suggested that CTC
models are inferior without the help of an external language model
[20, 223], which leads to the hypothesis that CTC models are inca-
pable of exploiting long temporal dependencies.

We study how the two E2E ASR models utilize temporal context.
For this purpose, we consider first-order derivatives [70, 86] and the
occlusion of input features [284]. While these methods have been fre-
quently used to analyze natural language processing models [6, 7,
169, 170] their application to speech recognition has been limited [24,
158].

25
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Figure 3: Sensitivity scores for the character “p” in the correctly predicted sentence “who is going to stop me” by the CTC model trained on LibriSpeech.
Hand-annotated word and phone alignments from the TIMIT dataset are shown in the bottom. The temporal spans corresponding to different
levels of accumulated sensitivity are shown in the top. By averaging these across all non-blank character predictions in a test set, we obtain
a measurement of the model’s context sensitivity.
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1. Through a derivative-based sensitivity analysis we show that
the AED model is more context sensitive than the CTC model.
Our ablation study attributes this difference to the attention-
mechanism which closes the gap when applied to the CTC
model.

2. Although the AED model is more context sensitive than the
CTC model without an attention-mechanism, we find that the
two models perform similarly when contextual information is
constrained by occluding surrounding words in the input au-
dio.

3. In contrast to previous comparisons, we show that the CTC
model is highly competitive with the AED model without the
help of an external language model. Using a deep and densely
connected architecture, both models reach a new E2E state-of-
the-art on the WSJ task.

4.2 end-to-end speech recognition

4.2.1 Connectionist Temporal Classification Models

Given a sequence of real valued input vectors x = (x1, ..., xT ), CTC
models compute an output sequence ŷ = (ŷ1, ..., ŷU), where each ŷu

is a categorical probability distribution over the target character set.
Apart from the letters a-z, white-space and apostrophe (’), the charac-
ter set also includes the special blank token (-). The input and output
lengths, T and U, are related by U = ⌈TR⌉ where R is a constant reduc-
tion factor achieved by striding or stacking adjacent temporal repre-
sentations. In this study, we never use an external language model. In-
stead, we rely on a simple greedy decoder β(·) that collapses repeated
characters and removes blank tokens (e.g., -c-aatt- 7→ cat). The β(·)
function operates on the predicted alignment path q̂ = (q̂1, ..., q̂U)

obtained by letting q̂u = arg maxq ŷu,q.
This decoding mechanism results from the CTC loss function. The

loss is computed by summing the probability of all alignment paths
q = (q1, ...,qU) that translate to the target sequence y. The probability
of a single path is given by:

P(q|x) =
U∏

u=1

ŷu,qu (16)

Given the set of paths {q | β(q) = y} = β−1(y) that translate to a
given target transcript, the total probability is:

P(y|x) =
∑

q∈β−1(y)

P(q|x) (17)
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The loss is simply L(y, ŷ) = ln(P(y|x)) which can be computed effi-
ciently with dynamic programming [93].

4.2.2 Attention-based Encoder-Decoder Models

AED models first encode the input x to a sequence of vectors h =

(h1, ..., hU) = encode(x) which is passed to an autoregressive de-
coder function decode(·). We reuse U to denote the length of h to
emphasize that, as with CTC models, it is defined by a constant re-
duction factor R. However, AED models are typically robust to a high
reduction factor (R ⩽ 24) compared to CTC models (R ⩽ 21) [20]. Op-
erating at a lower temporal resolution should make it easier for recur-
rent encoder layers (section 4.2.3) to pass information across longer
time spans.

Roughly speaking, we could write the decoder as ŷk = decode(h,
ŷk−1, sk−1, ak−1) where ŷk is a probability distribution over charac-
ters, sk is the decoder state and ak is the attention vector. Unlike
CTC models, there are no repeated characters or blank tokens to in-
terleave the final predictions. Thus, given the same output sequence,
we have K ⩽ U. As with the encoder, lower temporal resolution be-
tween decoder steps could make it easier to pass information between
predictions.

Emphasizing more detail, we split the decode(·) function into the
following sequence of computations:

sk = recurrent(sk−1, [Φ(ŷk−1); ak−1]) (18)

ak = attend(sk, h) (19)

ŷk = predict(ak) (20)

Here [ · ; · ] denotes the concatenation of two vectors and Φ(·) is a non-
differentiable embedding lookup.1 The recurrent(·) function can
take the form of any recurrent neural network architecture. We use a
single LSTM [109] cell for all our experiments. The predict(·) func-
tion is a single fully-connected layer followed by the softmax function.
The following steps define the attend(·) function:

ek,u = v⊤tanh(Wssk + Whhu) (21)

αk,u =
exp(ek,u)∑U

u ′=1 exp(ek,u ′)
(22)

ck =

U∑
u=1

αk,uhu (23)

ak = tanh(Wa[ck; sk]) (24)

Where v, Ws, Wh and Wa are trainable parameters. The computa-
tion of the energy coefficient ek,u is taken from [14]. Note that each

1 The lookup is not captured by the gradient-based sensitivity analysis presented in
4.3.1.
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energy coefficient, and thus each attention weight αk,u, is computed
identically for all encoder representations hu. Unlike recurrent net-
work connections, combining information from time steps far apart
does not require propagating the information through a number of
computations proportional to the distance between the time steps.

Thus, we have highlighted three components that could make AED
models more context sensitive: (I) Encoder resolution, (II) decoder
resolution and (III) the attention-mechanism.

4.2.3 Encoder Architecture

Whereas the main contribution of the CTC framework is the loss func-
tion, the AED model relies on a more complex architecture that allows
it to be trained with a simple cross-entropy loss. To see this, note that
the CTC forward pass can be stated as a subset of the functions intro-
duced in section 4.2.2:

h = encode(x) (25)

ŷu = predict(hu) (26)

As in previous work, we use convolutions followed by a sequence
of bidirectional recurrent neural networks [2, 214, 287]. Our final
encoder has 10 bidirectional LSTM layers with skip-connections in-
spired by [115]. The outputs of the forward and backward cells are
summed after each LSTM layer. Default is R = 2 for CTC and R = 4

for AED. See figure 4.

BOTTLENECK-N

Concatenate (and stack*)

Position-wise fully-connected (N units)

Clipped ReLU (clip value = 5)

2D-CONV-BLOCK-32-[3, 3]-[2, 2]

2D-CONV-BLOCK-32-[3, 3]-[2, 1]

2D-CONV-BLOCK-32-[3, 3]-[2, 1]

DENSE-LSTM-BLOCK-320-5

DENSE-LSTM-BLOCK-320-5

BOTTLENECK-320

X

H

DENSE-LSTM-BLOCK-N-L

Bidirectional LSTM

Bidirectional LSTM

Bottleneck-N

Bidirectional LSTM

L
 layers w

ith N
 units

2D-CONV-BLOCK-C-[H, W]-[F, T]

2D-conv. (C filters of HxW and stride FxT)

Clipped ReLU (clip value = 5)

Figure 4: Default encoder architecture used for both CTC and AED models.
* Only applied in the bottleneck layer of the first dense LSTM block
for the AED model to achieve R = 4.



30 do end-to-end speech recognitionmodels care about context?

4.3 method

We used two different approaches for analyzing temporal context uti-
lization of the two E2E ASR models. The derivative-based sensitiv-
ity analysis (4.3.1) can be used to compare a set of models on any
dataset. However, as we will see, there is no guarantee that the differ-
ences found with this approach translate to better performance. The
occlusion-based analysis (4.3.2) allows us to evaluate how the models
respond when we remove temporal context. This measure is easy to
interpret and can be used to directly asses the importance of tempo-
ral context, but requires hand-annotated word-alignments which are
rarely available in publicly available datasets.

4.3.1 Derivative-based Sensitivity Analysis

We define a sequence of sensitivity scores rk (ru for CTC models)
across the temporal dimension of the input space for each predicted
character. Let F be number of spectral input features and Q the size
of the output character set:

rk,t =

Q∑
q=1

F∑
f=1

∣∣∣∣∂ŷk,q

∂xt,f

∣∣∣∣ (27)

An example is shown in figure 3. Our goal is to measure the disper-
sion of these scores across the input time steps. We do so by summing
the scores from largest to smallest and measure the temporal span
of the scores accumulated for a certain percentage of the total sen-
sitivity. For example, the set of scores needed to account for 10% of
the total sensitivity may be {rk,3, rk,7, rk,8, rk,10}. The temporal span
would then be 10− 3 = 7 time steps corresponding to 0.07 seconds.
We take the mean of this span for a fixed percentage across all charac-
ter predictions in a given data set to summarize the temporal context
sensitivity of a model. This allows us to evaluate how the sensitivity
disperses as we increase the accumulated percentage. A higher dis-
persion of sensitivity scores equals a higher context sensitivity. The
derivative-based measure considers a linearization of the models and,
thus, does not capture non-linear effects.

4.3.2 Occlusion-based Analysis

To directly test the dependence on contextual information, we use
hand-annotated word-alignments to systematically occlude context.
Given a word wt, we test how well a model recognizes the word given
different levels of context. That is, we crop out the audio segment
corresponding to wt−C, ...,wt+C where C is the maximum number
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Figure 3.1: CTC vs. AED (test source: WSJ)
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Figure 3.2: CTC vs. AED (test source: LibriSpeech)

CTC, Train source: LibriSpeech
AED, Train source: LibriSpeech
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Figure 3.3: CTC vs. AED (test source: TIMIT)
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Figure 3.4: Temporal resolution (test source: WSJ)
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Figure 3.5: Attention-mechanism (test source: WSJ)
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Figure 3.6: Occlusion performance (test source: TIMIT)

CTC, Train source: WSJ
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Figure 5: Sensitivity analysis (figures 3.1-3.5) and occlusion-based analysis (figure 3.6). See corresponding subsections.
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of context words visible on each side.2 If the target word wt is in the
predicted sequence, we accept the hypothesis. To avoid ambiguous
situations where the target word is identical to one of the 2C context
words, we only make use of sentences that consist of a sequence of
unique words.

4.4 experiments

4.4.1 Data and Training

We trained the models on the Wall Street Journal CSR corpus (WSJ)
[220] and the LibriSpeech ASR corpus [213]. WSJ contains approxi-
mately 81 hours of read newspaper articles and LibriSpeech contains
960 hours of audio book samples. We used 80-dimensional log-mel
spectrograms as input. The models were trained for 600 epochs on
WSJ and 120 epochs on LibriSpeech. We used Adam [146] with a
fixed learning rate of 3 · 10−4 for the first 100 epochs on WSJ and
20 epochs on LibriSpeech, before annealing it to 1/6 of its original
size. We used dropout after each convolutional block [260] and each
bidirectional LSTM layer [151]. The dropout rate was set to 0.10 for
models trained on LibriSpeech and 0.40 for WSJ. Similar to [241], we
constructed batches of similar length samples, such that one batch
consisted of up to 320 seconds of audio and contained a variable num-
ber of samples. For the AED model, we used teacher-forcing with a
10% sampling rate.

For the occlusion-based analysis, we considered the hand-annotated
word-alignments from the TIMIT dataset [87]. We excluded all sen-
tences repeated by multiple speakers in order to avoid biasing the
results towards certain sentence constructions (i.e., we only use the
SI-files of the TIMIT dataset).

4.4.2 ASR results

We compare the default configuration of our CTC and AED models
trained on WSJ and LibriSpeech to other notable E2E ASR models in
table 3 and 2. Both the CTC and AED model compare favorably to
more sophisticated approaches on WSJ. On LibriSpeech, our models
do not perform as well as larger models, but are still on par with mod-
els of comparable size from [120] which is the same model as in [214]
at smaller scale. The slightly worse performance of the AED model
on LibriSpeech can be attributed to longer sentences which have a
tendency to destabilize training. Similar issues have been reported in
prior work [20, 37].

2 We also add the silence from the start and end of the original sentence to the audio
segment as it improves model performance.
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Model eval92 type

Chorowski & Jaitly, 2016 [46] 10.60 AED

Zhang et al., 2017 [287] 10.53 AED

Chan et al., 2016 [38] 9.6 AED

Sabour et al., 2018 [232] 9.3 AED

Our work:

Deep LSTM 9.25 CTC

Deep LSTM 9.25 AED

Table 2: Word error rates on the eval92 test set of WSJ. None of the above
use an external language model.

Model clean other type params

Li et al., 2019 [168] 3.86 11.95 CTC 333 M

Kim et al., 2019 [145] 3.66 12.39 AED ~320 M

Park et al., 2019 [214] 2.80 6.80 AED ~280 M

Irie et al., 2019 [120]

Small - Grapheme 7.9 21.3 AED 7 M

Small - Word-piece 6.1 16.4 AED 20 M

Medium - Grapheme 5.6 15.8 AED 35 M

Medium - Word-piece 5.0 14.1 AED 60 M

Our work:

Deep LSTM 5.13 16.03 CTC 17.7 M

Deep LSTM 5.45 17.05 AED 19.8 M

Table 3: Word error rates on the clean and other test sets of LibriSpeech.
None of the above use an external language model.
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4.4.3 CTC vs. AED

As hypothesized, figure 3.1 and 3.2 reveal that our AED models uti-
lized a larger temporal context than the CTC models based on the sen-
sitivity scores. The trend was consistent across all levels of accumu-
lated sensitivity scores. In figure 3.3, we see the same pattern when
evaluated on the TIMIT dataset which will be used for the occlusion-
based analysis.

4.4.4 Temporal resolution

We trained the AED model with three different temporal encoder res-
olutions R = 2, 4, 8 on the WSJ dataset. R was configured by increasing
stride in each of the three convolutional layers. As seen in figure 3.4,
encoder resolution had no impact on context sensitivity.

To test decoder resolution, we interleaved the target transcript with
one or two redundant blank tokens to effectively increase the target
length to K · 2 or K · 3. Figure 3.4 shows that decoder resolution had
no impact on context sensitivity.

4.4.5 Attention-mechanism

To test how the attention-mechanism affects context sensitivity, we
incorporated the attend(·) function in the CTC architecture. Instead
of passing hu directly to predict(·), we first applied self-attention:

ŷu = predict(attend(hu, h)) (28)

We trained this model on the WSJ dataset and compared it to the
AED model and the CTC model without attention in figure 3.5. The
attention-mechanism closed the gap in context sensitivity between
the two models. Thus, the difference found in sections 4.4.3 is likely a
result of this architectural component that can be easily incorporated
in a CTC model. However, a large U results in high memory con-
sumption. Therefore, we used a smaller model where the two dense
LSTM blocks are replaced by three LSTM layers with 128 units for the
experiments shown in figures 3.4 and 3.5.

4.4.6 Occlusion performance

Figure 3.6 shows how model performance is affected under different
context constraints. We see that both the CTC and AED model suf-
fered severely when contextual information was completely removed.
The models came close to optimal performance when approximately
three words were allowed on each side of the target word. Thus, tem-
poral context is an important factor for both models. This result aligns
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well with the common n-gram size (3-4) when decoding with the help
of a statistical language model [46, 183, 283].

Based on the results in section 4.4.3, we would expect that the AED
models rely more on the temporal context than the CTC model. How-
ever, we do not see such a trend in figure 3.6. Indeed, there was no
pronounced or consistent difference between the two models regard-
less of training source. This result implies that the architectural differ-
ences between the AED and CTC models do not necessarily translate
to a performance difference. It may be that the AED model included
more evidence from context than the CTC model, but the results in
figure 3.6 indicate that this did not add any additional value in terms
of lowering word error rate.

4.5 conclusions

We show that AED models are generally more context sensitive than
CTC models and that this difference is largely explained by the attention-
mechanism of AED models. Adding a self-attention layer to the CTC
model bridges the gap between the models. Analyzing performance
by constraining temporal context, we also find that the initial differ-
ence between the two models is not crucial in terms of word error
rate performance, although both models rely heavily on context for
optimal performance. Our experiments on WSJ and LibriSpeech show
that CTC models are capable of delivering state-of-the-art results on
par with AED models without an external language model. Because
of its simplicity and more stable training, CTC is our preferred E2E
ASR framework.
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M U LT I Q T: M U LT I M O D A L L E A R N I N G F O R
R E A L - T I M E Q U E S T I O N T R A C K I N G I N S P E E C H

abstract

We address a challenging and practical task of labeling questions in
speech in real time during telephone calls to emergency medical ser-
vices in English, which embeds within a broader decision support
system for emergency call-takers. We propose a novel multimodal
approach to real-time sequence labeling in speech. Our model treats
speech and its own textual representation as two separate modalities
or views, as it jointly learns from streamed audio and its noisy tran-
scription into text via automatic speech recognition. Our results show
significant gains of jointly learning from the two modalities when
compared to text or audio only, under adverse noise and limited vol-
ume of training data. The results generalize to medical symptoms
detection where we observe a similar pattern of improvements with
multimodal learning.

5.1 introduction

Our paper addresses the challenge of learning to discover and label
questions in telephone calls to emergency medical services in English.
The task is demanding in two key aspects:

1. Noise: A typical phone call to an emergency medical service dif-
fers significantly from data within most standard speech datasets.
Most importantly, emergency calls are noisy by nature due to
very stressful conversations conveyed over poor telephone lines.
Automatic speech recognition (ASR) and subsequent text pro-
cessing quickly becomes prohibitive in such noisy environments,
where word error rates (WER) are significantly higher than for
standard benchmark data [97]. For this reason, we propose a se-
quence labeler that makes use of two modalities of a phone call:
audio and its transcription into text by utilizing an ASR model.
Hereby we create a multimodal architecture that is more robust
to the adverse conditions of an emergency call.

2. Real-time processing: Our model is required to work incre-
mentally to discover questions in real time within incoming
streams of audio in order to work as a live decision support
system. At runtime, no segmentation into sub-call utterances
such as phrases or sentences is easily available. The lack of

37
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segmentation coupled with the real-time processing constraint
makes it computationally prohibitive to discover alignments be-
tween speech and its automatic transcription. For these reasons,
we cannot utilize standard approaches to multimodal learning
which typically rely on near-perfect cross-modal alignments be-
tween short and well-defined segments [16].

context and relevance . Learning to label sequences of text
is one of the more thoroughly explored topics in natural language
processing. In recent times, neural networks are applied not only to
sequential labeling like part-of-speech tagging [222] or named entity
recognition [184], but also to cast into a labeling framework otherwise
non-sequential tasks such as syntactic parsing [90, 254].

By contrast, assigning labels to audio sequences of human speech
is comparatively less charted out. When addressed, speech labeling
typically adopts a solution by proxy, which is to automatically tran-
scribe speech into text, and then apply a text-only model [80, 199,
255]. The challenge then becomes not to natively label speech, but
to adapt the model to adverse conditions of speech recognition error
rates. Such models typically feature in end-to-end applications such
as dialogue state tracking [105, 226]. Recent advances in end-to-end
neural network learning offer promise to directly label linguistic cat-
egories from speech alone [88]. From another viewpoint, multimodal
learning is successfully applied to multimedia processing where the
modalities such as text, speech, and video are closely aligned. How-
ever, contributions there typically feature classification tasks such as
sentiment analysis and not finer-grained multimedia sequence label-
ing [281].

Figure 6: A speech sequence from our phone call dataset. Two audio seg-
ments are highlighted: a question (in blue) and a reported symp-
tom (in yellow).
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our contributions . We propose a novel neural architecture to
incrementally label questions in speech by learning from its two modal-
ities or views: the native audio signal itself and its transcription into
noisy text via ASR.

1. Our model utilizes the online temporal alignment between the
input audio signal and its raw ASR transcription. By taking ad-
vantage of this fortuitous real-time coupling, we avoid having
to learn the multimodal alignment over the entire phone call
and its transcript, which would violate the real-time processing
constraint that is crucial for decision support.

2. We achieve consistent and significant improvements from learn-
ing jointly from the two modalities compared to ASR transcrip-
tions and audio only. The improvements hold across two inher-
ently different audio sequence labeling tasks.

3. Our evaluation framework features a challenging real-world task
with noisy inputs and real-time processing requirements. Un-
der this adversity, we find questions and medical symptoms
in emergency phone calls with high accuracy. Our task is illus-
trated in Figure 6.

5.2 multimodal speech labeling

We define the multimodal speech labeler MultiQT as a combination
of three neural networks that we apply to a number of temporal input
modalities. In our case, we consider speech and associated machine
transcripts as the separate modalities or views. The model is illus-
trated in Figure 7.

To obtain temporal alignment between speech and text, we pro-
pose a simple approach that uses the output of an ASR system as
the textual representation. Here, we take the ASR to be a neural net-
work trained with the connectionist temporal classification (CTC) loss
function [93]. Given audio, it produces a temporal softmax of length
Ts with a feature dimension defined as a categorical distribution, typ-
ically over characters, words or subword units, per timestep.

We refer to a sequence of input representations of the audio modal-
ity as (x(t)a )t∈[1..Ta] and of the textual modality as (x(t)s )t∈[1..Ts]. From
the input sequences we compute independent unimodal representa-
tions denoted by z(t)a and z(t)s by applying two unimodal transfor-
mations denoted by fa and fs, respectively. Each of these transforma-
tions is parameterized by a convolutional neural network with overall
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Figure 7: MultiQT model illustration for two timesteps i and j. We depict
the convolutional transformations fa and fs of the audio and char-
acter temporal softmax inputs into the respective modality encod-
ings z(i)a and z(i)s , along with the corresponding receptive fields
and strides: ra, sa and rs, ss. The convolutions are followed by
multimodal fusion and finally dense layers g and h to predict the
question labels ŷ(i) and ŷ(j).

temporal strides sa and ss and receptive fields ra and rs. With Tm as
length of the resulting unimodal representations:

z(t)a = fa

((
x(i)a

)sat+ra,r

i=sat−ra,l

)
z(t)s = fs

((
x(i)s

)sst+rs,r

i=sst−rs,l

)
,

(29)

for t ∈ [1..Tm], where ra,l, ra,r, rs,l and rs,r are the left and right half
receptive fields of fa and fs, respectively. For fa, ra,l = ⌊(ra − 1)/2⌋
and ra,r = ⌈(ra − 1)/2⌉ and similarly for fs. For i < 1 and i > Ta

we define x(i)a and x(i)s by zero padding, effectively padding with half
the receptive field on the left and right sides of the input. This then
implies that Tm = ⌊Ta/sa⌋ = ⌊Ts/ss⌋ which constrains the strides
according to Ta and Ts and functions as “same padding”. This lets
us do convolutions without padding the internal representations for
each layer in the neural networks, which in turn allows for online
streaming.

To form a joint multimodal representation from z(t)a and z(t)s we
join the representations along the feature dimension. In the multi-
modal learning litterature such an operation is sometimes called fu-
sion [281]. We denote the combined multimodal representation by
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z(t)m and obtain it in a time-binded manner such that for a certain
timestep z(t)m only depends on z(t)a and z(t)s ,

z(t)m = fusion
(

z(t)a , z(t)s

)
. (30)

In our experiments fusion(·) either denotes a simple concatenation,
[z(t)a ; z(t)s ], or a flattened outer product, [1 z(t)a ]⊗ [1 z(t)s ]. The latter
is similar to the fusion introduced by Zadeh et al. [281], but we do
not collapse the time dimension since our model predicts sequential
labels.

Finally, z(t)m is transformed before projection into the output space:

z(t)y = g
(

z(t)m

)
, (31)

ŷ(t) = h
(

z(t)y

)
, (32)

where g is a fully connected neural network and h is a single dense
layer followed by a softmax activation such that ŷ(t) ∈ RK is a vector
of probabilities summing to one for each of the K output categories.
The predicted class is arg max(ŷ(t)).

5.2.1 Objective functions

In general, the loss is defined as a function of all learnable parameters
Θ and is computed as the average loss on M examples in a mini-
batch. We denote by {Xa,Xs} a dataset consisting of N pairs of input
sequences of each of the two modalities. As short-hand notation, let
X(n)
a refer to the n’th audio sequence example in Xa and similarly for

X(n)
s . The mini-batch loss is then

L

(
Θ;

{
X(n)
a , X(n)

s

}
n∈Bi

)
=

1

M

∑
n∈Bi

L(n)
(
Θ; X(n)

a , X(n)
s

)
, (33)

where Bi is an index set uniformly sampled from [1..N] which defines
the i’th batch of size |Bi| = M.

The loss for each example, L(n), is computed as the time-average
of the loss per timestep,

L(n)
(
Θ; X(n)

a , X(n)
s

)
=

1

T

T∑
t=1

L(n,t)
(
Θ; X(n,ta)

a , X(n,ts)
s

)
, (34)

where ta = [sat− ra,l .. sat+ ra,r] and similarly for ts since the de-
pendency of the loss per timestep is only on a limited timespan of the
input. The loss per timestep is defined as the categorical cross-entropy
loss between the softmax prediction ŷ(t) and the one-hot encoded
ground truth target y(t),

L(n,t)
(
Θ; X(n,ta)

a , X(n,ts)
s

)
=

K∑
k=1

y
(t)
k log(ŷ(t)

k ).
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Label Description Example Count Fraction

Q1 Question about the address of the incident. What’s the address? 663 26.3%

Q2 Initial question of the call-taker to begin assessing the situation. What’s the problem? 546 21.6%

Q3 Question about the age of the patient. How old is she? 537 21.3%

Q4 All questions related to patient’s quality of breathing. Is she breathing in a normal pattern? 293 11.6%

Q5 All question about patient’s consciousness or responsiveness. Is he conscious and awake? 484 19.2%

Table 4: Explanation and prevalence of the questions used for the experi-
ments.

The full set of learnable parameters Θ is jointly optimized by mini-
batch stochastic gradient descent.

5.2.2 Multitask objective

In addition to the loss functions defined above, we also consider
multitask training. This has been reported to improve performance
in many different domains by including a suitably related auxiliary
task [27, 187].

For the task of labelling segments in the input sequences as per-
taining to annotations from among a set of K− 1 positive classes and
one negative class, we propose the auxiliary task of binary labelling
of segments as pertaining to either the negative class or any of the
K− 1 positive classes. For question tracking, this amounts to doing
binary labelling of segments that are questions of any kind. The hope
is that this will make the training signal stronger since the sparsity of
each of the classes, e.g. questions, is reduced by collapsing them into
one shared class.

We use the same loss function as above, but with the number of
classes reduced to K = 2. The total multitask loss is a weighted sum
of the K-class loss and the binary loss:

L
(n,t)
MT = βL

(n,t)
binary + (1−β)L(n,t). (35)

The tunable hyperparameter β ∈ [0, 1] interpolates the task between
regular K-class labeling for β = 0 and binary classification for β = 1.

5.3 data

Our dataset consists of 525 phone calls to an English-speaking medi-
cal emergency service. The call audio is mono-channel, PCM-encoded
and sampled at 8000Hz. The duration of the calls has the mean of
166 s (st. dev. 65 s, IQR 52 s). All calls are manually annotated for ques-
tions by trained native English speakers. Each question is annotated
with its start and stop time and assigned with one of 13 predefined
question labels or an additional label for any question that falls out-
side of the 13 categories. Figure 6 illustrates these annotations. We
observe an initial inter-annotator agreement of α = 0.8 [155]. Each
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call has been additionally corrected at least once by a different anno-
tator to improve the quality of the data. On average it took roughly
30 minutes to annotate a single call. For our experiments, we choose
the five most frequent questions classes, which are explained in Ta-
ble 4. Out of 24 hours of calls, the questions alone account for only
30 minutes (roughly 2%) of audio. For the experiments we use 5-fold
cross-validation stratified by the number of questions in each call,
such that calls of different lengths and contents are included in all
folds.

We test our model on an additional speech sequence labeling chal-
lenge: tracking mentions of medical symptoms in incoming audio.
By using another task we gauge the robustness of MultiQT as a gen-
eral sequence labeling model and not only a question tracker, since
symptom utterances in speech carry inherently different linguistic fea-
tures than questions. As our question-tracking data was not manually
labeled for symptoms, we created silver-standard training and test
sets automatically by propagating a list of textual keywords from the
ground truth human transcripts back onto the audio signal as time
stamps with a rule-based algorithm. The initial list contained over 40

medical symptoms, but in the experiment we retain the most frequent
five: state of consciousness, breathing, pain, trauma, and hemorrhage.

The utterances that we track are complex phrases with a high vari-
ance: There are many different ways to express a question or a med-
ical symptom in conversation. This linguistic complexity sets our re-
search apart from most work in speech labeling which is much closer
to exact pattern matching [235].

5.4 experiments

5.4.1 Setup

inputs . The audio modality is encoded using 40 log-mel features
computed with a window of 0.02 s and stride 0.01 s. The textual modal-
ity is formed by application of an ASR system to the audio modality.
In all reported experiments, only ASR outputs are used and never hu-
man transcriptions, both in training and evaluation. The audio input
to the ASR is encoded in the same way as described above. The ASR
available to us has a purely convolutional architecture similar to the
one in [60] with an overall stride of 2. For MultiQT, this means that
Ta = 2Ts. The ASR is trained on 600 hours of phone calls to medi-
cal emergency services in English from the same emergency service
provider as the question and symptoms tracking datasets. Both of
these are contained in the ASR test set. The ASR is trained using the
connectionist temporal classification (CTC) loss function [93] and has
a character error rate of 14% and a word error rate of 31%. Its feature
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dimension is 29 which corresponds to the English alphabet including
apostrophe, space and a blank token for the CTC loss.

systems . The basic version of MultiQT uses a single softmax cross-
entropy loss function and forms a time-bound multimodal represen-
tation by concatenating the unimodal representations. We then aug-
ment this model in three ways:

1. MultiQT-TF: tensor fusion instead of concatenation following Zadeh
et al. [281],

2. MultiQT-MT: auxiliary binary classification with β = 0.5,
3. MultiQT-TF-MT: combination of 1 and 2.

baselines . MultiQT can easily be adapted to a single modality by
excluding the respective convolutional transformation fa or fs. For
example, MultiQT can be trained unimodally on audio by removing
fs and then defining z(t)m = z(t)a instead of concatenation or tensor
fusion. We baseline the multimodal MultiQT models against versions
trained unimodally on audio and text. We also compare MultiQT to
two distinct baseline models:

1. Random forest (RF)
2. Fully connected neural network (FNN)

Contrary to MultiQT, the baselines are trained to classify an input se-
quence into a single categorical distribution over the labels. At train-
ing, the models are presented with short segments of call transcripts
in which all timesteps share the same label such that a single pre-
diction can be made. The baselines are trained exclusively on text
and both models represent the windowed transcript as a TF-IDF-
normalized bag of words similar to Zhang, Zhao, and LeCun [285].
The bag of words uses word uni- and bigrams, and character tri-,
four- and five-grams with 500 of each selected by χ2-scoring between
labels and transcripts on the training set.

hyperparameters . We use 1D convolutions for fa and fs. For
fa we use three layers with kernel sizes of 10, 20 and 40, filters of
64, 128 and 128 units and strides of 2, 2 and 2 in the first, second
and third layer, respectively. For fs we use two layers with kernel
sizes of 20 and 40, filters of 128 and 128 units and strides of 2 and
2. Before each nonlinear transformation in both fa and fs we use
batch normalization [118] with momentum 0.99 and trainable scale
and bias, and we apply dropout [253] with a dropout rate of 0.2. For
g we use three fully connected layers of 256 units each and before
each nonlinear transformation we use batch normalization as above
and apply dropout with a dropout rate of 0.4. We l2 regularize all
learnable parameters with a weighting of 0.1.
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instance timestep

Model Modality P R F1 P R F1

RF-BOW T 61.8±3.5 88.5±0.9 72.2±2.2 39.3±1.1 70.4±1.0 48.1±1.0

FNN-BOW T 42.2±1.4 92.8±0.6 57.5±1.3 38.1±0.7 71.0±1.7 46.9±0.8

MultiQT A 87.4±1.9 60.6±4.0 70.3±3.1 79.2±1.3 57.8±3.3 65.0±2.4

MultiQT T 84.2±1.6 78.5±2.8 81.1±2.0 78.8±1.2 69.4±2.0 73.5±1.3

MultiQT A+T 83.6±2.2 83.3±2.5 83.3±1.6 75.7±2.2 73.8±2.3 74.5±1.3

MultiQT-MT A 84.6±5.1 57.4±3.9 66.2±2.9 77.7±5.6 56.0±2.8 62.8±2.0

MultiQT-MT T 81.9±1.1 80.6±2.8 81.0±1.8 75.9±1.5 71.2±2.4 73.3±1.7

MultiQT-MT A+T 85.2±2.7 83.2±1.2 84.1±2.0 78.5±2.5 74.0±0.7 76.0±1.1

MultiQT-TF A+T 85.0±1.8 83.3±2.6 83.9±1.7 78.9±2.1 75.2±2.3 76.7±1.2

MultiQT-TF-MT A+T 85.1±3.2 83.1±1.6 83.8±1.7 78.7±3.7 75.0±1.6 76.5±1.4

Table 5: Question tracking results on audio (A) and text (T) modalities with
variations of MultiQT using modality concatenation (MultiQT) or
tensor fusion (MultiQT-TF) and the auxiliary task (MultiQT-MT).
The evaluation metrics are precision (P), recall (R), and (F1) at
the macro level per timestep or instance. We report means and
standard deviations for five-fold cross-validation runs. All F1 dif-
ferences are statistically significant at p < 0.001, save for between
MulitQT [T] & MulitQT-MT [T], and MulitQT [A+T] & MulitQT-TF-
MT [A+T] (p ≈ 0.64). We employ the approximate randomization
test with R = 1000 and Bonferonni correction [74]. Bold face indi-
cates the highest F1 score within each metric and MultiQT model
group.

The FNN model uses the same classifier as is used for g in MultiQT
with a dropout rate of 0.3 and an l2 regularization factor of 0.05.

All neural models are trained with the Adam optimizer [148] us-
ing a learning rate of 1× 10−4, β1 = 0.9 and β2 = 0.999 and batch
size 6 except for those with tensor fusion which use a batch size of 1

due to memory constraints. Larger batch sizes were prohibitive since
we use entire calls as single examples but results were generally con-
sistent across different batch sizes. All hyperparameters were tuned
manually and heuristically. It takes approximately one hour to train
the base MultiQT model on one NVIDIA GeForce GTX 1080 Ti GPU
card.

evaluation. For each model we report two F1 scores with respec-
tive precisions and recalls macro-averaged over the classes.

– timestep: For each timestep, the model prediction is compared
to the gold label. The metrics are computed per timestep and
micro-averaged over the examples. This metric captures the model
performance in finding and correctly classifying entire audio
segments that represent questions and is sensitive to any mis-
alignment.

– instance: A more forgiving metric which captures if sequences
of the same label are found and correctly classified with accep-
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tance of misalignment. Here, the prediction counts as correct if
there are at least five consecutive correctly labeled time steps
within the sequence, as a heuristic to avoid ambiguity between
classes. This metric also excludes the non-question label.

The baseline models are evaluated per timestep by labeling segments
from the test set in a sliding window fashion. The size of the window
varies from 3 to 9 seconds to encompass all possible lengths of a
question with the stride set to one word. Defining the stride in terms
of words is possible because the ASR produces timestamps for the
resulting transcript per word.

5.4.2 Results

labeling accuracy. The results are presented in Table 5. They
show that for any model variation, the best performance is achieved
when using both audio and text. The model performs the worst when
using only audio which we hypothesize to be due to the increased
difficulty of the task: While speech intonation may be a significant
feature for detecting questions in general, discerning between specific
questions is easier with access to transcribed keywords.

Including the auxiliary binary classification task (MultiQT-MT) shows
no significant improvement over MultiQT. We hypothesize that this
may be due to training on a subset of all questions such that there
are unlabelled questions in the training data which add noise to the
binary task.

Applying tensor fusion instead of concatenating the unimodal rep-
resentations also does not yield significant improvements to MultiQT
contrary to the findings by Zadeh et al. [281]. Since tensor-fusion sub-
sumes the concatenated unimodal representations by definition and
appends all element-wise products, we must conclude that the mul-
timodal interactions represented by the element-wise products either
already exist in the unimodal representations, by correlation, are eas-
ily learnable from them or are too difficult to learn for MultiQT. We
believe that the interactions are most likely to be easily learnable from
the unimodal representations.

Comparing any MultiQT variant with instance and timestep F1

clearly shows that instance is more forgiving, with models generally
achieving higher values in this metric. The difference in performance
between different combinations of the modalities is generally higher
when measured per instance as compared to per timestep.

The RF and FNN baseline models clearly underperform compared
to MultiQT. It should be noted that both RF and FNN achieve F1-
scores of around 85 when evaluated per input utterance, correspond-
ing to the input they receive during training. On this metric, FNN
also outperforms RF. However, both models suffer significantly from
the discrepancy between the training and streaming settings as mea-



5.4 experiments 47

sured per the instance and timestep metrics; this effect is largest for
the FNN model.

real-time tracking . One important use case of MultiQT is real-
time labelling of streamed audio sequences and associated transcripts.
For this reason, MultiQT must be able to process a piece of audio in a
shorter time than that spanned by the audio itself. For instance, given
a 1 s chunk of audio, MultiQT must process this in less than 1 s in
order to maintain a constant latency from the time that the audio is
ready to be processed to when it has been processed. To assess the
real-time capability of MultiQT, we test it on an average emergency
call using an NVIDIA GTX 1080 Ti GPU card. In our data, the average
duration of an emergency call is 166 s.

To simulate real-time streaming, we first process the call in 166 dis-
tinct one-second chunks using 166 sequential forward passes. This
benchmark includes all overhead, such as the PCIe transfer of data to
and from the GPU for each of the forward passes. The choice of 1 s
chunk duration matches our production setting but is otherwise arbi-
trary with smaller chunks giving lower latency and larger chunks giv-
ing less computational overhead. In this streaming setting, the 166 s
of audio are processed in 1.03 s yielding a real-time factor of approxi-
mately 161 with a processing time of 6.2ms per 1 s of audio. This sat-
isfies the real-time constraint by a comfortable margin, theoretically
leaving room for up to 161 parallel audio streams to be processed on
the same GPU before the real-time constraint is violated.

When a single model serves multiple ongoing calls in parallel, we
can batch the incoming audio chunks. Batching further increases the
real-time factor and enables a larger number of ongoing calls to be
processed in parallel on a single GPU. This efficiency gain comes at
the cost of additional, but still constant, latency since we must wait
for a batch of chunks to form. For any call, the expected additional
latency is half the chunk duration. We perform the same experiment
as above but with different batch sizes. We maintain super real-time
processing for batches of up 256 one-second chunks, almost doubling
the number of calls that can be handled by a single model.

In the offline setting, for instance for on-demand processing of his-
torical recordings, an entire call can be processed in one forward pass.
Here, MultiQT can process a single average call of 166 s in 10.9ms
yielding an offline real-time factor of 15,000. Although batched pro-
cessing in this setting requires padding, batches can be constructed
with calls of similar length to reduce the relative amount of padding
and achieve higher efficiency yet.



48 multiqt : multimodal learning for real-timequestion tracking in speech

0.6 0.4 0.2 0.0 0.2 0.4 0.6

start

0.6 0.4 0.2 0.0 0.2 0.4 0.6

stop

error margins [s]

Figure 8: Error margin distributions for start and stop timestamps of ques-
tion sequences. The dotted lines depict the ground truth start and
stop timestamps.

5.5 discussion

label confusion. We analyze the label confusion of the basic
MultiQT model using both modalities on the timestep metric. Less
than 1% of all incorrect timestamps correspond to question-to-question
confusions while the two primary sources of confusion are incorrect
labelings of 1) “None” class for a question and 2) of a question with
the “None” class. The single highest confusion is between the “None”
class and “Q4” which is the least frequent question. Here the model
has a tendency to both over-predict and miss: ca 40% of predicted
“Q4” are labeled as “None” and 40% of “Q4” are predicted as “None”.
In summary, when our model makes an error, it will most likely 1)
falsely predict a non-question to be a question or 2) falsely predict a
question to be a non-question; once it discovers a question, it is much
less likely to assign it the wrong label.

model disagreement. We examined the inter-model agreement
between MultiQT trained on the different modes. The highest agree-
ment of ∼90% is achieved between the unimodal text and the multi-
modal models whereas the lowest agreement was generally between
the unimodal audio and any other model at ∼80%. The lower agree-
ment with the unimodal audio model can be attributed to the gener-
ally slightly lower performance of this model compared to the other
models as per Table 5.

question margins . In Figure 8, we visualize the distribution
of the errors made by the model per timestep. For each question
regarded as matching according to the instance metric we compute
the number of seconds by which the model mismatched the label
sequence on the left and right side of the label sequence, respectively.
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Permuted instance timestep

Modality Training Test P R F1 P R F1

A+T Yes T 82.2±4.9 60.1±5.6 68.6±5.7 79.0±4.7 58.4±3.7 64.7±3.5

A+T Yes A 82.6±3.2 75.9±2.9 78.7±1.6 78.3±2.4 68.3±2.7 72.3±1.1

A+T Yes - 86.3±1.6 83.8±2.8 84.8±2.0 80.4±1.0 74.1±2.2 76.9±1.3

A+T No T 0.0±0.0 0.0±0.0 0.0±0.0 16.2±0.0 16.7±0.0 16.4±0.0

A+T No A 89.5±3.1 69.2±4.4 77.0±2.5 84.3±2.6 63.7±3.5 71.0±2.0

A+T No - 83.6±2.2 83.3±2.5 83.3±1.6 75.7±2.2 73.8±2.3 74.5±1.3

A No - 87.4±1.9 60.6±4.0 70.3±3.1 79.2±1.3 57.8±3.3 65.0±2.4

T No - 84.2±1.6 78.5±2.8 81.1±2.0 78.8±1.2 69.4±2.0 73.5±1.3

Table 6: Results from the modality ablation on the MultiQT model. We com-
pare multimodal MultiQT trained with the audio (A) and text (T)
modalities temporally permuted in turn during training with prob-
ability pa = 0.1 and ps = 0.5 to MultiQT trained without modality
permutation, unimodally and multimodally (some results copied
from Table 5). We can obtain robustness to loosing a modality while
maintaining (or even slightly improving) the multimodal perfor-
mance. All results are based on five-fold cross-validation as in Ta-
ble 5.

We see that the model errors are normally distributed around a center
value that is shifted towards the outside of the question by slightly
less than 100ms. The practical consequence is that the model tends
to make predictions on the safe side by extending question segments
slightly into the outside of the question.

modality ablation. To evaluate the model’s robustness to noise
in the modalities, we remove all information from one of the modal-
ities in turn and report the results in Table 6. We remove the infor-
mation in a modality by randomly permuting the entire temporal
axis. This way we retain the numerical properties of the signal which
is not the case when replacing a modality by zeros or noise. To in-
crease MultiQT’s robustness to this modality ablation, we apply it
at training so that for each batch example we permute the temporal
axis of the audio or text modality with some probability pa or ps.
We choose pa = 0.1 and ps = 0.5 since the model more easily devel-
ops an over-reliance on the text-modality supposedly due to higher
signal-to-noise ratio. The results are listed in Table 6 along with re-
sults for MultiQT from Table 5 for easy reference. We observe that
the basic MultiQT model suffers significantly from permutation of
the text modality and less so for audio which suggests that it relies
on the audio only for supportive features. Training MultiQT with
the random temporal permutation forces learning of robustness to
loosing all information in a modality. We see that the results when
removing a modality almost reach the level achieved when training
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Figure 9: Relation between timestep F1 and WER on call-taker utterances
without the “None” label.

exclusively on that modality while still maintaining the same (or bet-
ter) performance of the basic MultiQT model.

relation to asr . In Figure 9, we plot the performance of the
multimodal model on different subsets of the test split by the maxi-
mum WER of the ASR (measured only on the call-taker utterances).
This evaluation compares the micro-averaged model F1-score when
increasing the noise on the textual input. We see that regardless of the
modality, the performance is the highest for calls with very low WER.
We observe that the performance improvement of using both modal-
ities over unimodal text or unimodal audio increases as we include
noisy samples. This implies that multi modality increases robustness.
Training on permuted inputs additionally improves the performance
on noisy data.

The evaluation of MultiQT in our paper has thus far been only in
relation to one particular ASR model with CTC loss [93], where our
system displays significant gains from multimodal learning. Yet, do
these results hold with another ASR system, and in particular, are
the multimodal gains still significant if WER decreases and produced
text quality increases? For an initial probing of these questions, we
replace the fully convolutional ASR with a densely-connected recur-
rent architecture with convolutional heads. This model is similar to
the one in [2] but also uses dense bottleneck layers. With this model
the transcription quality improves by around +4% in WER, while the
F1-scores of MultiQT still strongly favor the multimodal approach, by
+6.15 points absolute over text-only. We argue that in a real-world sce-
nario with high WER and limited in-domain training data, the gains
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warrant learning from joining the text and audio views on the in-
put speech when learning a question tracker. Alternatively, the ASR
model itself could be extended into a multitask learning setup to
jointly track questions and transcribe speech; we defer that line of
work for future research. On a practical note, for this multitask ap-
proach, the data must be fully transcribed by human annotators in
addition to the question annotatations. This is generally more time
consuming and expensive than exclusively annotating questions.

qualitative analysis . We analyze the model predictions on a
subset of 21 calls to identify the most likely reasons for incorrect la-
beling. We find that in over half of the analysed cases the incorrect
prediction is triggered either by a question-related keyword uttered
in a non-question sentence or by a question asked in the background
by a caller that was not assigned a label. We also encounter unde-
tected questions that have a very noisy ASR transcript or are asked
in an unusual way.

symptom labeling . The experiment with our silver-standard symp-
toms data shows a trend that is similar to question tracking: The
dual-modality MultiQT scores an instance F1 score of 76.9 for a +1.8
absolute improvement over the best single modality. Text-only is the
runner up (-1.8 F1) while audio-only lags behind with a significant
-23.6 decrease in F1. At the same time, a simple text-only keyword
matching baseline scores at 73.7. We argue that symptom tracking
strongly favors text over audio because the distinctive audio features
of questions, such as changes in intonation, are not present when
communicating symptoms in speech.

5.6 related work

The broader context of our work is to track the dialogue state in
calls to emergency medical services, where conversations are typi-
cally formed as sequences of questions and answers that pertain to
various medical symptoms. The predominant approach to dialogue
state tracking (DST) in speech is to first transcribe the speech by us-
ing ASR [104, 105, 201]. In our specific context, to entirely rely on
ASR is prohibitive because of significantly higher WER in compari-
son to standard datasets. To exemplify, while WER is normally dis-
tributed with a mean of 37.6% in our data, the noisiest DST challenge
datasets rarely involve with WER above 30% [122] while standard
ASR benchmarks offer even lower WER [214]. None of the standard
ASR scenarios thus directly apply to a real-life ASR noise scenario.

From another viewpoint, work in audio recognition mainly involves
with detecting simple single-word commands or keyword spotting [3],
recognizing acoustic events such as environmental or urban sounds [221,
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236, 279] or music patterns, or document-level classification of entire
audio sequences [177]. McMahan and Rao [190] provide a more ex-
tensive overview. While approaches in this line of work relate to ours,
e.g. in the use of convolutional networks over audio [234, 235], our
challenge features questions as linguistic units of significantly greater
complexity.

Finally, research into multimodal or multi-view deep learning [171,
203] offers insights to effectively combine multiple data modalities or
views on the same learning problem. However, most work does not
directly apply to our problem: i) the audio-text modality is signifi-
cantly under-represented, ii) the models are typically not required to
work online, and iii) most tasks are cast as document-level classifica-
tion and not sequence labeling [282].

5.7 conclusions

We proposed a novel approach to speech sequence labeling by learn-
ing a multimodal representation from the temporal binding of the au-
dio signal and its automatic transcription. This way we learn a model
to identify questions in real time with a high accuracy while trained
on a small annotated dataset. We show the multimodal representa-
tion to be more accurate and more robust to noise than the unimodal
approaches. Our findings generalize to a medical symptoms labeling
task, suggesting that our model is applicable as a general-purpose
speech tagger wherever the speech modality is coupled in real time
to ASR output.
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abstract

Unsupervised representation learning for speech processing has ma-
tured greatly in the last few years. Work in computer vision and nat-
ural language processing has paved the way, but speech data offers
unique challenges. As a result, methods from other domains rarely
translate directly. We review the development of unsupervised repre-
sentation learning for speech over the last decade. We identify two
primary model categories: self-supervised methods and probabilistic
latent variable models. We provide a comprehensive model taxonomy
and describe evaluation procedures for speech representation learn-
ing. Finally, we discuss and compare models from the two categories.

6.1 introduction

Representation learning has shaped modern computer vision [247]
and natural language processing [68], and more recently speech pro-
cessing has been subject to the same development [13]. Representa-
tion learning has been defined as “learning representations of the data
that make it easier to extract useful information when building classifiers
or other predictors" [22]. Unsupervised representation learning is con-
cerned with learning useful representations without the use of hu-
man annotations. Usually, a model is first pre-trained on a task where
plenty of data is available. The model is then fine-tuned, or used to
extract input representations for a smaller model, targeting a task
with limited training data. In computer vision, both supervised [101,
247, 256] and unsupervised [72, 219] representation learning have
gained attention with supervised representation learning driven by
the availability of large annotated datasets [65]. For text and speech,
pre-training is usually unsupervised as labeled data is difficult to ob-
tain. Although work on text has paved the way, and the two fields
share many characteristics, learning representations from speech is a
problem faced with a unique set of challenges.

In this paper, we survey work on unsupervised representation learn-
ing for speech processing from within the last decade. From a method-
ological perspective, we identify two primary model categories, namely
models based on self-supervised learning and probabilistic latent vari-
able models. We provide a methodological review of the design choices
related to each of the model categories and develop a model taxon-
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omy that highlights the different directions of work. We then provide
a comparison of the methods based on their respective evaluation
procedures. Finally, based on the model taxonomy, we discuss the
differences between models from the two categories and identify fu-
ture challenges and directions for research in speech representation
learning.

6.2 unsupervised representation learning

In the following, we group previous work into self-supervised mod-
els and probabilistic latent variable models, and take a model to com-
prise a neural architecture and a corresponding learning algorithm.
A schematic overview is found in figure 10. These categories are nei-
ther exhaustive nor mutually exclusive, but allow us to focus on the
characteristics that have shaped different branches of research.

With emphasis on the recent successes in the field, we aim to cover
literature from within the last 10 years. While a complete description
of all relevant models is not within the scope of this work, we sketch
important technicalities when they are particularly descriptive of a
certain class of models. We start out by defining our high-level nota-
tion and some conventions to ease discussion.

self-supervised latent variable

f : x ↦ c

g : ∗ ↦ y

↦

↦

f : x ↦ q (z|x)

g : z ↦ p (x|z)

↦

↦

z ~ q

x

x ~ p

x

c

y^

＾

＾

Figure 10: A schematic overview of the two groups of models covered in
this survey. Left: A model trained with self-supervised learn-
ing. There is no strict specification of how to configure a self-
supervised model. In this review, we take these models to consist
of two functions f(·) and g(·). After pre-training, f(·) is either fine-
tuned or used for extracting features c for a downstream task. See
figure 11. g(·) is an auxiliary function used to accommodate the
self-supervised pre-training task. Thus, it might operate on x, c
or another hidden layer (as indicated by *) to approximate some
data induced target y. Typically, the parameter space of g(·) will
be much smaller than that of f(·). Right: A probabilistic latent
variable model. In contrast to the self-supervised model, the func-
tions f(·) and g(·) are used to learn the parameters of the distri-
butions q and p. Here, the latent variable z is commonly used for
representation learning.
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6.2.1 Notation

We use the subscript i:j with i⩽j to denote a vector sequence ai:j con-
taining elements ai through aj. The absence of a subscript indicates
that the vector is not part of any sequence. We denote model input
as x1:T which, in practice, might be either a spectrogram or the raw
speech signal, but we do not distinguish between the two in notation
as it is not essential to understand the models. Also, models com-
monly downsample the temporal dimension, but again, this is not
crucial to understand the models, so we maintain a notation based
only on a single temporal dimension t ∈ {1, . . . , T }.

When discussing self-supervised models, we use c1:T to denote a
contextualized representation. For stochastic latent variable models
we use z1:T as is customary to the field. The representation at a single
time-step, ct or zt, is typically a function of a larger part of the input
space than just xt, in some cases the entire input sequence x1:T .

While some models are frozen and produce representations used
as input for downstream tasks (frz, table 7), others are designed to be
fine-tuned (ftn, table 7). We illustrate this difference in figure 11. In
either case, we use f(·) to denote the model that is used for the down-
stream task. We use g(·) to denote any auxiliary model components
(e.g., for a reconstruction task we might have g : ct 7→ x̂t). When
a model can be naturally subdivided into multiple components, we
simply use f∗(·) where ∗ may be any convenient descriptor. Finally,
we often use a subscript when defining a loss, Li, to imply that the
total loss is computed as a sum over i.

6.3 self-supervised models

Self-supervised learning is a subset of unsupervised learning [262].
Where other unsupervised learning methods can be seen as a means
to an end in itself (e.g., clustering, dimensionality reduction, or data
generation), self-supervised learning takes the form of a pretext task
that only adds value when associated with a downstream task. This
makes self-supervised learning tie naturally with semi-supervised
learning, but it may also be part of a fully unsupervised setup [10].
Self-supervised learning is often characterized by automatically de-
riving the target from the input or other unlabeled examples [211].

6.3.1 Predictive models

Similar to classic autoregressive language models [193], contextual-
ized speech representations can be learned by predicting future val-
ues of a simple representation [50, 52, 130, 206, 241] (prd, table 7).
Modeling spectrograms directly, autoregressive predictive coding (APC)
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[52] is perhaps the simplest example in this category. The forward
pass and loss are computed as

ct = f(x1:t) (36)

x̂t+k = g(ct) (37)

Lt = ∥x̂t+k − xt+k∥1 . (38)

Here, f(·) and g(·) are parameterized by neural networks such that
each ct is only conditioned on previous inputs x1:t and x̂t+k is com-
puted step-wise. Chung et al. [52] use a stack of unidirectional LSTMs
for f(·) and a linear regression layer for g(·). Tasks that seek to pre-
dict or reconstruct the input are very common. In the literature, these
are often jointly referred to as reconstruction tasks (rec, table 7) [175,
270], although this is somewhat misleading in the case of prediction.

Contrary to a text-based autoregressive language model, the APC
model is not restricted to next-step prediction. Instead, it predicts k >

0 steps ahead in order to ensure that the model does not learn a trivial
solution by exploiting the smoothness of the signal. Depending on the
downstream task, we are often interested in learning so-called slow
features that will typically span multiple input frames [274]. Even
the smallest linguistic units of speech, phonemes, tend to span 0.1
seconds on average [87], whereas spectrogram frames xt are typically
computed at 0.01 second intervals.

However, sometimes local smoothness is explicitly used [8, 127,
128]. In early work, Badino et al. [8] propose a step-wise bottleneck

frozen fine-tuned

x

c

f (・)

Figure 11: A simple visualization of the two most common approaches to
representation learning. Left: A frozen (frz, table 7) pre-trained
model f(·) is used to extract features from the input sequence
x1:T . The learned local representations c1:T are used as input to a
model which is trained for a downstream task. In this visualiza-
tion, the representations are extracted from the top layer of the
model, but in practice any intermediate layer could potentially
be used. Right: A pre-trained model f(·) is fine-tuned (ftn, table
7) for a downstream task. Depending on the fine-tuning strat-
egy, all or a subset of the parameter space is adjusted. Usually, it
is necessary to add additional parameters (e.g., an output layer)
that must be trained from scratch to fit the pre-trained model to
a new task.
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model that learns to predict xt+1 from xt. Since phonetic information
changes slowly, xt+1 is argued to be a noisy version of xt encoding
almost the same phonetic content. Thus, the model is akin to a de-
noising autoencoder.

Next-step prediction has also been frequently used for generative
models (gen, table 7). The popular speech synthesis model WaveNet
is perhaps the most obvious example [207]. Next-step prediction has
also been used to infer phoneme boundaries in an unsupervised man-
ner [192]. While this work does not consider representation learning,
the models might learn useful features similar to those learned with
APC.

6.3.2 Contrastive models

Speech contains localized noise (e.g., phase shifts) that does not in-
form slow feature learning. Thus, directly modeling speech might not
be the best way to learn contextualized representations. Contrastive
predictive coding (CPC) [206] targets a local variable v1:T , learned
from the model input x1:T , instead of the input itself. The forward
pass is

vt = fv(xt−r:t+r) (39)

ct = fc(v1:t) (40)

v̂t,k = gk(ct) , (41)

where fv(·) is a convolutional neural network, such that each vt only
encodes information from a limited receptive field 2r+ 1. Again, fc(·)
should be limited to condition each ct on previous time-steps v1:t and
gk(·) is a step-wise transformation (e.g., a linear regression layer). The
loss is based on noise constrastive estimation [95] and is given by

Lt,k = − log

(
exp(v̂T

t,kvt+k)∑
n∼D exp(v̂T

t,kvn)

)
. (42)

Here, D is a set of indices including the target index t+ k and neg-
ative samples drawn from a proposal distribution, which is typically
taken to be a uniform distribution over the set {1, . . . , T }. Note that
the loss is also indexed by k to show that CPC targets multiple off-
sets. The APC model is easily extended in a similar way [51].

Crucially, we cannot simply predict vt+k from ct with an ℓ1 loss.
This would cause fv(·) to collapse to a trivial solution, such as setting
all vt equal. With a contrastive loss on the other hand, setting all vt

equal would cause Lk,t to be constant at a value no better than a
random baseline.

A model closely related to the original CPC model is wav2vec [241].
It uses a different parameterization of the functions fv(·) and fc(·),
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and modifies the loss to consider a binary prediction task, such that
we have

Lt,k = − log(σ(v̂T
t,kvt+k)) −

∑
n∼D

log(σ(−v̂T
t,kvn)) . (43)

This model was among the first to show that learned representations
can be used to improve end-to-end speech recognition. As we will
see, the wav2vec framework has gradually evolved to shape state-of-
the-art representation learning for speech.

6.3.3 Masking-based models

One downside of predictive tasks is that models are primarily unidi-
rectional. Some work has extended APC and CPC inspired models
with separate encoders operating in opposite directions [32, 141, 173],
but these models are still restricted to process left and right context
separately. Inspired by the masked language model task used for text-
based representation learning [68], several papers have used masking
to overcome this challenge (msk, table 7). Masking refers to replac-
ing parts of the input with zeros or a learned masking vector. For
zero-masking [42, 129, 172, 176, 273], we have

ct = f(x1:T ◦ m1:T ) (44)

x̂t = g(ct) (45)

Lt = ∥x̂t − xt∥1 , (46)

where the ◦ operator denotes the Hadamard product, f(·) is typi-
cally a transformer encoder or a bidirectional recurrent neural net-
work, g(·) is a step-wise transformation, and m1:T is a mask such
that mt,i ∈ {0, 1}. Alternatively, m1:T is used to select which xt are
replaced by a learned masking vector. The entries of m1:T are deter-
mined by some stochastic policy. One frequent inspiration is SpecAug-
ment [214], which was originally proposed for supervised speech
recognition and applies frequency and time masking to spectrogram
representations. While temporal masking is most common, frequency
masking has also been adopted for representation learning [273]. A
simple, yet popular, masking strategy is to draw a proportion of in-
put indices ti ∼ {1, . . . , T −M} without replacement, and then mask
{ti, . . . , ti +M} [13, 111, 172].

Combining masking with a contrastive loss, wav2vec 2.0 was the
first work to show that a competitive speech recognition model can
be learned by fine-tuning a pre-trained model with as little as 10

minutes of labeled data. For this model

vt = fv(xt−r:t+r) (47)

ct = fc(v1:T ◦ m1:T ) (48)

qt = gq(vt) . (49)
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Here, fv(·) is a convolutional neural network, fc(·) is a transformer en-
coder [266] and gq(·) is a quantization module used to learn targets
from the localized variable v1:T . Computing quantized targets this
way requires an extra loss term, which we will present when we dis-
cuss quantization in general below. The contrastive loss for wav2vec
2.0 is similar to that of the CPC model,

Lt = − log
(

exp(Sc(ct, qt))∑
n∼D exp(Sc(ct, qn))

)
, (50)

where Sc(·) is the cosine similarity and the negative samples in D are
sampled from other masked time-steps.

In general, masking is less data efficient than prediction, as only
the masked portion of the input is non-trivial to reconstruct. For this
reason, the loss might be computed as

Lt = ∥(x̂t − xt) ◦ (1− mt)∥1 . (51)

Non-autoregressive predictive coding (NPC) [174] tries to resolve this
by using a convolutional neural network where the kernel is masked
instead of the input. That is, the model is prevented from using xt
for its corresponding reconstruction x̂t. This allows for complete data
utilization, but limits the amount of context encoded in the learned
representation. Figure 12 summarizes the models discussed so far.
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Figure 12: Schematic overview of self-supervised approaches. The subscript
of the temporal dimension has been left out for notational sim-
plicity. Each subfigure illustrates the loss computation for a single
time-step. Examples of models in each category include APC (prd

+ rec), Mockingjay (msk + rec), CPC (prd + con) and wav2vec
2.0 (msk + con).
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6.3.4 Quantization

Several models enforce a discrete latent space by quantizing the vec-
tor representation (qtz, table 7). A popular approach for online vector
quantization is to use the Gumbel softmax [123, 186]. This approach
corresponds to approximate differentiable sampling from a categori-
cal distribution. Another common approach employs a codebook of
learnable representations. This approach was popularized with the
VQ-VAE [265], and thus, we refer to it as the VQ-VAE approach. Both
approaches employ non-differentiable operations and obtain gradi-
ents using the straight-through estimator [23].

6.3.4.1 Gumbel-softmax approach

Say we want to quantize a vector v such that it takes one of K possible
values. We first map it to l ∈ RK and then map l to a probability
vector p ∈ RK via the Gumbel softmax given by

pi =
exp(li +ni)/τ∑K
k exp(lk +nk)/τ

(52)

for i = 1, . . . ,K, where τ is a temperature parameter and n ∈ RK is a
random vector with ni = − log(− log(ui)) for ui ∼ U(0, 1). For τ → 0,
p approaches a one-hot vector. The Gumbel noise n is a practical way
to sample from the untempered categorical distribution (i.e., τ = 1)1.
In order to ensure that that we end up with a discrete sample, p is
mapped to a one-hot vector using a function φ(·), such that φ(p)i = 1

if i = arg maxj pj and 0 otherwise. However, this function is clearly
non-differentiable, so we have to rely on the straight-through estima-
tor and assume during training that the Jacobian ∂φ/∂p equals the
identity matrix. The one-hot vector can then be used for a codebook
lookup to obtain the final quantized vector (e.g., qt in eq. 49).

The wav2vec 2.0 quantization module (eq. 49) relies on the Gumbel
softmax approach. To support this, a diversity loss is added to the
task specific loss (eq. 50) to ensure even utilization of the codebook
vectors

L = −H(p̃)
1

D
, (53)

where H(·) is the entropy and p̃ is the untempered version of p with-
out Gumbel noise.

1 Assume a categorical random variable taking values 1, . . . ,K with probabili-
ties π1, . . . ,πK. The underlying distribution can be sampled by drawing i =

argmaxk(lk + nk), where the nk = − log(− log(uk)) with uk ∼ U(0, 1) are Gumbel
distributed and lk = log(π̃k) with π̃k/

∑
j π̃j = πi. The Gumbel softmax replaces

the argmax by a softmax.
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Model and task design Resolution Usage

model pub. date msk prd con rec qtz gen loc glb var frz ftn

Self-supervised models

Audio Word2vec [54] 2016 Mar. ✓ ✗ ✗ ✓ ✗ ✗ ✗ ✓ ✗ ✓ ✗

Speech2Vec [49] 2018 Mar. ✗ ✓ ✗ ✓ ✗ ✗ ✗ ✓ ✗ ✓ ✗

Unspeech [197] 2018 Apr. ✗ ✓ ✓ ✗ ✗ ✗ ✗ ✓ ✗ ✓ ✗

CPC [206] 2018 Jul. ✗ ✓ ✓ ✗ ✗ ✗ ✓ ✗ ✗ ✓ ✗

PASE [217] 2019 Apr. ✗ ✗ ✓ ✓ ✗ ✗ ✓ ✗ ✗ ✓ ✓

APC [52] 2019 Oct. ✗ ✓ ✗ ✓ ✗ ✗ ✓ ✗ ✗ ✓ ✗

wav2vec [241] 2019 Apr. ✗ ✓ ✓ ✗ ✗ ✗ ✓ ✗ ✗ ✓ ✗

Mockingjay [176] 2019 Oct. ✓ ✗ ✗ ✓ ✗ ✗ ✓ ✗ ✗ ✓ ✓

wav2vec 2.0 [13] 2020 Jun. ✓ ✗ ✓ ✗ ✓ ✗ ✓ ✗ ✗ ✗ ✓

NPC [174] 2020 Nov. ✓ ✗ ✗ ✓ ✓ ✗ ✓ ✗ ✗ ✓ ✗

DeCoAR 2.0 [172] 2020 Dec. ✓ ✗ ✗ ✓ ✓ ✗ ✓ ✗ ✗ ✓ ✗

SCPC [25] 2021 Jun. ✗ ✓ ✓ ✗ ✗ ✗ ✓ ✗ ✓ ✓ ✗

HuBERT [111] 2021 Jun. ✓ ✗ ✗ ✗ ✓ ✗ ✓ ✗ ✗ ✗ ✓

Probabilistic latent variable models

VRNN [56] 2015 Jun. ✗ ✗ ✗ ✓ ✗ ✓ ✓ ✗ ✗ ✓ ✗

SRNN [85] 2016 May ✗ ✗ ✗ ✓ ✗ ✓ ✓ ✗ ✗ ✓ ✗

HMM-VAE [79] 2017 Mar. ✗ ✗ ✗ ✓ ✗ ✓ ✓ ✗ ✗ ✓ ✗

ConvVAE [113] 2017 Apr. ✗ ✗ ✗ ✓ ✗ ✓ ✗ ✓ ✗ ✓ ✗

FHVAE [114] 2017 Sep. ✗ ✗ ✗ ✓ ✗ ✓ ✓ ✓ ✗ ✓ ✗

VQ-VAE [265] 2017 Nov. ✗ ✗ ✗ ✓ ✓ ✓ ✓ ✗ ✗ ✓ ✗

BHMM-VAE [89] 2018 Mar. ✗ ✗ ✗ ✓ ✗ ✓ ✓ ✗ ✗ ✓ ✗

STCN [1] 2019 Feb. ✗ ✗ ✗ ✓ ✗ ✓ ✓ ✗ ✗ ✓ ✗

FDMM [142] 2019 Oct. ✗ ✗ ✗ ✓ ✗ ✓ ✓ ✓ ✗ ✓ ✗

ConvDMM [144] 2020 Jun. ✗ ✗ ✗ ✓ ✗ ✓ ✓ ✗ ✗ ✓ ✗

Table 7: Selected models classified according to the binary attributes identi-
fied throughout the text. Within the two categories, the models are
sorted according to publication date of the first version on arXiv
which might differ from the year indicated by the citation. We dis-
cuss this model taxonomy in section 6.6. msk means that the model
uses masking, prd that it uses prediction, con that it uses a con-
trastive loss, rec that it uses a reconstruction loss, qtz that it uses
quantization, gen that it is generative, frz that frozen representa-
tions are extracted for downstream tasks, ftn that the model is
fine-tuned for downstream tasks, loc that the model learns local
representations and glo that it learns a single global representation.

6.3.4.2 VQ-VAE approach

Instead of directly parameterizing a probability distribution as in
the Gumbel softmax, a vector v can be quantized by mapping it
to the closest codebook vector ek with gradients again obtained by
the straight-through estimator. Specifically, given a learned codebook
e ∈ RK×D, where K is the codebook size and D is the dimensionality
of each codebook vector ek, the quantized representation q of v is
obtained as,

q = ek , where k = arg min
j

∥∥v − ej
∥∥
2

. (54)



64 an overview of unsupervised neuralspeech representation learning

The straight-through estimator is applied to define the gradient of
this operation, i.e. the gradient of v wrt. to the loss is set equal to
that of q. Codebook learning is facilitated by a two-term auxiliary
loss similar to classical vector quantization dictionary learning [35,
251]. Gradients for the codebook vectors are given solely by a vec-
tor quantization term, which moves codebook vectors ek closer to
the non-quantized vectors v. A so-called commitment term is added
to ensure that non-quantized vectors do not grow unboundedly by
enforcing the encoder to keep them close to a codebook vector.

L = ∥sg [v] − e∥22︸ ︷︷ ︸
vq

+β∥v − sg [e]∥22︸ ︷︷ ︸
commitment

, (55)

where sg[x] = x is the so-called stop-gradient operator with the prop-
erty that d

dxi
sg[x] ≡ 0 for all i and β is a scalar hyperparameter.

Although vector quantization was introduced by the VQ-VAE which
is, in some respects, a latent variable model, it has been applied ex-
tensively to self-supervised methods but with variations between in-
dividual approaches. The VQ-CPC model [204] quantizes v in the
original CPC (eq. 39) and augments its loss (eq. 42) by addition of
the commitment term in eq. 55. Instead of learning the codebook via
the VQ term, it is updated as a moving average of v as initially sug-
gested in [265]. The vq-wav2vec [12] is defined similarly but adds
the full auxiliary loss to the wav2vec loss (eq. 43) in place of moving
averages.

6.3.4.3 Motivation

Similar to how quantization approaches differ between works, so do
the motivations provided for employing them. The vq-wav2vec [9,
12] quantizes v1:T before feeding them to the context network fc(·).
Here, the motivation is to apply natural language processing mod-
els, like BERT [68], to the discrete representations afterwards. Other
work use quantization as a bottleneck in order to “limit model capacity"
[53, 172]. Quantized representations have also been used for speech
segmentation [45, 139]. Finally, Chung, Tang, and Glass [53] explore
quantization between different layers in the APC model. They find
that applying quantization to the output c1:T yields the best results
on a downstream phoneme classification task. However, the continu-
ous representations consistently perform better than their quantized
counterparts.

Given our previous discussion of how it might not be beneficial to
model localized noise, quantization in wav2vec 2.0 seems well moti-
vated, as it enforces the target representation q1:T to discard noise.
Taking this idea further, the HuBERT model [111] uses offline quanti-
zation to learn categorical targets. Initially, spectrogram features are
used to learn frame-wise labels with k-means clustering. A model
similar to wav2vec 2.0, but without the online quantization, is then
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trained to infer labels for masked time-steps. Since quantization is of-
fline, this model does not need to rely on a contrastive loss, but can
infer the target class directly. The offline quantization also ensures
more stable training, as targets do not change abruptly.

6.3.5 Global representations

All self-supervised models covered so far learn representations that
maintain a temporal resolution proportional to the input resolution.
We say that they learn local representations (loc, table 7) even though
each ct might depend on the entire input sequence. In the following,
we cover models that output a single global representation (glb, table
7).

Early work on global speech representation learning takes inspi-
ration from the autoencoder framework [153]. Chung et al. [54] pro-
pose a simple sequence-to-sequence autoencoder for learning acous-
tic word embeddings:

c = f(x1:T ) (56)

x̂1:T = g(c) , (57)

where f(·) is a recurrent neural network encoder, such that c is taken
to be the hidden state at the last time-step T . The decoder, g(·), is also
a recurrent neural network where c is used to initialize the hidden
state in order to reconstruct the input in an autoregressive fashion.
The authors also propose a denoising autoencoder with masked in-
puts f(x1:T ◦ m1:T ). Similar RNN-based autoencoders have been ex-
plored in other work as well [110, 137].

Prior to this work, Kamper et al. [138, 228] proposed the correspon-
dence autoencoder based on a non-recurrent architecture. This method
relies on unsupervised term discovery with randomized algorithms
[126] for extracting corresponding speech segment pairs for training.
Thus, one segment is used as input and the other as reconstruction
target. Because the paired segments do not necessarily have the same
length, they need to be aligned with dynamic time warping. In more
recent work, this need has been alleviated by adopting the sequence-
to-sequence framework [121, 137]. Unlike the reconstruction tasks re-
viewed in the previous sections, models presented here all rely on an
ℓ2 loss, L = ∥x̂1:T − x1:T∥2 .

Inspired by the work on semantic word embeddings for text [194],
the sequence-to-sequence framework has also been adopted to imple-
ment speech-based versions of the skipgram and continuous bag-of-
words models [48, 49]. In this setting, the input sequence x1:T is di-
vided into word segments, such that we have xt0:t1 , . . . , xtN−1:tN and
we refer to xtn−1:tn as x(n). Here, N is the number of segments in a
given utterance, t0 = 1 and tN = T . Now, given a target word x(n),
the skipgram model is trained to predict neighboring words x(n+k)
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where k is a non-zero integer, possibly negative. That is, instead of
a single decoder, as in eq. 57, the skipgram model employs multiple
decoders

x̂(n+k) = gk(c) . (58)

Conversely, the continuous bag-of-words model is trained to predict
the target word from the neighboring words, so here multiple en-
coders sum over several offsets K to obtain c:

c =
∑
k∈K

fk(x(n+k)) (59)

The sequence-to-sequence models described above rely on speech seg-
ments corresponding to words which are obtained by forced align-
ment. Thus, since forced alignment requires labeled data, the models
might be seen as weakly supervised. However, similar models have
been explored for general audio and speech embeddings without the
requirement for exact word boundaries [127, 257].

Contrastive learning has also been explored for global speech rep-
resentation learning. Comparable to the skipgram model described
above, Milde and Biemann [197] and Jati and Georgiou [128] de-
fine a binary contrastive task where a target segment is used to pre-
dict neighboring segments. For general audio representation learning,
Jansen et al. [124] explore multiple pre-training tasks using a con-
trastive triplet loss. And prior to the widespread adoption of neural
networks, Levin et al. [167] explore principal component analysis and
Laplacian eigenmaps for learning fixed-sized acoustic embeddings.

6.3.6 Variable-rate representations

Some models learn local representations with a temporal resolution
that is not proportional to the input resolution. Instead, these models
learn representations at a variable rate (var, table 7). Thus, given a
length T input, the output resolution is not known a priori.

A significant amount of work is motivated by learning a segmen-
tation of the input signal. One approach is to apply a dynamic pro-
gramming algorithm to segment quantized representations post hoc
[45, 139]. Another option is to infer segment boundaries from the er-
ror signal of a predictive model [154, 192]. Finally, gated activations of
recurrent neural network autoencoders have also been shown to cor-
relate with phoneme boundaries [271]. In all these cases, the represen-
tation learning model still maintains a constant temporal resolution
during training. As such, using the representations to obtain segment
boundaries may be viewed more as a downstream task, than a model
feature. However, the learned segment boundaries can be used to ob-
tain variable-rate representations.

In practice, few models directly map the input to a variable-rate
representation. Dieleman et al. [69] propose the slow autoencoder where
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repeated quantized values of the learned representation are taken
to belong to the same segment. Repetition is explicitly encouraged
through a penalty term, but still, the variable-rate aspect is somewhat
implicit.

An exception is the recently proposed segmental contrastive predic-
tive coding (SCPC). With this approach, the model explicitly learns
segment boundary indicators, which are used to downsample the rep-
resentations during training [25, 26]. The same segmentation strategy
has subsequently been applied to other models [64].

6.3.7 Other work

Most of the work presented so far fits neatly into the taxonomy pre-
sented in table 7. One exception is the problem-agnostic speech en-
coder (PASE) [217, 227] that combines multiple pre-training tasks. Fur-
thermore, many of the presented models have been successfully ap-
plied to other use cases. For instance, wav2vec 2.0 and related models
have been applied to learn cross-lingual and multi-lingual representa-
tions [61, 143, 231] and proven well-suited for concurrently learning
with labeled data [258, 270].

6.4 probabilistic latent variable models

Another prominent class of models are probabilistic latent variable
models (LVMs). Before surveying their application to speech, we briefly
review LVMs and their usual specification when applied for represen-
tation learning in general. We disregard any specific temporal nota-
tion without loss of generality as, for instance, x can refer to a se-
quence as well as an image. Thereafter, we introduce the framework
of the variational autoencoder [147]. We focus on the different depen-
dency structures in and between data and learned representations
explored in the literature, in contrast to the more practical view on
self-supervised models taken above.

6.4.1 LVMs and inference

Fundamental to LVMs is the assumption that the data is produced by
a generative process that involves unobserved stochastic latent vari-
ables z. An LVM aims to model this generative process to enable gen-
eration of new data x and inference of the latent variable associated
with a given observed variable x. For representation learning, the in-
ference of latent variables is of primary interest. An LVM is defined by
the observation model p(x|z), which defines the relationship between
the observed and latent variables, and the prior p(z), which defines
the relationship among the latent variables [19]. An LVM models the
data generative process via the joint observation and prior model
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p(x, z) often referred to as the generative model. The likelihood of an
LVM given an example x can be written as

logp(x) = log
∫
p(x|z)p(z)dz . (60)

The latent variable associated with an observed variable can be in-
ferred with e.g. Markov Chain Monte Carlo (MCMC) methods [198]
or variational inference [132].

For representation learning, LVMs are commonly defined in the
framework of the variational autoencoder (VAE) [147, 230] which will
also be the main focus of our exposition. In the VAE framework, the
observation model p(x|z) is parameterized using a deep neural net-
work. This choice allows modeling complex and high-dimensional
data but also makes the integral in eq. equation 60 analytically in-
tractable. MCMC methods can be used to estimate it and the true

Table 8: A comprehensive overview of observation, prior and inference mod-
els for VAE type latent variable models with a single latent variable.
The observation, prior and inference models may all belong to one
or more of the categories listed under them as detailed in section 6.4.
The types listed here serve as primitives from which more complex
structures can be constructed including models with hierarchies of
multiple latent variables. We indicate autoregressiveness (arx and
arz) using a “catch-all" notation ∗, e.g. x∗:t−1. This serves to indi-
cate that autoregressive dependencies can have different span in-
cluding at the extremes the full sequence x1:t−1 and the last value
xt−1.

Type Form

Observation model

arx Autoregressive on xt p(xt|x1:t−1)

loc Local latent variable p(xt|z1:t)

glb Global latent variable p(xt|z)

Prior

arx Autoregressive on xt p(zt|x1:t−1)

arz Autoregressive on zt p(zt|z1:t−1)

ind Locally independent latent variable p(zt)

glb Global latent variable p(z)

Inference model

arz Autoregressive on zt q(zt|z1:t−1)

flt Filtering q(zt|x1:t)

lsm Local smoothing q(zt|xt−r:t+r)

gsm Global smoothing q(zt|x1:T )

glb Global latent variable q(z|x1:T )
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model posterior p(z|x), but these methods are usually computation-
ally expensive in this setting [198]. To counter this and make gradient-
based maximum likelihood training feasible, the VAE instead em-
ploys variational inference [132]. It approximates the intractable true
model posterior by introducing a variational posterior distribution
q(z|x), also parameterized by a deep neural network. From eq. 60, via
Jensen’s inequality, this gives rise to a variational lower bound on the
likelihood, also known as the evidence lower bound (ELBO).

logp(x) ⩾
∫
q(z|x) log

p(x|z)p(z)
q(z|x)

dz ≡ LELBO . (61)

The bound can be efficiently evaluated and optimized with Monte
Carlo (MC) estimation by sampling from q(z|x). Low-variance gradi-
ent estimates through the stochastic sampling are usually obtained
via reparameterization of q(z|x) [147] although alternatives exist (e.g.,
inverse CDF sampling) [198]. The ELBO can also be rewritten as

LELBO = Eq(z|x) [logp(x|z)] −DKL (q(z|x)||p(z)) , (62)

where DKL (q(z|x)||p(z)) is the Kullback-Leibler (KL) divergence be-
tween variational posterior distribution and prior, and E [logp(x|z)]
can be seen as a reconstruction loss.

In brief, LVMs of the VAE-type consist of a parameterized approxi-
mate posterior, q(z|x), an observation model, p(x|z), and a prior, p(z).
The joint observation model and prior form the generative model
which can be efficiently sampled with ancestral sampling which en-
tails first sampling a latent variable z̃ ∼ p(z) followed by sampling the
observed variable conditioned on that latent variable, x̃ ∼ p(x|z̃).

With reference to probabilistic coding theory, the approximate pos-
terior is often referred to as the encoder and the observation model
as the decoder [147, 230]. From a theoretical perspective, the encoder
exists solely as the result of choosing to using variational inference to
train the decoder rather than e.g. MCMC. As such, it is also referred
to as the inference model. However, from a representation learning
perspective, the encoder is essential as it can be used to efficiently
obtain the representation z commonly used for downstream tasks. In
practice, it is customary to use the mode of q(z|x) rather than a sam-
ple z [114]. It is still possible to evaluate and sample the true posterior
distribution p(z|x) by applying MCMC methods such as Hamiltonian
Monte Carlo on the decoder, but for computational reasons this is
rarely done in practice.

We next review the applications of VAEs to speech. We first con-
sider the choices of observation, prior and inference models. As for
self-supervised models, we introduce attributes throughout the text.
An overview of these is found in table 8. We provide a model tax-
onomy for selected LVMs in table 9. Supplementing the binary at-
tributes, table 10 explicitly details the observation, prior and infer-
ence models of the same selection of LVMs considered in table 9. The
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graphical models for a subset these are shown in figure 13. We refer
to the original papers for additional details.

6.4.2 Observation models

A common choice for the observation model p(x|z) is to include an au-
toregressive dependency on the observed variable (arx, table 8) that
is, p(xt|x1:t−1, ·) where · represents some dependency on the latent
variable [45, 56, 85, 265]. This allows the latent representation to fo-
cus on correlations that cannot easily be predicted from the observed
variable at previous time-steps [45]. In practice, the dependency on
x1:t−1 is often assumed to be Markovian and hence only on xt−1. An-
other common choice is to depend on a local window xt−r:t−1 where
r > 1 is an integer denoting some receptive field. We will take a de-
pendency on x1:t−1 to mean any one of these choices unless otherwise
specified.

While the autoregressive dependency might be important for learn-
ing a powerful generative model, it might not benefit the learned
latent representations. Specifically encouraging the latent representa-
tion to discard correlations across the temporal dimension might de-
grade the quality of the latent representation. Furthermore, since such
a decoder can perform quite well by simply solving an autoregressive
prediction problem, similar to WaveNet [207], it can make the model

Observation Prior Inference

model pub. date arx loc glb arx arz ind glb arz flt lsm gsm glb hie

VRNN [56] 2015 Jun. ✓ ✓ ✗ ✓ ✓ ✗ ✗ ✓ ✓ ✗ ✗ ✗ ✗

SRNN [85] 2016 May ✓ ✓ ✗ ✓ ✓ ✗ ✗ ✓ ✗ ✗ ✓ ✗ ✗

HMM-VAE [79] 2017 Mar. ✗ ✓ ✗ ✗ ✓ ✗ ✗ ✓ ✓ ✗ ✗ ✗ ✓

ConvVAE [113] 2017 Apr. ✗ ✗ ✓ ✗ ✗ ✗ ✓ ✗ ✗ ✗ ✓ ✓ ✗

FHVAE [114] 2017 Sep. ✗ ✓ ✗ ✗ ✗ ✓ ✓ ✗ ✗ ✗ ✓ ✗ ✓

VQ-VAE [265] 2017 Nov. ✓ ✓ ✗ ✗ ✗ ✓ ✗ ✗ ✗ ✓ ✗ ✗ ✗

BHMM-VAE [89] 2018 Mar. ✗ ✓ ✗ ✗ ✓ ✗ ✗ ✓ ✓ ✗ ✗ ✗ ✗

STCN [1] 2019 Feb. ✗ ✓ ✗ ✓ ✗ ✗ ✗ ✗ ✓ ✗ ✗ ✗ ✓

FDMM [142] 2019 Oct. ✗ ✓ ✓ ✗ ✓ ✗ ✓ ✓ ✓ ✗ ✗ ✓ ✓

ConvDMM [144] 2020 Jun. ✗ ✓ ✗ ✗ ✓ ✗ ✗ ✓ ✗ ✓ ✗ ✗ ✗

Table 9: Selected probabilistic latent variable models classified according the
binary attributes defined specifically for them throughout section
6.4. The models are sorted according to the publication date of
the first version on arXiv which might differ from the year indi-
cated by the citation. This table supplements the classification pro-
vided in table 7 which uses binary attributes largely defined for self-
supervised methods. See table 8 for a listing of the concrete proba-
bility distributions and conditionings that correspond to each of the
attribute short-hands. The mathematical expressions of the observa-
tion, prior and inference models for the models considered here
can be found in table 10. Figure 13 depicts corresponding graphical
model for selected LVMs of this table.
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prone to suffer from so-called posterior collapse. This problem arises
when the approximate and true posterior distributions collapse into
the prior which renders the representations non-informative [33, 250].
Notably, posterior collapse corresponds to a local minimum in the
ELBO since the KL-divergence becomes zero, achieving it’s minimal
possible value.

Some works alleviate the problem with tricks like KL-annealing
and free bits. KL-annealing introduces a hyperparameter to weigh the
KL-divergence in the ELBO (eq. 62) and gradually increases it from
some small number to 1 during the initial training phase. Free bits
is another such trick that returns a zero gradient for KL-divergences
smaller than some number to avoid pushing the posterior completely
into the prior [33, 150, 250]. The VQ-VAE uses a quantized latent
space that is not susceptible to posterior collapse per se [45, 265]. How
to equip LVMs with powerful decoders while avoiding posterior col-
lapse still remains an open problem.

Some LVMs do not use autoregressive observation models [79, 89,
113, 114, 142, 144]. These more closely follow the classical assumption
of local independence which states that the observed variables are condi-
tionally independent given the local (loc, table 8) and/or global (glb,
table 8) latent variables [19]. However, this enforces the latent vari-
able to encode many details about the observed variable to achieve
a good reconstruction. This is in the opposite vein of contrastive self-
supervised learning which allows the model to discard details in x1:T
that do not inform the training objective [13].

6.4.3 Prior

Priors p(z) can be said to belong to one or more of four broad cate-
gories: Autoregressive dependency on the observed variable (arx, ta-
ble 8), autoregressive dependency on the latent variable (arz, table 8),
locally independent (ind, table 8) and global (glb, table 8). Priors that
are autoregressive on the observed variable take the form p(zt|x1:t−1).
This generally results in a slow-down of the generative process which
may be of concern if a use-case of the model is data generation. It is
also interesting to note that encourages the latent variables to model
less dynamic behaviour in their stochastic transitions and instead rely
more on the observed variable. Priors that are autoregressive on the
latent variable take the form p(zt|z1:t−1) and enable stochastic tempo-
ral transitions similar to hidden Markov models but with potentially
nonlinear transition functions [56, 85, 142, 144]. Locally independent
priors p(zt) are rarely applied to sequential latent variables since they
make the prior latent dynamics independent of the value of previous
latent variables. Models that do impose such priors on sequential la-
tents are quite limited in their generative power, unless they learn
the prior dynamics post-hoc as done in e.g. the VQ-VAE [45, 265].
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Global latent variables are fundamentally limited in the amount of in-
formation they can encode. Hence, models usually use them, either in
combination with another local latent variable, or only encode inputs
of some limited, fixed length segment [113, 114, 142].

Many LVMs have priors that do not have an autoregressive depen-
dency on the observed variable (table 8). This allows them to generate
the latent sequence in full before generating the observed sequence.
Furthermore, this permits conditioning past observed variables on
future latent variables. Despite this, it is common to let xt depend
causally on z1:t in the generative model. To our knowledge, so far
no work has examined full (non-causal) dependence of x1:T on z1:T
during generation where, for example, zT can influence x1.

6.4.4 Inference models

Inference models of LVMs based on the VAE perform so-called amor-
tized variational inference. Herein, a single inference model is shared
between all observed examples x and used to infer the associated la-
tent variables z. For this reason, all inference models covered here are
conditioned on the observed sequence in some way. Generally, the
inference model can be seen as solving either a filtering or smoothing
problem. In filtering (flt, table 8), the latent variables are assumed
to depend only on past and current values of the observed variable
such that it takes the form q(zt|x1:t) [56, 144]. In global smoothing
(gsm, table 8), this causal dependency is replaced with a dependency
on all observed values and hence takes the form q(zt|x1:T ) [85, 113].
Smoothing can also be done locally (lsm, table 8), where the latent
variables then depend only on a local context xt−r:t+r for some in-
teger r > 0 [45, 265]. Compared to self-supervised models, where
transformer encoders have gained popularity, it can be hypothesized
that global smoothing offers a stronger case than local smoothing
and filtering for representation learning. The inference model may
also be used to infer a global latent variable (glb, table 8 that theo-
retically encodes global information about x separate from any local
latent variables. It must be included in the prior model but not nec-
essarily directly conditioned in the observation model. Finally, the
latent variable is often made to depend on its past inferred values
in an autoregressive manner, that is, q(zt|z1:t−1, x1:t) for filtering
and q(zt|z1:t−1, x1:T ) for smoothing (arz, table 8) [56, 85]. Such au-
toregressive dependencies help the inference model better match the
prior dynamics but notably are not employed in models that learn
the prior dynamics post-hoc [45, 265].
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Figure 13: From the top, this figure shows the graphical models of the
VRNN [56], VQ-VAE [265], FDMM [142] and ConvDMM [144] se-
lected as they represent well the different attributes of table 8. The
left-side graphs are the inference models q(x|z) and the right-side
graphs are the generative models p(x|z)p(z) which are the com-
bined observation and prior models. Graphical models are a use-
ful way to visualize probabilistic latent variable models that sup-
plements the mathematical expressions for the conditional prob-
ability distributions. The expressions associated with the graph-
ical models in this figure can be found in table 10. Arrows indi-
cate transformations, which are usually implemented with neural
networks. When colored orange, the associated parameters are
shared between the inference and generative models. The VRNN
is autoregressive on xt and zt in both inference and generative
models. This allows sharing many parameters between the in-
ference and generative models. VQ-VAE has an autoregressive
observation model but uses a locally independent prior during
training. An autoregressive prior can be learned after training. In-
ference is done with a locally smoothing convolutional encoder.
The FDMM is illustrated in the so-called FDMM_iii configura-
tion which uses a filtering inference model but the authors also
examine global smoothing and a reverse filtering. The generative
model is autoregressive on z(1)t and globally conditioned on z(2).
ConvDMM is locally smoothing and autoregressive on zt in both
generative and inference models.
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Table 10: This table provides an overview of the observation, prior and in-
ference models of a selection of the probabilistic latent variable
models covered in this review. The models are presented as prob-
ability distributions and are per time-step assuming a factoriza-
tion over time. The superscripts (1), (2) and (l) refer to a certain
layer for models that include multiple latent variables in a hierar-
chy. The Viterbi algorithm is a dynamic programming approach
for efficient posterior inference in latent variable models especially
hidden Markov models [268].

model pub. date Observation Prior Inference

VRNN [56] 2015 Jun. p(xt|xt−1, zt, zt−1) p(zt|xt−1, zt−1) q(zt|xt, xt−1, zt−1)

SRNN [85] 2016 May p(xt|xt−1, zt) p(zt|xt−1, zt−1) q(zt|x1:T , zt−1)

HMM-VAE [79] 2017 Mar. p(xt|z
(1)
t ) p(z(1)t |z(2)t )p(z(2)t |z(2)t−1) q(z(1)t |xt) and Viterbi for z(2)

ConvVAE [113] 2017 Apr. p(xt|z) p(z) q(z|x1:T )

FHVAE [114] 2017 Sep. p(xt|z
(2)
t , z(1)t ) p(µ(2))p(z(2)t |µ(2))p(z(1)t ) q(z(2)t |x1:T )q(z

(1)
t |x1:T , z(2)t )

VQ-VAE [265] 2017 Nov. p(xt|xt−u:t−1, zt) p(zt) or p(zt|zt−r:t−1) q(zt|xt−s:t+s)

STCN [1] 2019 Feb. p(xt|z
(1:L)
t )

∏L−1
l=1 p(z(l)t |xt−rl−1:t−1, z(l+1)

t )
∏L−1

l=1 q(z(l)t |xt−rl:t, z(l+1)
t )

FDMM [142] 2019 Oct. p(xt|z(2), z(1)t ) p(z(2))
∏

t p(z
(1)
t |z(1)t−1) q(z(2)|x1:T )q(z

(1)
t |xt, z(1)t−1)

ConvDMM [144] 2020 Jun. p(xt−r:t+r|zt) p(zt|zt−1) q(zt|xt−r:t+r, zt−1)

6.4.5 Multiscale and hierarchical models

Some work has explored using a hierarchy of latent variables (hie,
table 9). For instance, this allows encoding the inductive bias that
speech contains information at different temporal scales by letting the
latent variables operate at different temporal scales [114]. Khurana et
al. [142] propose using a temporal latent variable along with a global
latent variable. Recent work has focused on learning a deeper latent
hierarchy with up to five latent variables [1]. The latents have no
autoregressive temporal dependencies but instead depend on latent
variables further up in the hierarchy with all latent variables operat-
ing at the same temporal scale. Interestingly, this effort within LVMs
towards separating learned features into representations at different
time scales or learning hierarchical representations stands in contrast
to work on self-supervised learning where focus is either on learning
local or global representations.

6.4.6 Other work

Before the introduction of the VAE, models such as deep belief net-
works (DBN) [107] built from stacks of restricted Boltzmann machines
[83, 249] were popular. For instance, Lee et al. [166] show the feasi-
bility of using a two-layered DBN for discovering acoustic units of
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speech while Deng et al. [66] show that a DBN can learn a binary
coding of spectrograms that have higher signal-to-noise ratio than
classical vector-quantization techniques for speech coding. DBNs are
however notoriously tricky to optimize requiring the use of expensive
MCMC sampling techniques for inference or resort to biased gradi-
ent estimates [82, 106]. Non-neural approaches include Bayesian non-
parametric models which can be used for unsupervised acoustic unit
discovery often via a Dirichlet process prior which has the appealing
property of automatically inferring the number of acoustic units [102,
165, 205]. Finally, Gaussian mixture models have been used to form
so-called universal background models from which acoustic represen-
tations can be extracted [125].

6.5 evaluation procedures

So far, we have discussed qualitative differences between representa-
tion learning models. Next, we describe and discuss common evalua-
tion procedures. First, we highlight efforts to standardize evaluation
within the field, and then we focus on the specific evaluation proce-
dures used in prior work.

6.5.1 Challenges and benchmarks

The zero resource speech challenge (ZeroSpeech) has played an im-
portant role in unsupervised representation learning over the years
[75–78, 267]. The first edition took place in 2015 and has been followed
up with challenges in 2017, 2019, 2020 and 2021. Each challenge has
a different theme and provides corresponding training data and eval-
uation procedures. The evaluation procedures are typically intrinsic
in nature. That is, there is no need for training additional classifier
or regression models to compare the representation learning models.
While this type of evaluation is typically fast to compute and yields
consistent results, it is unclear how these metrics correlate with per-
formance on downstream tasks.

Recently, new collections of downstream benchmark tasks have
been introduced. The SUPERB benchmark [280] gathers multiple tasks
grouped into categories such as recognition, detection, semantics, speaker,
paralinguistics and generation. SUPERB reuse many existing tasks, but
offers a standardized way to train the downstream models. Unlike the
recent ZeroSpeech challenge, there are no restrictions on the data and
the computational budget used to train the models. This may favor
models trained with massive computational resources, rather than
those presenting new innovations. With a more narrow scope than
SUPERB, another recently proposed set of benchmark tasks is SLUE,
which focuses on spoken language understanding (SLU) [246].
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6.5.2 Extrinsic evaluation

As highlighted in the introduction, the goal of representation learning
is to improve downstream tasks. Thus, most speech representation
models are evaluated on their ability to solve such extrinsic tasks.
When labeled data for a given task is limited and difficult to obtain,
this is of particular interest. We discuss downstream tasks for evalua-
tion in the following.

6.5.2.1 Automatic speech recognition

For models that learn local representations, automatic speech recog-
nition is the de facto standard benchmark task (asr, table 11). It is not
surprising that contextualized representations are beneficial to this
task given the importance of contextual information. The word er-
ror rate (WER) of an end-to-end speech recognition model has been
shown to increase from 27% to 60% when context is removed [30].
This makes speech recognition an attractive evaluation task as it ben-
efits from both acoustic and semantic features. Furthermore, speech
recognition is an important prerequisite for many other downstream
tasks that rely on text input.

However, many different datasets are used for downstream speech
recognition (e.g., [87, 213, 220]), which makes comparison difficult.
This is further complicated by variation in complexity and optimiza-
tion of the downstream model. When a pre-trained representation
learning model is fine-tuned, one has to decide on a fine-tuning strat-
egy. When the model is not fine-tuned, a simple linear classifier is
rarely sufficient for speech recognition which warrants a more com-
plex architecture that can exploit temporal patterns. Finally, the choice
of modeling unit (i.e., phonemes, characters, subwords or words) and
the corresponding evaluation metric (i.e., PER, CER or WER) can fur-
ther complicate comparison.

6.5.2.2 Other downstream tasks

For some models, speech recognition is not a meaningful evalua-
tion task. Speech recognition requires a temporal input which ex-
cludes models that learn global representations. Such models may
learn features related to speaker identity to which a speech recog-
nition model should ideally be invariant. Instead, it is possible to
probe a global representation for specific information, often relating
to speaker, by choosing a more narrow downstream task. These in-
clude speaker verification [114, 142, 197], speaker identification [52,
128, 174, 206], dialect classification [142], emotion recognition [217,
280] and gender classification [166] (spk, table 11). For local repre-
sentations, phoneme classification is very common [47, 52, 113, 166,
175, 176]. Unlike phoneme-based speech recognition (i.e., phoneme
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recognition), phoneme classification relies on manual or automated
phoneme alignments. In table 11, phoneme classification is catego-
rized as asr.

While the tasks mentioned so far focus on features related to the
speaker or acoustics of the signal, other tasks target semantic features.
These tasks are typically referred to as SLU tasks (slu, table 11) and
include intent classification [31, 200, 280], slot filling [159, 280], senti-
ment analysis [55, 176], question answering [55], named entity recog-
nition [31, 216, 246] and speech translation [17, 31, 50]. Cardiac arrest
detection in emergency calls has also been used to evaluate speech
representations [31].

6.5.3 Intrinsic and non-parametric evaluation

Intrinsic and non-parametric evaluation methods are usually less com-
putationally demanding than extrinsic methods. Additionally, they
typically yield more consistent results compared to extrinsic meth-
ods as they do not rely on a stochastic optimization algorithm. The
methods we discuss in the following may require human annotations
or occasionally rely on a pre-trained model. However, these efforts
are one-off and do not have to be repeated when evaluating new rep-
resentation learning models.

6.5.3.1 Self-supervised pre-training metrics

A straight-forward way to evaluate a representation learning model
is to use the pre-training objective or a metric derived from the pre-
training task. However, it is very rarely the case that performance
on the pre-training task correlates positively with the usefulness of
the representations for downstream tasks. In contrast, the opposite
might be true. For masking-based models, we will usually see that re-
construction error will go down, if we use a less aggressive masking
policy. However, this will probably also lead to lower quality repre-
sentations as the task becomes increasingly easy. On the other hand, if
too much of the input is masked, the model might be unable to learn
anything and collapse to a trivial solution. Such metrics are better
used as preliminary guidance on how to configure the pre-training
task. For example, a model’s ability to identify the correct positive
sample from negative samples k steps into the future can be used to
find a reasonable hyperparameter setting without using downstream
tasks (e.g., as in [206]).

6.5.3.2 LVM likelihood

Analogous to the pre-training metric of self-supervised models, the
lower bound on the likelihood (ELBO) defined in eq. 61 is a central
intrinsic metric used for LVMs (lkh, table 11). Similar to pre-training
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Table 11: An overview of evaluation methods for selected models, chal-
lenges and benchmarks. The models are the same as in table 7.
asr means that automatic speech recognition or phoneme classifi-
cation is used for evaluating the learned representations, spk that a
speaker-based task is used, slu that a spoken language understand-
ing task is used, lkh means that the model’s likelihood is used, abx
that an abx task is used and oth means that another intrinsic mea-
sure or task was used (data generation, query-by-example, etc.).

Extrinsic Intrinsic

model asr spk slu lkh abx oth

Self-supervised models

Audio W2V [54] ✗ ✗ ✗ ✗ ✗ ✓

Speech2Vec [49] ✗ ✗ ✗ ✗ ✗ ✓

Unspeech [197] ✓ ✓ ✗ ✗ ✗ ✗

CPC [206] ✓ ✓ ✗ ✗ ✗ ✗

PASE [217] ✓ ✓ ✗ ✗ ✗ ✗

APC [52] ✓ ✓ ✗ ✗ ✗ ✗

wav2vec [241] ✓ ✗ ✗ ✗ ✗ ✗

Mockingjay [176] ✓ ✓ ✓ ✗ ✗ ✗

wav2vec 2.0 [13] ✓ ✗ ✗ ✗ ✗ ✗

NPC [174] ✓ ✓ ✗ ✗ ✗ ✗

DeCoAR 2.0 [172] ✓ ✗ ✗ ✗ ✗ ✗

SCPC [25] ✓ ✗ ✗ ✗ ✗ ✗

HuBERT [111] ✓ ✗ ✗ ✗ ✗ ✗

Probabilistic latent variable models

VRNN [56] ✗ ✗ ✗ ✓ ✗ ✓

SRNN [85] ✗ ✗ ✗ ✓ ✗ ✗

HMM-VAE [79] ✓ ✗ ✗ ✗ ✗ ✓

ConvVAE [113] ✓ ✓ ✗ ✗ ✗ ✓

FHVAE [114] ✓ ✓ ✗ ✗ ✗ ✓

VQ-VAE [265] ✗ ✗ ✗ ✗ ✗ ✓

BHMM-VAE [89] ✓ ✗ ✗ ✗ ✗ ✓

STCN [1] ✗ ✗ ✗ ✓ ✗ ✓

FDMM [142] ✓ ✓ ✗ ✗ ✗ ✗

ConvDMM [144] ✓ ✗ ✗ ✗ ✗ ✗

Challenges and benchmarks

ZeroSpeech [75–78, 267] ✗ ✗ ✗ ✗ ✓ ✓

SUPERB [280] ✓ ✓ ✓ ✗ ✗ ✗

SLUE [246] ✓ ✗ ✓ ✗ ✗ ✗
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metrics discussed above, a high ELBO does not guarantee that the
model learns useful representations. In fact, the ELBO can be maxi-
mized while the representations learned by q(z|x) remain completely
uninformative [116].

The reconstruction loss and KL-divergence terms of the ELBO pre-
sented in eq. 62 are often monitored independently. A high recon-
struction loss indicates that the combined inference and observation
models have not learned to reconstruct the input well which indicates
poor representation quality. On the other hand, a low reconstruction
loss does not guarantee that the learned representation is good. This
is especially true when employing powerful autoregressive decoders.
The KL-divergence can be interpreted as a regularization loss which
we seek to minimize. However, as discussed above, a KL-divergence
of zero is minimal but indicative of posterior collapse which yields un-
informative representations. Hence, it is necessary, but not sufficient,
that an LVM exhibits nonzero KL-divergence for its representations
to be useful.

Likelihoods can be difficult to interpret. This can make it hard to
reason about the absolute size of the ELBO and its terms. For discrete
data, the negative ELBO can be interpreted as the minimum average
number of bits required to losslessly compress the discrete data with
an entropy coding scheme optimized for q(z|x) [243, 259, 261]. This
can make it easy to compare the ELBO with baseline audio codecs
such as FLAC [59] or MP3 [34]. Likewise, the KL-divergence term
can be interpreted as the average number of extra bits required to
encode samples of q(z|x) using a code optimized for p(z) rather than
one optimized for q(z|x). Hence, the larger the KL-divergence, the
more informative z must be of x.

6.5.3.3 Minimal-pair ABX tasks

A common intrinsic evaluation procedure is minimal-pair ABX tasks
(abx, table 11) [239, 240]. Here, we will review the approach taken in
the early editions of the ZeroSpeech challenge [75–78, 267].

Consider two sets A and B. Each set contains representation seg-
ments corresponding to a specific phoneme triplet. These segments
are extracted using a test set with access to phoneme annotations and
alignments. In order for A and B to constitute minimal pairs, they
can only differ in the central phoneme. For example, using characters
instead of phonemes for illustration, A might contain segments cor-
responding to cat while B contains segments corresponding to cut.
Thus, minimal pairs differ little in phonetic content, but can have very
different semantic content. The ABX score, SABX(·), is defined as the
probability that a segment a ∈ A is closer to x ∈ A/a than b ∈ B
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according to some distance function D(·). Specifically, ignoring se-
quence subscripts, we have

I(a, b, x) = 1D(a,x)<D(b,x) +
1
21D(a,x)=D(b,x) (63)

SABX(A,B) =
1

N

∑
a∈A

∑
b∈B

∑
x∈A/a

I(a, b, x) , (64)

where N = |A||B|(|A|− 1) and 1E is a binary indicator of the event
E. Since the segments a, b and x are not necessarily of the same
length, it is common to use dynamic time warping with cosine sim-
ilarity or Kullback-Leibler divergence [202] as the distance function
D(·). Notice that SABX(·) is non-symmetric but can be symmetrized as
1
2(SABX(A,B)+SABX(B,A)). To compute it over the full test set, we first
average over all contexts (e.g., c_t) for a given central phoneme pair
(e.g., a-u), and then over all central phoneme pairs.

ABX tasks, like the one described above, have been widely used
in prior work and in all editions of the ZeroSpeech challenge [75–78,
267]. However, none of the recent models listed in table 7 use it. One
downside to the approach is the need for aligned and annotated data.
When it is preferable to use data from the same domain as the training
data, this can be particular difficult to obtain. However, the largest
collection of unsupervised data for speech representation learning,
LibriLight, provides automatically generated phonetic transcriptions
for the purpose [136].

6.5.3.4 Other intrinsic evaluation methods

Although we do not cover them in the same detail as the model like-
lihood and the ABX task above, we want to highlight a few other
options for intrinsic evaluation (oth, table 11). We find several ex-
amples in the previous ZeroSpeech editions: In 2015 and 2017, a se-
ries of F-score metrics were used to measure the quality of spoken
term discovery systems [180]. The 2019 edition, which was themed
text-to-speech without text, also considered representation bitrate and
assessed the quality of synthesized speech using human judges. And
in the 2021 edition, new distance and scoring-based metrics are used
to assess a models ability to pick up on lexical, syntactic and semantic
language features.

Of course, a variety of different measures have also been used out-
side the ZeroSpeech challenge. A word discrimination task proposed
by Carlin et al. [36] has been frequently used to evaluate spoken term
discovery systems [121, 138, 140]. Here, the learned representations
for word pair segments are compared using some distance function
and a threshold value. In the same vein, query-by-example is used to
evaluate how well learned representations for a given example match
other examples in a database belonging to the same category [54, 242].
And similar to the standard approach for evaluating text-based word
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embeddings, Chung et al. [49] use a series of word similarity tasks.
Finally, Pasad et al. [215] use canonical correlation analysis to com-
pare speech representations to text-based word embeddings, acoustic
word embeddings and other layers of the same model.

LVMs are commonly evaluated in terms of their ability to generate
novel data examples. In the original work, the VQ-VAE is exclusively
evaluated based on this ability [265]. Data generation can be extended
by informed manipulation of the latent variable z which probes the
learned representations for how well they disentangle targeted ab-
stract features of x. An example of this is voice conversion [113, 114].
The FHVAE [114] learns local and global information separately. In
a qualitative evaluation, the authors use this to change the gender of
a given utterance to that of a reference utterance while keeping the
semantic content intact.

6.6 discussion

Throughout the text we defined several binary attributes which are
used to characterize a selection of models in table 7, 9 and 11. We dis-
cuss representation learning models based on this overarching model
taxonomy below.

6.6.1 From global to local

In table 7, we see that the work on global representations within self-
supervised learning precedes the work on local representations – note
that the models are sorted according to arXiv publication date. How-
ever, we find that many of the core ideas underlying global and local
representation models are the same. For global representations, we
saw that masking was proposed for a denoising autoencoder [54],
sequence-to-sequence models have been tasked with context predic-
tion, [49] and contrastive training has been applied to learn unsuper-
vised speaker embeddings [197]. All these methods are now popular
for local representation learning.

While much of the work on global representations relies on fairly
shallow network architectures [49, 54], recent work on local repre-
sentations employs very deep transformer networks [13, 111]. Fur-
thermore, the global representations are usually learned from small
speech segments, typically comprising no more than a word, whereas
full sentences are used for recent local representation learning. And
whereas work on global representation learning has taken inspiration
from Word2vec [194], the techniques used for learning local represen-
tations are inspired by contextualized word embeddings [68]. Thus,
the gap between these two model classes is largely a product of the
developments in related fields and the general increase in computa-
tional resources.
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Furthermore, the distinction between global and local representa-
tions in this taxonomy is a result of how the authors initially pre-
sented their work. In fact, it might be feasible to extract local rep-
resentations from a model that is originally formulated as a global
representation model and vice versa. For the sequence-to-sequence
models that use the last hidden state of the encoder as a global repre-
sentation (i.e., c = hT ) one could instead use the entire hidden state
sequence as as a local contextualized representation (i.e., c1:T = h1:T ).
Conversely, local representations might simply be averaged to obtain
a global representation. This approach has in fact proven successful
[280].

6.6.2 Choosing a target

As evident from the rec column in table 7, a model that relies on
the VAE framework will by definition learn to reconstruct the input
speech. This might not be ideal for representation learning as dis-
cussed earlier. In summary, to create a reconstruction that closely
matches the original input, the model needs to encode e.g. noise,
small phase-shifts and amplitude scaling which might all be consid-
ered of relatively low importance to a good representation. In con-
trast, the notion that one can derive an alternative target from the
input data is central to self-supervised learning [211]. For LVMs, one
might also choose to model another representation than the raw au-
dio or simple surface features (e.g., a spectrogram). Although the
work is limited, this direction has been explored. Khurana et al. [144]
model self-supervised wav2vec representations with a convolutional
Markov model. They show that the resulting representation is better
than one learned directly on speech and the original wav2vec repre-
sentation when used as input for phone classification and recognition.

6.6.3 Representations beyond inference

While predictive tasks are commonly used for self-supervised models
(prd, table 7), they are not directly compatible with the LVM training
objective. However, an LVM prior with an autoregressive parameter-
ization, p(zt|z1:t−1) or p(zt|x1:t−1) (arx or arz, table 8), can be seen
as predictive in the sense that it tries to match the approximate pos-
terior, which conditions on xt, using only latent dynamics and past
observed variables. Hence, the prior might be considered for feature
extraction although it remains unclear whether a representation ex-
tracted from the prior is better suited for downstream tasks than one
extracted from the posterior. Jones and Moore [131] examine the im-
portance of the prior in the VQ-VAE and show that the ability of
this model to estimate densities p(x1:T ) lies solely in its prior. Hidden
units from the observation model have also been used as downstream
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task features in previous work [144]. Similarly, Chorowski et al. [47]
explore representations beyond the latent variable.

6.6.4 Masking and missing data

Masking (msk, table 7) may also help to improve the representations
learned with VAEs. Masking in VAEs has already been explored in
the literature, but only in the context of missing data imputation.
Here, x is only partially observed, and is often represented as a seg-
mentation into observed and missing parts and a mask m indicating
where the data is missing. The model is then trained to infer the la-
tent variable from the observed part of the data and to reconstruct
the missing part of the data, marginalizing out the missing data. Pre-
vious work has largely focused on the ability of these models to yield
high-quality imputations within the tabular and image data domains,
without probing for the effects on the learned latent representation
[119, 189]. The idea of using VAEs to impute missing data was already
examined in the seminal paper by Rezende et al. [230], but here the
model was trained with completely observed data and merely used
to impute data in an iterative sampling approach post hoc leaving the
learned representations unchanged.

6.6.5 Representation learning moving forward

When it comes to representation learning, self-supervised models
have been the primary force in pushing the field forward. As seen
in table 11, speech recognition is the most common evaluation task,
and it is in this area that the biggest advances have been made. We al-
ready addressed the success of models like wav2vec 2.0 in the context
of end-to-end speech recognition [37, 92, 93] which reaches competi-
tive performance on the widely used LibriSpeech dataset [13] when
fine-tuned on 10 minutes of labeled data. Even without labeled data,
wav2vec 2.0 can be used to learn a good speech recognition model
[10].

On the other hand, the quality of the learned representations is not
always probed for LVMs. Instead, work on these models is sometimes
more focused on the generative capabilities. The VQ-VAE is perhaps
the most successful case in this regard; the introduction of a quan-
tized latent space, that allows for learning a simple autoregressive
prior, proved instrumental for generating coherent speech. However,
even here, models like wav2vec 2.0 have proven superior as a source
for learning quantized units [163].

Recent successful approaches build upon the model and method of
wav2vec 2.0. That is, deep transformer models combined with mask-
ing [41, 111, 270]. This development mirrors years of rapid progress in
masked language modeling within natural language processing [58,
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68]. We expect to see this development continue for unsupervised
neural speech representation learning.

6.7 conclusion

We reviewed unsupervised representation learning for speech, focus-
ing on two primary categories: self-supervised methods and proba-
bilistic latent variable models. Inspired by the development of self-
supervised learning and the dependency structures of latent variable
models, we derived a comprehensive model taxonomy. We then re-
viewed the evaluation of unsupervised speech representations. Fi-
nally, based on the model taxonomy, we discussed differences be-
tween models from the two categories and potential interesting av-
enues of future research.
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O N S C A L I N G C O N T R A S T I V E R E P R E S E N TAT I O N S
F O R L O W- R E S O U R C E S P E E C H R E C O G N I T I O N

abstract

Recent advances in self-supervised learning through contrastive train-
ing have shown that it is possible to learn a competitive speech recog-
nition system with as little as 10 minutes of labeled data. However,
these systems are computationally expensive since they require pre-
training followed by fine-tuning in a large parameter space. We ex-
plore the performance of such systems without fine-tuning by train-
ing a state-of-the-art speech recognizer on the fixed representations
from the computationally demanding wav2vec 2.0 framework. We
find performance to decrease without fine-tuning and, in the extreme
low-resource setting, wav2vec 2.0 is inferior to its predecessor. In ad-
dition, we find that wav2vec 2.0 representations live in a low dimen-
sional subspace and that decorrelating the features of the representa-
tions can stabilize training of the automatic speech recognizer. Finally,
we propose a bidirectional extension to the original wav2vec frame-
work that consistently improves performance.

7.1 introduction

Unsupervised learning for automatic speech recognition (ASR) has
recently gained significant attention [12, 13, 50, 52, 53, 144, 217, 241,
273]. While the majority of work has focused on learning representa-
tions encoding the input for downstream tasks [12, 50, 52, 53, 144, 217,
241], the most promising results have been achieved with the wav2vec
2.0 framework (Fig. 14) where a pre-trained model is fine-tuned for
speech recognition. However, these models are computationally ex-
pensive due to the large amount of memory intensive transformer
layers. This contradicts the promise of easily applying these represen-
tations for new ASR models on low resource languages [13].

In contrast to wav2vec 2.0, its predecessor (Fig. 15) does not require
fine-tuning as learned representations are used directly as input for
an ASR model [241]. In addition, the pre-trained model has an or-
der of magnitude fewer parameters than the large configuration of
wav2vec 2.0. Because the frameworks are very similar, it seems ob-
vious that representations extracted from wav2vec 2.0 would also be
suitable input for training an ASR model. Training on extracted rep-
resentations offers a light-weight alternative to the computationally
expensive fine-tuning procedure described in [13].

85



86 on scaling contrastive representations for speech recognition

x

ENCODER

CONTEXTFWD CONTEXTBWD

LFWD LBWD+

z

c

x

z

q

c

ENCODER

CONTEXT

L

Figure 14: The wav2vec 2.0 framework [13]. The model is trained to identify
the correct quantized target corresponding to the masked latent
representations. The two proposed configurations have 95 and
317 million parameters respectively.
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Figure 15: The wav2vec framework [241] extended with a backward context
network (shaded area). The two context networks are indepen-
dent, but are trained jointly with a shared encoder. The original
model has 33 million parameters, while our extended model only
has 18 million.
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We study how representations from the two versions of the open-
source wav2vec framework compare when used as input for low-
resource end-to-end speech recognition. We also propose a bidirec-
tional extension to the original wav2vec framework that, similar to
wav2vec 2.0, can use the entire latent sequence to learn contextual-
ized representations. Our contributions are as follows:

1. We find that ASR models trained on the wav2vec 2.0 represen-
tations often end up in poor local minima. Decorrelating the
feature space dimensions with PCA alleviates the training is-
sues.

2. We provide an overview of ASR models trained on contrastive
representations from publicly available models. Despite using a
strong ASR model, performance is heavily degraded compared
to fine-tuning for wav2vec 2.0. When given only 10 minutes of
training data, the original wav2vec model outperforms wav2vec
2.0.

3. We propose a bidirectional extension to the original wav2vec
framework. Bidirectionality consistently improves performance
of ASR models trained on the representations compared to rep-
resentations from unidirectional baseline models.

7.2 contrastive learning for speech

7.2.1 wav2vec

In the wav2vec framework, a PCM signal x ∈ RT of sequence length
T is mapped to a sequence of latent representations z = encode(x) ∈
RU×D where U is the downsampled sequence length (U = T/160)
and D is the dimensionality of the latent representation. This latent
representation depends only locally on x with encode(·) parameter-
ized by a convolutional neural network. The latent sequence z is fed
to a context network to produce the representations used as input fea-
tures for the downstream task c = context(z) ∈ RU×D. In wav2vec,
the context network is also convolutional but recurrent neural net-
works are an obvious alternative.

The model is trained with a contrastive loss function inspired by
contrastive predictive coding [206] that maximizes the similarity between
a contextualized representation cu and the k’th future latent repre-
sentation zu+k through a learned step-specific affine transformation
Hk ∈ RD×D:

simk(zi, cj) = log(σ(z⊺i Hkcj)) (65)

Lk(z, c) = −

U−k∑
i=1

(simk(zi+k, ci)
∑
d∈D

simk(−zd, ci)) (66)
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where σ(·) denotes the standard logistic function and D is a set of ran-
domly sampled integers d ∼ U{1,U} for indexing distractor samples
zd. The total loss is defined as the sum over all K temporal offsets,
L =

∑K
k=1 Lk. For further details on the wav2vec architecture and

training procedure see [241].

7.2.2 wav2vec 2.0

Similar to the first version, wav2vec 2.0 also employs an encoder and
a context network, but uses a coarser downsampling (U = T/320) in
the encoder and a transformer-based context network [266]. In addi-
tion, a quantization network is used to learn a latent target sequence
q = quantize(z) ∈ RU×D. Before feeding z to the context network,
approximately half of the U time steps are masked (i.e., replaced) by
a learned D-dimensional vector. Given a context representation cu
corresponding to a masked latent vector zu, the model is trained to
distinguish the quantized target qu from distractors qd sampled uni-
formly from the other masked time steps. The set of distractor indices
D includes the target index u:

sim(qi, cj) =
q⊺
i cj

∥qi∥
∥∥cj
∥∥ (67)

Lu(q, cu) = − log
esim(qu,cu)/κ∑

d∈D esim(qd,cu)/κ
(68)

where κ is a constant temperature. The total loss is obtained by sum-
ming over all masked time steps. The model is also trained with an
entropy-based diversity loss that encourages equal use of the quan-
tized representations. The masking procedure allows for a context
network consisting of multiple transformer layers that incorporate in-
formation from the full sequence instead of only time steps prior to
u. Thus, the masking feature is key in order to be able to use an
architecture well suited for fine-tuning.

7.3 bidirectional extension

The context network of the original wav2vec only uses information
prior to the offset latent vector zi+k. This avoids collapsing to a triv-
ial solution and allows for online processing of streaming data. In
contrast, wav2vec 2.0 requires the complete sequence at once as input
to the transformer-based context network. If we consider this setting
where online processing is not required, the original wav2vec model
can be extended with an additional context network that operates
backward from time step U to 1. To train the backward network, the
loss in equation 66 is adapted by replacing zi+k with zi−k. The total
loss is obtained by summing the loss for the two context networks
as illustrated in Fig. 15. The context networks are independent, but
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trained jointly with the same encoder. The representations used for
downstream tasks are the concatenation of the output from the two
context networks.

7.3.1 Data and pre-trained models

The original wav2vec model was trained on the 960 hours from the
LibriSpeech dataset [213]. We trained our bidirectional extension and
baseline models on the same data. We used three pre-trained models
from wav2vec 2.0: base, large and vox

1. The large model is a deeper
and wider version of the base model. Both are trained on the 960 hour
LibriSpeech. The vox model is identical to the large, but trained
on 60.000 hours of speech from the LibriLight dataset [136] which
is an in-domain extension of LibriSpeech providing large quantities
of unlabeled data and a standardization of smaller subsets from the
original 960 hours training data. We trained ASR models on the 10

minute, 1 hour and 10 hour subsets of LibriLight for all representation
models.

7.3.2 Training procedures

In addition to bidirectionality, we propose to use few filters for the
first layer in the encoder network and then incrementally increase
the number of filters as the temporal resolution is lowered by strid-
ing. This significantly lowers the memory footprint of the encoder by
avoiding large representations while the temporal resolution is high.
Thus, our encoder uses six 1D-convolutions with number of filters set
to (64, 128, 192, 256, 512, 512), kernel sizes (10, 8, 4, 4, 4, 1), and strides
(5, 4, 2, 2, 2, 1). With a constant filter size of 512, memory consump-
tion would be 4.6 times higher. Each convolutional layer is followed
by a group normalization layer with 32 groups [276] and ReLU non-
linearity clipped at the value of 5. Instead of using convolutions as
in wav2vec, we used four LSTM layers [109] with 512 units each for
the context network. We sampled 120 seconds of audio for each batch
and trained the model for 8 epochs on LibriSpeech. We used Adam
[146] with a fixed learning rate of 3 · 10−4 for the first half of training
after which it was decayed to 5 · 10−5. We use K = 12 offsets and
sample 10 distractors. (i.e., |D| = 10).3

For the ASR model, we used the architecture from [30] trained with
a connectionist temporal classification loss [93], which has shown
state-of-the-art results on the small Wall Street Journal dataset [220].
The original model uses three layers of 2D-convolutions followed
by 10 bidirectional LSTM layers with skip-connections and 320 units

1 https://github.com/pytorch/fairseq
2 The model is trained on 16 GPUs, but training time is not stated.
3 https://github.com/corticph/scaling-contrastive
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10 min. 1 hour 10 hour

Name clean other clean other clean other PCA size D params GPU days

Log mel-spectrogram 99.6 99.7 66.5 82.0 33.8 57.5 No 80 - -

wav2vec [241] 71.7 82.5 43.1 61.9 24.0 45.8 No 512 33M ?2

wav2vec 2.0 [13]

BASE 79.5 87.5 38.7 53.6 14.9 28.4 Yes 768 95M 102.4

LARGE 91.0 96.1 50.2 66.5 20.5 37.5 Yes 1024 317M 294.4

VOX 94.2 97.2 42.4 56.8 16.4 29.8 Yes 1024 317M 665.6

Our work:

LSTM-UD-512 69.9 81.9 41.5 60.9 23.8 45.2 No 512 9.6M 3.8

LSTM-UD-2x512 69.2 81.2 41.0 61.0 23.2 44.9 No 1024 18M 9.5

LSTM-BD-2x512 65.2 77.4 37.9 56.5 21.0 42.1 No 1024 18M 9.4

Table 12: Word error rates on the clean and other test sets of LibriSpeech for ASR models trained with representations extracted from wav2vec, wav2vec
2.0 and the authors’ proposed models. Results are without an external language model. GPU days denotes training time multiplied by the
number of GPUs.
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each. We replaced the 2D-convolutions with 1D-convolutions as there
is no structure along the feature dimension of the learned representa-
tions. All 1D-convolutions used kernel size 3, had (640, 480, 320) units
and strides (2, 1, 1). To account for the lower temporal resolution of
the wav2vec 2.0 representation, strides were reduced to (1, 1, 1). We
used the same optimizer and learning rate schedule as for the CPC
models and batches were created by sampling up to 320 seconds of
audio. The models were trained for 25k update steps on the 1 hour
and 10 hour subsets, but only for 10k update steps on the 10 minute
subset. Total training time was ∼ 12 hours on a single GPU for 25k
updates. Results reported for the 10 minute models are averages over
the 6 separate subsets of LibriLight.

7.4 results

7.4.1 Training with wav2vec 2.0 representations

We found that ASR models trained on representations extracted from
the wav2vec 2.0 models had a tendency to get stuck in poor local min-
ima. After confirming that values of the learned features followed
a reasonable distribution, and that tuning the learning rate did not
solve the issue, we performed a principal component analysis (PCA)
of the representations. We found that the wav2vec 2.0 representa-
tions generally exhibited a low linear dimensionality, that is, only few
principal components are needed to explain the variance in the rep-
resentations, see Fig. 16. Furthermore, the linear dimensionality of
the representation decreased with model complexity and the amount
of training data. Indeed, the two large models were also the ones
that consistently failed, while the base model did converge on both
the 1 hour and 10 hour subsets. Feature decorrelation has previously
proven useful in speech classification tasks [288]. Training ASR mod-
els on the decorrelated feature space, without reducing the number
of features, solved the initial training issues. To ensure that the mean
normalization commonly performed prior to the PCA transformation
was not responsible for resolving the issue, we performed an ablation
experiment where we only used mean normalization on the raw fea-
tures, but this did not alleviate training issues. Representations from
our models and wav2vec did not benefit from decorrelation.

7.4.2 Performance: wav2vec and wav2vec 2.0

Surprisingly, the base representations consistently outperformed rep-
resentations from the two larger models, indicating that the quality
of the learned representations does not scale with model complex-
ity for wav2vec 2.0. For the 1 hour and 10 hour subsets, representa-
tions from the vox model led to better performance compared to the
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Figure 16: Explained variance ratio as a function of the number of features after decorrelating the feature space with PCA. The PCA transformation
was computed on the 10 hour subset of LibriLight.
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large model showing the benefits of the large increase in training
data. This tendency was blurred by the poor performance of both
representations on the 10 minute subset. Compared to fine-tuning re-
sults without a language model in Appendix C of [13], performance
is severely degraded despite a strong ASR model.

Focusing on the best performing wav2vec 2.0 representations from
base, we observe a significant word error rate reduction for the 10

hour subset compared to wav2vec. As the amount of training data is
reduced, so is the difference. For the 10 minute subset, the picture is
reversed as the wav2vec representations performed better.

7.4.3 Performance: Bidirectionality

Our baseline model (LSTM-512), as expected, yielded representations
on par with the wav2vec model. The bidirectional extension (LSTM-
BD-2x512) consistently improved word error rate for all subsets. To
ensure the improvement is not just a result of increased model com-
plexity, we trained another model that also used two separate context
networks, but both operating in the same direction (LSTM-UD-2x512).
Although this model was slightly better than the baseline model, the
bidirectional model was still superior across all subsets. Furthermore,
the bidirectional model gave the best result on the clean test set when
trained on the 1 hour subset and for both test sets when trained on
the 10 minute subset.

7.5 conclusions

We compared contrastive representations for ASR in the setting of
limited training resources. We showed that representations from the
wav2vec 2.0 framework live in a low dimensional subspace. Using
PCA to decorrelate the features alleviated training issues for the speech
recognizer. However, ASR models trained on the fixed wav2vec 2.0
representations still performed significantly worse than the fine-tuned
versions from the original wav2vec 2.0 work. Representations from
the first version of wav2vec, learned with a much lower computa-
tional cost, performed better than wav2vec 2.0 on the 10 minute sub-
set, but were inferior on the 10 hour subset. We extended the origi-
nal wav2vec framework with a context network operating backwards
along the temporal dimension and confirmed that bidirectionality can
improve speech representations used for ASR.
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B E N C H M A R K I N G G E N E R AT I V E L AT E N T
VA R I A B L E M O D E L S F O R S P E E C H

abstract

Stochastic latent variable models (LVMs) achieve state-of-the-art per-
formance on natural image generation but are still inferior to de-
terministic models on speech. In this paper, we develop a speech
benchmark of popular temporal LVMs and compare them against
state-of-the-art deterministic models. We report the likelihood, which
is a much used metric in the image domain, but rarely, and often
incomparably, reported for speech models. To assess the quality of
the learned representations, we also compare their usefulness for
phoneme recognition. Finally, we adapt the Clockwork VAE, a state-
of-the-art temporal LVM for video generation, to the speech domain.
Despite being autoregressive only in latent space, we find that the
Clockwork VAE can outperform previous LVMs and reduce the gap
to deterministic models by using a hierarchy of latent variables.

8.1 introduction

After the introduction of the variational autoencoder (VAE, [147, 230])
quickly came two temporal extensions for modeling speech data [56,
85]. Since then, temporal LVMs have undergone little development
compared to their counterparts in the image domain, where LVMs
recently showed superior performance to autoregressive models such
as PixelCNN [208, 209, 237]. The improvements in the image domain
have been driven mainly by top-down inference models and deeper
latent hierarchies [43, 185, 250, 264]. In speech modeling however,
autoregressive models such as the WaveNet remain state-of-the-art
[207].

To compare and develop LVMs for speech, we need good bench-
marks similar to those in the image domain. Image benchmarks com-
monly compare likelihood scores, but research in the speech domain
often omits reporting a likelihood [114, 207, 265] or report likelihoods
that are incomparable due to subtle differences in the assumed data
distribution [1, 56, 85, 114]. Without a proper comparison standard,
it is difficult for the field of explicit likelihood models on speech to
develop in a directed manner.

To advance the state of LVMs for speech, this paper (i) develops a
benchmark for LVMs based on model likelihood, (ii) introduces a hier-
archical LVM architecture without autoregressive decoder, (iii) com-

95
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pares LVMs to deterministic counterparts including WaveNet, and
(iv) qualitatively and quantitatively evaluates the latent variables learned
by different LVMs based on their usefulness for phoneme recognition.
We find that:

(I) State-of-the-art LVMs achieve likelihoods that are inferior to
WaveNet at high temporal resolution but are superior at lower
resolutions. Interestingly, we find that a standard LSTM [109]
almost matches the likelihood of WaveNet.

(II) LVMs with powerful autoregressive decoders achieve better like-
lihoods than the non-autoregressive LVM.

(III) The expressiveness of LVMs for speech increases with a deeper
hierarchy of stochastic latent variables, similar to conclusions
within image modeling.

(IV) LVMs learn rich representations that are as good or better than
Mel spectrograms for phoneme recognition also when using
only 10 minutes of labeled data.

At a high level, this benchmark brings order to LVM model compar-
isons for speech and also provides useful reference implementations
of the models1. Before presenting the results, we provide a brief sur-
vey of existing LVMs for speech in a coherent notation.

8.2 latent variable models for speech

LVMs formulated via the VAE framework continue to be of interest
due to their ability to learn an approximation to the posterior distri-
bution of assumed latent variables. The posterior is usually of a signif-
icantly reduced dimensionality compared to the input and lies close
to a known prior distribution. Approximate posteriors are useful for
tasks beyond generation such as semi-supervised learning [149] and
anomaly detection [100].

In recent years, several complementary methods have been pro-
posed to improve the expressiveness of VAEs. These include building
more expressive priors via methods such as normalizing flows [229]
and building a deeper hierarchy of stochastic latent variables such
as the Ladder VAE [250]. In this research, we focus on the latter due
to the recent breakthroughs in image modeling using VAEs without
costly autoregressive dependencies on the observed variable [43, 185,
264].

Several works have applied LVMs to speech. Among the first con-
tributions were the VRNN [56] and SRNN [85] which can be seen as
conditional VAEs per timestep. Other recent LVMs include the FH-
VAE [114], which leverages an additional latent variable to capture
global features, and Z-forcing [91], which resembles the SRNN but
includes an auxiliary task in the latent space to increase its utilization.

1 github.com/anonymous/available-later

github.com/anonymous/available-later
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Figure 17: Generative models for a single time step of a deterministic autoregressive LSTM, the VRNN and SRNN as well as the STCN and CW-VAE
both with a single layer of latent variables. Red arrows indicate purely deterministic paths from the output xt to previous input x<t without
passing a stochastic node. In an LSTM, information flows deterministically from previous observed variables to the next. The VRNN and
SRNN use stochastic latent variables but also include deterministic skip connections from previous observed variables. The STCN is also
autoregressive in x but does not use deterministic skip connections from xt−1 to xt. The CW-VAE is not autoregressive on the observed
variable which forces information to flow through the latent variables. We provide more elaborate graphical illustrations including inference
models of the CW-VAE in figure 18 and of the VRNN, SRNN and STCN in appendix A.10.
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The VQ-VAE [265] is a hybrid between an LVM and an autoregressive
model which uses a quantized latent space to improve the quality of
generated samples. The Stochastic WaveNet [162] and STCN [1] use
WaveNet encoder and decoders and have latent variables that are tem-
porally independent.

In this paper, we focus on the VRNN, SRNN and STCN. We ex-
clude the Stochastic WaveNet as it is similar to STCN and achieves
inferior likelihoods [1]. The FH-VAE, with disjoint latent variables
and discriminative objective, Z-forcing, with an auxiliary task, and
the VQ-VAE, with a quantized latent space and autoregressive prior
fitted after training, all introduce significant changes to the original
VAE framework and are also not included here.

Notably, all selected models have autoregressive generative mod-
els which let future observed variables be generated by conditioning
on previously generated values. Inspired by recent progress in the
image domain, we therefore formulate and benchmark a novel tem-
poral LVM which does not rely on an autoregressive decoder. We
do so by adapting to speech the hierarchical Clockwork Variational
Autoencoder [238] recently proposed for video prediction.

8.2.1 Sequential deep latent variable models

The selected models are all sequential deep latent variable models
trained with variational inference and the reparameterization trick
[147]. They take as input a variable-length sequence x1:T = (x1,x2, . . . ,
xT ) with xt ∈ RDx . We let x1:T refer to the observed variable or a
downsampled version of it. We will sometimes use x to refer to the
sequence x1:T when it is not ambiguous.

First, x1:T is encoded to a temporal stochastic latent representa-
tion z1:T = (z1, z2, . . . , zT ) with zt ∈ RDz . This representation is
then used to reconstruct the original input x1:T . The latent variable is
assumed to follow some prior distribution p(zt|·) where the dot indi-
cates that it may depend on latent and observed variables at previous
time steps, z<t and x<t where z<t := (z1, z2, . . . , zt−1).

The models are trained to maximize a likelihood objective. The ex-
act marginal likelihood is given by

logpθ(x) = log
∫
pθ(x, z)dz , (69)

where θ are parameters of the generative model. The exact likelihood
is intractable to optimize due to the integration over the latent space.
Instead, we introduce the variational approximation qϕ(z|x) to the
true posterior. Via Jensen’s inequality this yields the well-known evi-
dence lower bound (ELBO) on the exact likelihood

logpθ(x) ⩾ Eqϕ(z|x)

[
log

pθ(x, z)
qϕ(z|x)

]
=: L(θ,ϕ;x) (70)
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which can be jointly optimized with respect to {θ,ϕ} using stochastic
gradient descent methods. We omit the θ and ϕ subscripts for the
remainder of the paper. A graphical illustration of the models can
be seen in figure 17. Additional graphical models can be found in
appendix A.10.

8.2.2 Variational recurrent neural network (VRNN)

The VRNN [56] is essentially a VAE per timestep. At timestep t, the
VAE is conditioned on the hidden state of a recurrent neural network
(RNN), dt ∈ RDd , with state transition dt = f([xt−1, zt−1],dt−1)

where [·, ·] denotes concatenation. The VRNN uses a Gated Recurrent
Unit (GRU, [44]) for f. The joint distribution factorizes over time and
the latent variables are autoregressive in both the observed and latent
space,

p(x1:T , z1:T ) =
T∏

t=1

p(xt|x<t, z⩽t)p(zt|x<t, z<t) . (71)

The approximate posterior similarly factorizes over time,

q(z1:T |x1:T ) =

T∏
t=1

q(zt|x⩽t, z<t) . (72)

From this, the ELBO for the VRNN is

L(x) = Eq(z1:T |x1:T )

[∑
t

logp(xt|x<t, z⩽t)

− KL (q(zt|x⩽t, z<t) ||p(zt|x<t, z<t))

]
.

(73)

The VRNN uses diagonal covariance Gaussian distributions N for the
prior and posterior distributions. We denote the output distribution
of choice by D.

q(zt|x⩽t, z<t) = N (αq(xt,dt)) (74)

p(zt|x<t, z<t) = N (αp(dt)) (75)

p(xt|x<t, z⩽t) = D (β(zt,dt)) . (76)

All sets of distributional parameters, αq,αp and β, are the outputs of
densely connected neural networks which we notationally overload
as functions in equations (74-76). It is common to refer to αq as the
inference model or encoder and β as the decoder. Together with β,
the structural model αp forms the generative model.

Since the decoder is dependent on dt, the transition function f al-
lows the VRNN to learn to ignore parts of or the entire latent variable
and establish a purely deterministic transition from xt−1 to dt (fig-
ure 17). This failure mode is commonly referred to as posterior col-
lapse and is a well-known weakness of VAEs with powerful decoders
[33, 250].
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8.2.3 Stochastic recurrent neural network (SRNN)

The SRNN [85] is similar to the VRNN but differs by separating the
stochastic latent variables from the deterministic representations (fig-
ure 17). That is, the GRU state transition is independent of z1:T such
that dt = f(xt−1,dt−1). With this, the joint p(x1:T , z1:T ) can be writ-
ten as for the VRNN in equation 71. The approximate posterior of zt
is conditioned on the full observed sequence,

q(z1:T |x1:T ) =

T∏
t=1

q(zt|x1:T , zt−1) . (77)

This is achieved by introducing a second GRU that runs backwards
in time with transition at = g([xt,dt],at+1). While p(xt|x<t, z⩽t)

remains as in equation 76, we have

q(zt|x1:T , z<t) = N (αq(zt−1,at)) (78)

p(zt|x<t, z<t) = N (αp(zt−1,dt)) . (79)

By inferring zt conditioned on the full sequence x1:T , the SRNN per-
forms smoothing. This has been noted to better approximate the true
posterior of zt which can be shown to depend on the full observed
sequence [21]. Comparatively, the VRNN performs filtering.

8.2.4 Stochastic temporal convolutional network (STCN)

The STCN [1] is a hierarchical latent variable model with an au-
toregressive generative model based on WaveNet [207]. Contrary to
VRNN and SRNN, the latent variables are independent in the sense
that there are no transition functions connecting them over time. In-
stead, a latent z

(l)
t at layer l is conditioned on a window of ob-

served variables x
R
(l)
t

via a WaveNet encoder. The windowed de-
pendency introduced by the WaveNet is defined via the index set
R
(l)
t = {t− rl + 1, . . . , t} where rl is the receptive field of the encoder

at layer l. The window size grows exponentially with the layer l. The
joint can be written as

p(x1:T , z1:T ) =
T∏

t=1

p(xt|z
(1:L)

R
(1)
t

)

L∏
l=1

p(z
(l)
t |x

R
(l)
t−1

, z(l+1)
t )

where z
(L+1)
t := ∅ for notational convenience. The deterministic en-

coding is d
(l)
t = h(x

R
(l)
t
) where h is the encoder and d

(l)
t is extracted

from the l’th layer similar to a Ladder VAE [250]. The approximate
posterior is

q
(
z
(1:L)
1:T |x1:T

)
=

T∏
t=1

L∏
l=1

q
(
z
(l)
t |x

R
(l)
t

, z(l+1)
t

)
(80)
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The factorized distributions are given as

q
(
z
(l)
t |x

R
(l)
t

, z(l+1)
t

)
= N

(
α

(l)
q

(
z
(l+1)
t ,d(l)

t

))
(81)

p
(
z
(l)
t |x

R
(l)
t−1

, z(l+1)
t

)
= N

(
α

(l)
p

(
z
(l+1)
t ,d(l)

t−1

))
(82)

p

(
xt|z

(1:L)

R
(1)
t

)
= D

(
β

(
z
(1:L)

R
(1)
t

))
. (83)

The decoder β(z(1:L)

R
(1)
t

) is also a WaveNet.

8.2.5 Clockwork variational autoencoder (CW-VAE)

The CW-VAE [238] is a hierarchical latent variable model recently in-
troduced for video generation. As illustrated in figures 17 and 18, it is
autoregressive in the latent space but not in the observed space, con-
trary to the VRNN, SRNN and STCN. Additionally, each latent vari-
able is updated only every sl timesteps, where sl is a layer-dependent
integer, or stride, and s1 < s2 < · · · < sL. This imposes the inductive
bias that latent variables exist at different temporal resolutions with
z(l) changing at lower frequency than z(l−1). In speech, phonetic
variation between 10− 400ms, morphological and semantic features
at the word level and speaker-related variation at the global scale
make this a reasonable assumption.

The timesteps at which a layer updates its latent state are given
by Tl := {t ∈ {1, . . . , T } | t mod sl = 1}. To simplify temporal nota-
tion, we equivalently define this by copying references to the unique
states over time, z(l)

t := z
(l)
u with u = maxτ {τ ∈ Tl | τ ⩽ t}. The joint

distribution factorizes over time and the hierarchy.

p(x1:T , z(1:L)
1:T ) =

T∏
t=1

p(xt|z
(1)
t )

L∏
l=1

p(z
(l)
t |z

(l)
t−1, z(l+1)

t ) .

The inference model is conditioned on a window of the observed
variable xt:t+sl depending on the layer’s stride sl.

q(z1:T |x1:T ) =

L∏
l=1

T∏
t=1

q
(
z
(l)
t |z

(l)
t−1, z(l+1)

t ,xt:t+sl

)
.

The dependency on xt:t+sl is encoded via a convolutional ladder net-
work similar to the STCN with d

(l)
t = e(xt:t+sl). We define xSlt

:=

xt:t+sl for compactness. The latent state transitions are densely con-
nected and the decoder is also a convolutional network.

q
(
z
(l)
t |xSlt

, z(l)
t−1, z(l+1)

t

)
= N

(
αl

q

(
z
(l)
t−1, z(l+1)

t ,d(l)
t

))
p
(
z
(l)
t |z

(l)
t−1, z(l+1)

t

)
= N

(
αl

p

(
z
(l)
t−1, z(l+1)

t

))
p
(
xt|z

(1)
t−sl/2:t+sl/2

)
= D

(
β
(
z
(1)
t−sl/2:t+sl/2

))
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Figure 18: Inference (left) and generative (right) models for the CW-VAE with a hierarchy of L = 2 latent variables, s1 = 1 and s2 = 2. The models
are unrolled over four consecutive time steps but note that the graph continues towards t = 0 and t = T . Blue arrows indicate parameter
sharing between inference and generative models. We omit the deterministic variable of figure 17 for clarity.
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8.2.6 Speech modeling with Clockwork VAEs

The video and speech modalities differ in the sampling rates normally
used to digitize the natural signals. Sampling rates of common video
codecs typically range from 24Hz up to 60 or 120Hz. In the speech
domain, sampling rates range from 8000Hz up to e.g. 44 100Hz com-
monly used for music recordings. In the original work, sl is defined
as sl := kl−1 for some constant k which makes it exponentially depen-
dent on the layer index l and forces s1 = 1. While this is reasonable for
the sample rates of video, training a model at this resolution is infea-
sible for audio waveform modeling. For this reason, we chose s1 ≫ 1

to achieve an initial temporal downsampling and let sl := cl−1s1 for
l > 1 and some constant c.

The encoder/decoder networks of the original CW-VAE is not ap-
plicable to speech. Hence, we parameterize these networks using 1D
convolutions that operate on the raw waveform. We design the en-
coder as a ladder-network, similar to Aksan and Hilliges [1] and Søn-
derby et al. [250], as this provides benefits compared to alternatives
such as a standalone encoder per latent variable. Specifically, a ladder-
network leverages parameter sharing across the latent hierarchy and
importantly processes the full observed sequence only once sharing
the resulting representations between latent variables. This yields a
more computationally efficient encoder and higher activity in latent
variables towards the top of the hierarchy.

8.2.7 Output distribution

Audio, as well as image data, are naturally continuous signals that are
represented in discrete form in computers. The signals are sampled
with some bit depth b which defines the range of attainable values,
x ∈ {0, 1, . . . , 2b − 1}. The bit depth typically used in audio and im-
age samplers is between 8 and 32 bit with 8 bit and 16 bit being the
most common in the literature (MNIST, [164]; CelebA, [179]; CIFAR10,
[156]; TIMIT, [87]; LibriSpeech, [213]).

In the image domain, the discrete nature of the data is usually mod-
eled in one of two ways; either by using discrete distributions [43, 185,
237] or by dequantizing the data and using a continuous distribution
[71, 108, 250], which yields a lower bound on the discrete distribution
likelihood [259]. In the speech domain, however, the output distribu-
tion is often taken to be a continuous Gaussian [114, 162, 289] which
was also originally done in VRNN, SRNN and STCN. This choice
generally results in an ill-posed problem with a likelihood that is un-
bounded from above unless the variance is lower bounded [188]. As
a result, reported likelihoods can be sensitive to hyperparameter settings
and be hard to compare. We discuss this phenomenon further in ap-
pendix A.8
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Most work normalizes the audio or standardizes it to values in a
bounded interval x ∈ [−1, 1]. Since x becomes approximately con-
tinuous as the bit depth b becomes large and the range of possible
values becomes small, this alleviates the issue. However, commonly
used datasets with bit-depths of 16 still result in a discretization gap
between values that remains much larger than the gap between the
almost continuous 32 bit floating point numbers which reinforces the
problem [28].

In this work, we therefore benchmark models using a discretized
mixture of logistics (DMoL) as output distribution. The DMoL was
introduced for use in autoregressive models [237] but has become
standard in generative modeling of natural images [43, 185, 264]. It
was recently applied to autoregressive speech modeling of raw wave-
forms [210]. As opposed to e.g. a categorical distribution, the DMoL
induces ordinality on the observed space such that values that are
numerically close are also considered close in the probabilistic sense.
This is a sensible inductive bias for images as well as audio where
individual samples represent the amplitude of light or pressure, re-
spectively. We discuss the DMoL for audio further in appendix A.9.

8.3 speech modeling benchmark

data We train models on TIMIT [87], LibriSpeech [213] and Libri-
Light [136]. For TIMIT, we randomly sample 5% of the training split
for validation. We represent the audio as µ-law encoded PCM stan-
dardized to values in [−1, 1] with discretization gap of 2−b+1. We use
the original bit depth of 16 bits and sample rate of 16 000Hz. We use
this representation both as the input and the reconstruction target. We
provide more details on the datasets in appendix A.3 and additional
results on linear PCM in appendix A.7.

likelihood We report likelihoods in units of bits per frame (bpf)
as this yields a more interpretable and comparable likelihood than
total likelihood in nats. It also has direct connections with information
theory and compression [243, 261]. In units of bits per frame, lower
is better. For LVMs, we report the one-sample ELBO. The likelihoods
can be seen in tables 13 and 14. We describe how to convert likelihood
to bpf in appendix A.6.

models Architecture and training details are sketched below, while
the full details are in appendices A.4 and A.5 along with additional
results for some alternative model configurations in appendix A.7.
We select model configurations that can be trained on GPUs with a
maximum of 12GB of RAM and train all models until convergence on
the validation set. We use a DMoL with 10 components for the output
distribution of all models and model all datasets at their full bit depth
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of 16 bits. We train and evaluate models on stacked waveforms simi-
lar to previous work [1, 56, 85] with stack sizes of s = 1, s = 64 and
s = 256. Hence, every model input xt is composed of x̃t:t+s where x̃

are waveform frames. We provide additional results with a Gaussian
output distribution in appendix A.7.

We configure the WaveNet baseline as in the original paper using
ten layers per block and five blocks. We set the number of channels,
Dc = 96. We also provide an LSTM baseline [109]. It uses fully con-
nected encoders and decoders as the VRNN and SRNN but has a
single deterministic recurrent cell and much fewer parameters than
WaveNet. We report on LSTM models with Dd = 256 hidden units.

The configuration of the VRNN and SRNN models is similar to
the LSTM. For both models we set the latent variable equal in size
to the hidden units, Dz = 256. At stack size s = 1, the models are
computationally demanding and hence we train them on randomly
sampled segments from each training example and only on TIMIT.

The STCN is used in the “dense" configuration of the original work
[1]. It uses 256 convolutional channels and L = 5 latent variables
of dimensions 16, 32, 64, 128, 256 from the top down. We also run a
one-layered ablation with the same architecture but only one latent
variable of dimension 256 at the top. The CW-VAE is configured sim-
ilar to the VRNN and SRNN models and with c = 8. We run the
CW-VAE with L = 1 and 2 layers of latent variables. The number of
convolutional channels and is set equal to Dz which is set to 96.

baselines We supply three elementary baselines that form ap-
proximate upper and lower bounds on the likelihood for arbitrary s.
Specifically, we evaluate an uninformed per-frame discrete uniform
distribution and a two-component DMoL fitted to the training set
to benchmark worst case performance. We also report the likelihood
achieved by the lossless compression algorithm, FLAC [59] which es-
tablishes a notion of good performance, although not a strict best
case. We report FLAC on linear PCM since it was designed for this
encoding.

timit For temporal resolutions of s = 1, the deterministic au-
toregressive models yield the best likelihoods with WaveNet achiev-
ing 10.88 bpf on TIMIT as seen in table 13. Somewhat surprisingly,
the LSTM baseline almost matches WaveNet with a likelihood of
11.11 bpf at s = 1. However, due to being autoregressive in training,
the LSTM trains considerably slower than the parallel convolutional
WaveNet; something not conveyed by table 13. Notably, the VRNN
and SRNN models achieve likelihoods close to that of WaveNet and
the LSTM at around 11.09 bpf. The STCN exhibited instability when
trained at s = 1 and tended to diverge.
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s Model Configuration L [bpf]

1 Uniform Uninformed 16.00

1 DMoL Optimal 15.60

- FLAC Linear PCM 8.582

1 WaveNet Dc = 96 10.88

1 LSTM Dd = 256 10.97

1 VRNN Dz = 256 ⩽11.09

1 SRNN Dz = 256 ⩽11.19

1 STCN-dense Dz = 256,L = 5 ⩽11.77

64 WaveNet Dc = 96 13.30

64 LSTM Dd = 256 13.34

64 VRNN Dz = 256 ⩽12.54

64 SRNN Dz = 256 ⩽12.42

64 CW-VAE Dz = 96,L = 1 ⩽12.44

64 CW-VAE Dz = 96,L = 2 ⩽12.17

64 STCN-dense Dz = 256,L = 1 ⩽12.32

64 STCN-dense Dz = 256,L = 5 ⩽11.78

256 WaveNet Dc = 96 14.11

256 LSTM Dd = 256 14.20

256 VRNN Dz = 256 ⩽13.27

256 SRNN Dz = 256 ⩽13.14

256 CW-VAE Dz = 96,L = 1 ⩽13.11

256 CW-VAE Dz = 96,L = 2 ⩽12.97

256 STCN-dense Dz = 256,L = 1 ⩽13.07

256 STCN-dense Dz = 256,L = 5 ⩽12.52

Table 13: Model likelihoods L on TIMIT represented as a 16bit µ-law en-
coded PCM for different stochastic latent variable models com-
pared to deterministic autoregressive baselines. For the CW-VAE,
s refers to s1 and the multi-layered models have c = 8. Likelihoods
are given in units of bits per frame (bpf).
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At s = 64, Wavenet and the LSTM yield significantly worse like-
lihoods than all LVMs separated by ∼ 1 bit. The CW-VAE outper-
forms the VRNN and SRNN when configured with a hierarchy of
latent variables. With a single layer of latent variables, the CW-VAE
is inferior to both SRNN and VRNN but notably still better than the
LSTM. These observations carry to s = 256, where a multilayered CW-
VAE outperforms the LSTM, VRNN and SRNN. The STCN yields the
best results at both s = 64 and s = 256. For strides s > 1, previous
work has attributed the inferior performance of autoregressive mod-
els without latent variables, such as WaveNet and the LSTM, to the
ability of LVMs to model intra-step correlations [161].

Decreasing the resolution s improves the likelihood for all LVMs.
However, the best performing models, STCN and CW-VAE are not
yet scalable to this regime for reasons related to numerical instability
and computational infeasibility. This seems to indicate that LVMs may
be able to outperform autoregressive models at s = 1 in the future.

librispeech On LibriSpeech (table 14), results are similar to TIMIT.
The STCN achieves the best likelihood at s = 64 and the CW-VAE sur-
passes WaveNet and the LSTM.

compression A connection can be made between the model like-
lihoods and the compression rates of audio compression algorithms.
Lossy compression algorithms, such as MP3, exploit the dynamic
range of human hearing to achieve 70-95% reduction in bit rate [34]
while lossless compression algorithms, such as FLAC, achieve 50-70%
reduction [59] independent of audio content. Although both the au-
toregressive models and the LVMs are lossy, their objective minimizes
the amount of incurred loss. The best likelihoods reported in tables 13

and 14 correspond to about a 30% reduction in bit rate which in-
dicates that there are significant gains in likelihood to be made in
speech modeling.

8.3.1 Likelihood results

8.4 phoneme recognition

Although the likelihood is a practical metric for model comparison
and selection, a high likelihood does not guarantee that a model has
learned useful representations [116]. For speech data, we would ex-
pect models to learn features related to phonetics which would make
them useful for tasks such as automatic speech recognition (ASR).
The Mel spectrogram is a well-established representation of audio de-
signed for speech recognition and is predefined rather than learned.
To assess the usefulness of the representations learned by the bench-
marked models, we compare them to the highly useful Mel spectro-
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s Model Configuration Likelihood L [bpf]

dev-clean dev-other test-clean test-other

10h/100h 10h/100h 10h/100h 10h/100h

1 Uniform Uninformed 16.00 16.00 16.00 16.00

1 DMoL Optimal 15.66 15.70 15.62 15.71

- FLAC Linear PCM 9.390 9.292 9.700 9.272

1 Wavenet Dc = 96 10.96/10.89 10.85/10.76 11.12/11.01 11.05/10.85

1 LSTM Dd = 256 11.21/11.17 11.10/11.06 11.35/11.29 11.28/11.23

64 Wavenet Dc = 96 13.61/13.24 13.58/13.21 13.61/13.22 13.60/13.21

64 LSTM Dd = 256 13.56/13.25 13.52/13.24 13.55/13.23 13.56/13.25

64 CW-VAE Dz = 96,L = 1 ⩽12.32/12.24 12.32/12.23 12.43/12.33 12.43/12.33

64 CW-VAE Dz = 96,L = 2 ⩽12.30/12.22 12.30/12.21 12.40/12.31 12.39/12.32

64 STCN-dense Dz = 256,L = 5 ⩽11.98/11.90 11.98/11.89 12.08/12.02 12.09/12.01

Table 14: Model likelihoods L on LibriSpeech test sets represented as 16 bit µ-law encoded PCM. For the CW-VAE, s refers to s1 and the two-layered
models have s2 = 8s1. The models are trained on either the 10h LibriLight subset or the 100h LibriSpeech train-clean-100 subset as indicated.
Likelihoods are given in units of bits per frame (bpf).
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ASR configuration Result

Data Model Input PER [%]

3.7h Spectrogram Mel 24.1

3.7h WaveNet h(15)
27.7

3.7h LSTM h 23.0

3.7h VRNN z 23.2

3.7h SRNN z 26.0

3.7h CW-VAE z(1)
36.4

3.7h STCN z(2) 21.9

1.0h Spectrogram Mel 30.8

1.0h WaveNet h(15)
34.7

1.0h LSTM h 30.1

1.0h VRNN z 30.4

1.0h SRNN z 31.7

1.0h CW-VAE z(1)
40.0

1.0h STCN z(2) 26.7

10m Spectrogram Mel 47.1

10m WaveNet h(15)
52.8

10m LSTM h 46.1

10m VRNN z 44.6

10m SRNN z 47.3

10m CW-VAE z(1)
54.9

10m STCN z(2) 42.7

Table 15: Evaluation of learned representations via phoneme recognition
on TIMIT. The ASR model is a three-layered bidirectional LSTM
trained with CTC [93]. The experiment is similar to that of Hsu,
Zhang, and Glass [114] but we focus on the effect of the amount
of labeled data and evaluate many more models. The specific rep-
resentations used is indicated in the input column.
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gram on the task of phoneme recognition. Phonemes are fundamen-
tal units of speech that relate to how parts of words are pronounced
rather than characters or words themselves (see also appendix A.12).

quantitative We train an ASR model to recognize phonemes
and compare its performance when using input representations ob-
tained from different unsupervised models. For WaveNet and the
LSTM, we use the hidden state as the representation. For all LVMs,
we use the latent variable. For the hierarchical LVMs and WaveNet,
we run the experiment using each possible representation and report
only the best one here. We compare the learned representations to a
log Mel spectrogram with 80 filterbanks, hop length 64 and window
size 128. We also compared to using raw PCM in vectors of 64 ele-
ments standardized to [−1, 1] but found that the ASR did not reliably
converge at all which highlights the importance of input representa-
tion. The ASR model is a three-layered bidirectional LSTM with 256

hidden units. It is trained with the connectionist temporal classifi-
cation (CTC) loss [93] which lets it jointly learn to align and classify
without using label alignments. We pre-train all unsupervised models
at s = 64 on the full TIMIT training dataset excluding the validation
data (3.7h) as in table 13. We then train the ASR model on all 3.7h as
well as 1h and 10m subsets. We report results on the test set in terms
of phoneme error rates (PER) in table 15.

As expected, Mel spectrogram performs well achieving 24.1% PER
using 3.7 hours of labeled data. However, the ASR trained on STCN
representations outperforms the Mel spectrogram with a PER of 21.9%.
This indicates that unsupervised STCN representations are phoneti-
cally rich and potentially better suited for speech modeling than the
engineered Mel spectrogram. When the amount of labeled data is
reduced, LVM representations suffer slightly less than determinis-
tic ones. WaveNet representations are interestingly outperformed by
both the LSTM and all LVMs.

qualitative We qualitatively asses the learned latent represen-
tations selectively for the CW-VAE. We infer the latent variables of
all utterances by a single speaker from the TIMIT test set. We sam-
ple the latent sequence 100 times to estimate the mean representation
per time step. We then compute the average latent representation over
the duration of each phoneme using aligned phoneme labels. This ap-
proximately marginalizes out variation during the phoneme. We use
linear discriminant analysis (LDA) [84] to obtain a low-dimensional
linear subspace of the latent space. We visualize the resulting repre-
sentations colored according to test set phoneme classes in figure 19.
We note that many phonemes are separable in the linear subspace
and that related phonemes such as “s" and “sh" are close.



8.
4

p
h

o
n

e
m

e
r

e
c

o
g

n
i
t

i
o

n
1

1
1

−15 −10 −5 0 5 10
LDA 1 (z1)

−10

−5

0

5

10

LD
A 

2 
(z

1 )

bcl
dcl
gcl
kcl
tcl
d
t
k
dx
q
s
sh
z

dh
m
n
l
r
iy
ih
ey
ae
aa
ah
ao
ix

0 5 10 15 20 25
Number of neighbors

30

40

50

60

70

80

90

Ph
on

em
e 

ac
cu

ra
cy

 [%
]

z1

z2

Mel

Figure 19: (left) Clustering of phonemes in a 2D Linear Discriminant Analysis (LDA) subspace of a CW-VAE latent space (z(1)). (right) Leave-one-out
phoneme classification accuracy for a KNN classifier at different K in a 5D LDA subspace of a CW-VAE latent space.
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We also show the average accuracy of a leave-one-out k-nearest-
neighbor (KNN) classifier on the single left-out latent representation
reduced with a 5-dimensional LDA as a function of the number of
neighbors. We compare accuracy to a Mel-spectrogram averaged over
each phoneme duration and LDA reduced. The spectrogram is com-
puted with hop length set to 64, equal to s1 for the CW-VAE, window
size 256 and 80 Mel bins. We see that both latent spaces yield signifi-
cantly better KNN accuracies than the Mel features.

8.5 conclusion

In this paper, we developed a benchmark for speech modeling with
stochastic latent variable models (LVMs). We compared LVMs and
deterministic autoregressive baseline models on equal footing and
find that LVMs achieve inferior likelihood compared to determin-
istic WaveNet and LSTM baselines. Surprisingly, the LSTM almost
matches the popular WaveNet model. We see that hierarchical LVMs,
such as STCN and CW-VAE, outperform non-hierarchical versions
of themselves in ablation experiments as well as non-hierarchical
LVMs such as VRNN and SRNN. This matches recent observations
in the image domain. We note that the STCN with an autoregres-
sive decoder outperforms the non-autoregressive CW-VAE, which we
adapted to speech. Finally, we find that LVMs can learn latent rep-
resentations that are useful for phoneme recognition and even sur-
pass Mel spectrograms, which are tailored for the task, when identi-
cal models are trained on top of the representations. While the best
performing models are not yet scalable to the highest temporal reso-
lution, these results indicate that they are able to improve upon deter-
ministic models in the future.
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D O W E S T I L L N E E D A U T O M AT I C S P E E C H
R E C O G N I T I O N F O R S P O K E N L A N G U A G E
U N D E R S TA N D I N G ?

abstract

Spoken language understanding (SLU) tasks are often solved by first
transcribing an utterance with automatic speech recognition (ASR)
and then feeding the output to a text-based downstream model. Re-
cent advances in self-supervised representation learning for speech
have focused on improving the ASR component. We investigate whet-
her representation learning for speech has matured enough to replace
ASR in SLU. We compare learned speech features from wav2vec 2.0,
state-of-the-art ASR transcripts, and the ground truth text as input for
four SLU tasks: A novel speech-based named entity recognition task,
a cardiac arrest detection task on real-world emergency calls, intent
classification, and speech translation. We show that learned speech
features are competitive with ASR transcripts on three classification
tasks. In most cases, they are the better choice. For speech translation,
ASR transcripts are still superior. We highlight the intrinsic robust-
ness of wav2vec 2.0 representations to out-of-vocabulary words as
key to better performance.

9.1 introduction

Pre-training large transformers with self-supervised learning (SSL)
has dramatically advanced automatic speech recognition (ASR) [13]
and shown promise for taking spoken language understanding (SLU)
to the next level [159, 280]. However, it remains an open question
whether SSL is ready to replace ASR in the SLU pipeline. Labeled
data for ASR training is often difficult to obtain, so if self-supervised
representations offer a competitive alternative, it has the potential to
democratize SLU.

Work on speech representation learning has primarily focused on
ASR [13] and other speech-specific tasks, such as emotion recogni-
tion [217], speaker identification [176] and phoneme classification [10].
Tasks that require rely on semantic features have been studied less
[159, 280]. Accordingly, the number of SLU tasks is limited, and many
text-based natural language understanding tasks cannot be directly
translated to the speech domain due to the difficulty of obtaining
word segmentation. For this reason, existing tasks only contain little
data [181] or make use of synthetic speech [280].

113
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In this work, we compare speech features from the wav2vec 2.0
framework, state-of-the-art ASR transcripts, and ground truth text as
input for four SLU tasks that all require knowledge about semantic
concepts. While the quality of an ASR model can always be debated,
the ground truth text defines an upper bound on ASR performance
and serves as a baseline, when available. We consider existing in-
tent classification (IC) and speech translation (ST) tasks and present a
novel speech-based named entity recognition (NER) task. Finally, we
use a proprietary dataset of 911-calls to define a noisy real-world task
of cardiac arrest detection (CAD). Our contributions are as follows:

1. We present the first systematic comparison between text and
speech features as input to a broad range of SLU tasks since the
recent surge in SSL for speech.

2. We show that wav2vec 2.0 speech representations are better
than ASR transcripts for downstream IC, NER and CAD tasks
when labeled data is limited and competitive when data is abun-
dant. For MT, the speech representations fall short of text.

3. We introduce a speech-based NER task derived from the most
widely used dataset for research in ASR and SSL for speech,
LibriSpeech.

wav2vec 2.0 ASR model

Fine-tuning

ASR transcript

Downstream
SLU model

Self-supervised representation

Figure 20: Self-supervised models, such as wav2vec 2.0, yield state-of-the-
art results when fine-tuned for automatic speech recognition.
However, we show this step is redundant for many downstream
spoken language understanding tasks where self-supervised rep-
resentations can be used as input.
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9.2 tasks

We start by presenting the four tasks, all based on natural speech.
Dataset statistics are found in table 16.

9.2.1 Named entity recognition: LibriSpeech

LibriSpeech [213] is derived from audiobooks part of the LibriVox
project1. Training data for wav2vec 2.0 consist of 60K hours of speech
from LibriVox, while the open-source ASR models used in this work
are trained on LibriSpeech unless stated otherwise. Defining a down-
stream task on data from the same domain used to train the SSL
model and ASR model corresponds to a common scenario where
training data for the different modeling steps overlap. LibriSpeech
comes with multiple standardized training subsets [136] allowing
us to study how the downstream model is affected by varying the
amount of training data. Finally, LibriSpeech contains two validation
and test subsets, clean and other, which offer insight into the impor-
tance of recording quality.

We provide silver label named entity tags for LibriSpeech. The la-
bels were obtained by using an off-the-shelf Electra language model2

fine-tuned on the CoNLL-2003 NER task [58, 275] and applying the
model to the ground truth text. We manually reviewed model-induced
labels for the validation set to get a sense of data quality. For 1,000

randomly selected examples, human-model agreement is high, with
a Krippendorff’s alpha of 0.98.

The task is to predict whether a named entity is contained in the in-
put example. In contrast to classic text-based NER, where each word
is tagged with a label, we considered this a binary sequence-based
classification task to keep the model setup for text and speech fea-
tures as similar as possible.

Conveniently, we find that the dataset is balanced such that ap-
proximately 50% of the examples in the training subsets contain a
named entity. For validation and test, the fraction is around 30%. We
make the dataset available with more details3, such as entity type (i.e.,
person, location, organization or miscellaneous) and entity alignment ob-
tained from [181] which used the Montreal Forced Aligner4.

9.2.2 Cardiac arrest detection: Seattle Fire Department

From a proprietary dataset of 911 emergency calls provided by Seat-
tle Fire Department, WA, USA, we constructed a binary sequence

1 https://librivox.org
2 https://huggingface.co/dbmdz
3 https://github.com/borgholt/ner-librispeech
4 https://montreal-forced-aligner.readthedocs.io
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Number of examples Duration Median WER

Task - Dataset train valid test [h] [s] [%]

Named entity recognition - LibriSpeech 281,241 5,567 5,559 982 16.7 2.1 / 4.5

Cardiac arrest detection - Seattle Fire Department 2,086 260 260 146 171.5 35.1

Intent classification - Fluent Speech Commands 23,132 3,118 3,793 19 1.8 23.2

Speech translation - CoVoST 2 (En-De) 289,165 15,517 15,524 478 5.4 16.6

Table 16: Basic dataset statistics for the SLU tasks. Number of examples in the subsets. Duration in hours for all subsets. Median example length in seconds.
Word error rate (WER) on the validation set for the ASR models presented in 9.3.2.
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classification task where the objective is to predict whether the caller
describes an out-of-hospital cardiac arrest (OHCA) or not. The orig-
inal dataset contains 1303 OHCA calls and many more not-OHCA
calls. We did a random 80-10-10 split of the OHCA calls and sam-
pled a not-OHCA call of similar length to each of the OHCA calls to
keep the dataset balanced in terms of target distribution and hours of
speech per class. We did not have ground truth text available for this
task but report word error rate on a separate subset in table 16.

9.2.3 Intent classification: Fluent Speech Commands

The Fluent Speech Commands (FSC) dataset [181] consists of 248

uniq-ue read-speech commands from 97 speakers instructing a hy-
pothetical intelligent home device to perform an action (e.g., "Turn
the lights on in the kitchen"). Recording of the commands was crowd-
sourced, resulting in a varied selection of English speakers from the
US and Canada. The task was originally phrased as a multi-slot task
with three slots: action, object and location. However, due to the small
number of slot classes, the task is commonly rephrased as a simple
classification task with 31 unique classes.

The original training, validation, and test subsets contain the same
commands spoken by different speakers. With this setup, the task es-
sentially amounts to sentence-level speech recognition. Thus, we also
consider an alternative split proposed by Arora et al. [5]. The so-called
challenge split contains two test sets: A speaker subset and an utterance
subset. The first contains particularly challenging speakers. The latter
contains commands that have been excluded from the training set,
which is very useful when probing for semantic features.

9.2.4 Speech translation: CoVoST 2

CoVoST 2 is a multilingual speech-to-text translation dataset [269] de-
rived from the Common Voice speech corpus [4]. Translations were
made by professional translators and the corresponding speech record-
ings were crowd-sourced. We focused on the English-to-German task
using the so-called CoVoST training set and the Common Voice test
and validation sets as in the original work.

9.3 experiments

9.3.1 Task-specific models

We are interested in comparing the information content of the input
representations, not the models, so we chose a minimalist architecture.
All models take as input a sequence of vectors x1:T = x1,x2, . . . ,xT

where xt ∈ RK and share a similar encoder. A fully connected layer
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without activation maps each xt to a D-dimensional linear subspace.
This linear mapping is the only source of variation in terms of model
parameterization between the input representations as it depends on
the input dimensionality K: 1024 for wav2vec 2.0 representations, 29

for character-level text, and 1,296 to 41,341 for word-level text de-
pending on vocabulary size which we treated as a hyperparameter.
The linearly projected features are fed to a bidirectional LSTM with a
D-dimensional recurrent state.

Hereafter, each task requires a different architecture. For the bi-
nary NER and CAD tasks, the LSTM output h1:T is max-pooled and
fed into a single neuron with a sigmoid activation to parameterize a
Bernoulli distribution. Similarly, for the IC task, the LSTM output is
pooled and mapped to a 31-dimensional vector with softmax normal-
ization to parameterize a categorical distribution. For the MT task, we
used an LSTM-based autoregressive decoder with scaled dot-product
attention [266]. We used a vocabulary of 10K subword units5 for the
target language.

9.3.2 Speech representations and ASR models

The wav2vec 2.0 models use contrastive self-supervised learning and
can be fine-tuned for ASR with a connectionist temporal classification
loss. See [13] for more details. We considered two SSL-ASR model
pairs downloaded from the fairseq sequence modeling toolkit6. For
the first pair, the self-supervised wav2vec 2.0 model has been trained
on 60K hours of speech from LibriLight and fine-tuned on 960 hours
from LibriSpeech [13]. The second pair, which is more robust, adds
3000 hours of conversational and crowd-sourced speech from the
Fisher, Switchboard and CommonVoice corpora to the self-supervised
training, while the ASR model was fine-tuned using the 300 hours
from Switchboard [112]. All models use the same architecture. In or-
der to choose which pair to use for a given task, we tested the two
ASR models on the validation set for each task and chose the model
pair corresponding to the lowest word error rate. For the IC and CAD
tasks, the robust ASR model was better.

As shown in [10], the top layers of wav2vec 2.0 are a poor choice
of input to phoneme classification. We ran a small initial experiment
with limited training data to determine which output from the 24

transformer layers in the wav2vec 2.0 architecture to use as input to
the downstream tasks. We found that layer 15 yielded the best results.
This layer has also been found to provide the best results for phoneme
classification [10], and layers 13 through 16 have been shown to be the
most similar with text-based word embeddings [215].

5 https://github.com/google/sentencepiece
6 https://github.com/pytorch/fairseq
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10 hours 100 hours 960 hours

Input Source clean other clean other clean other

Characters GT 57.5±1.6 60.2±1.9 78.4±0.9 81.4±0.7 90.9±0.3 91.4±0.3

Word GT 55.9±1.6 58.1±1.5 74.1±0.7 76.4±0.8 89.2±0.4 90.6±0.6

Characters ASR 55.4±3.1 60.4±1.9 77.6±0.9 79.5±0.9 89.8±0.4 88.1±0.4

Word ASR 54.3±1.3 56.7±1.6 73.7±0.9 75.4±1.1 87.4±0.6 86.3±0.5

Wav2vec 2.0 SSL 83.4±0.6 81.4±0.6 87.7±0.4 84.5±0.4 88.7±0.5 85.4±0.4

Characters ASR10min 55.8±2.0 56.1±2.5 68.3±0.9 69.5±0.8 82.3±0.5 80.5±0.4

Characters ASR100h 56.8±1.3 60.6±2.0 77.1±0.6 78.0±0.8 88.5±0.3 87.1±0.4

Table 17: Named entity recognition F1-scores on the LibriSpeech test sets.

9.3.3 Training

All models were trained by minimizing cross-entropy and use D =

256. In the very low-resource settings, we also tested smaller dimen-
sionalities to reduce overfitting, but this did not improve results. We
used the Adam optimizer [146] with a fixed learning rate of 3 · 10−4

for the first half of training before annealing it to 5 · 10−5 during the
second half. Batch size and validation frequency were tuned for each
task on the ASR character-level. We ensured that the number of train-
ing steps was large enough to reach convergence for all experiments.

0.25 0.50 0.75 1.00 1.25 1.50 1.75 2.00
Updates 1e6

0.65

0.70

0.75

0.80

0.85

0.90

0.95

F1
 sc

or
e

Characters - ASR
Wav2vec 2.0

Figure 21: F1-score on the clean validation subset of LibriSpeech during
training with 960 hours of data for the downstream task. As in
the table, figure shows results meaned over 10 runs with standard
deviation. The model trained on wav2vec 2.0 representations con-
verged very fast, which suggests that they encode useful semantic
features.
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CAD IC ST

Input Source F1-score Accuracy BLEU

Characters GT n/a 100.0± 0 15.3± 0.3

Word GT n/a 100.0± 0 13.8± 0.5

Characters ASR 83.3± 2.0 99.4± 0.1 11.4± 0.2

Word ASR 80.4± 2.1 98.6± 0.1 10.8± 0.3

Wav2vec 2.0 SSL 83.0± 1.2 99.5± 0.0 6.1± 0.2

Table 18: Results for cardiac arrest detection, intent classification, and
speech translation. Bold indicates a significant difference between
best ASR-based result and wav2vec 2.0 representations.

9.4 results

Results for each of the four tasks are presented below. We report the
metric commonly used in previous work for the existing tasks. GT
refers to ground truth in tables 2 and 3. All results are given as a mean
and standard deviation over 10 runs. Boldfaced numbers indicate a
significant difference (p < 0.05) between the best ASR-based results
and the wav2vec 2.0 results, which was tested with a Mann-Whitney
U test.

9.4.1 Named entity recognition: LibriSpeech

The wav2vec 2.0 representations showed impressive performance on
the 10-hour subset, as seen in table 17, where text-based models were
only slightly better than a random baseline. Even with 100 hours of
labeled data, they were superior. The gap closed at 960 hours, where
character-level ASR transcripts were slightly better.

Generally, we would expect performance to degrade with the qual-
ity of the speech recognition model. But faced with an overlap be-
tween ASR and NER training data, it might not be the case. The ASR
might overfit, which will result in a mismatch between errors on train-
ing and evaluation data. The two bottom rows of table 17 show results
with limited ASR training data. Overall, performance is degraded by
using less than the full 960 hour. However, with only 100 hours of
training data, the performance drop is fairly small.

In general, the models trained with wav2vec 2.0 representations
converged much faster than the text-based models. Figure 21 shows
the development of the F1-score on the clean validation subset for the
models trained on 960 hours. The same trend was observed for the
other NER experiments, which suggests that wav2vec 2.0 representa-
tions encode semantic features not easily learned from text.
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Figure 22: Accuracy on the validation and utterance test set of the chal-
lenge split from [5]. As training progresses, the model trained
on wav2vec 2.0 representations generalize to both validation and
test set. The ASR-based model does not generalize to the test set.

Models trained on text performed better on the other subset, whereas
models trained in speech representations always performed best on
the clean subset, highlighting the speech features’ sensitivity to noisy
conditions. Although the ASR transcripts were also affected by noise,
they gave more robust results, as these models performed better on
the other subset in all but one case.

On examples that exclusively contain named entities that are out-
of-vocabulary, wav2vec 2.0 representations gave an error rate of 23%
when trained on 100 hours. ASR transcripts gave a substantially higher
error rate of 36%. This underscores the large amount of data needed
for robust out-of-vocabulary named entity recognition.

9.4.2 Cardiac arrest detection: Seattle Fire Department

Considering the observation that ASR transcripts are more noise-
robust than wav2vec 2.0 representations, we might expect them to
fare better on noisy 911-calls. However, as seen in table 18, the wav2vec
2.0 representations still yielded competitive results. The difference
between transcripts and wav2vec 2.0 representations were not sig-
nificant (P − value = 0.12). Unlike the NER task, it is possible that
speech-based features, such as emotion and rate of speech, might
prove useful for this task.
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IC - challenge split

Input Source Speaker Utterance

Characters GT 100.0± 0 81.7± 2.4

Word GT 100.0± 0 75.2± 2.6

Characters ASR 93.48± 0.3 69.5± 3.2

Word ASR 86.7± 0.2 70.9± 3.7

Wav2vec 2.0 SSL 97.6± 0.1 84.1± 0.7

Table 19: Intent classification accuracies on the challenge split proposed in
[5]. Bold indicates a significant difference between best ASR-based
result and wav2vec 2.0 representations.

9.4.3 Intent classification: Fluent Speech Commands

As mentioned in the task description, every speaker in this dataset
read the same 248 commands. As a result, training, validation and test
subsets contain the same 248 identical examples when we consider
ground truth text, which leads to an accuracy of 100% as seen in table
18. The wav2vec 2.0 representations were slightly better than the ASR
transcripts and close to the more complex state-of-the-art ASR-based
system from [225] which reached 99.7% accuracy.

On the more interesting challenge split, we found a more pro-
nounced difference between ASR transcripts and wav2vec 2.0 repre-
sentations as seen in table 19. On the utterance test set, which contains
commands not included in the training data, wav2vec 2.0 represen-
tations were much better. The ground truth text also yielded better
results than ASR transcripts, but not on par with wav2vec 2.0 rep-
resentations. In addition, the wav2vec 2.0 results presented here, are
not far off models trained on ground truth text with FastText (83.7%)
and BERT (86.1%) embeddings from [5]. The speaker test set showed
the same picture as with the standard split, although performance
was somewhat degraded.

Because the validation set commands of the challenge split also
overlap with the training set, we found it relevant to compare the de-
velopment of validation set and utterance test set during training post
hoc. The results are plotted in figure 22. Interestingly, while the learn-
ings of both models generalize to the validation set, only the model
trained on wav2vec 2.0 representations improved on the utterance
test set as well. Again, this suggests that the wav2vec representations
encode features useful for spoken language understanding.



9.5 discussion 123

9.4.4 Speech translation: CoVoST 2

Unsurprisingly, we find that our simple ASR-based ST system was
a lot worse than ground truth text. The wav2vec 2.0 representations
were even worse. These results are not surprising considering the
generally large gap between speech and text-based approaches [269].
We hypothesize that the lack of simple morphological features, like
word boundaries, is a challenge to overcome for a shallow model
trained on speech-based representations. To test this hypothesis, we
trained a model on the ASR character-level transcripts without white-
spaces (e.g., how are you → howareyou) which resulted in a notable
drop from BLEU 11.5± 0.2 to 9.7, but not enough to explain the gap
between the two representations.

9.5 discussion

This work should not be seen as a quest to remove ASR from the
SLU pipeline. Automatically generated transcripts offer an important
layer of interpretability in modern speech applications. And as we
saw, there are tasks for which transcripts are still the better option.
Furthermore, we did not explore how text-based language models
can be modified to handle error-prone transcripts, which is a promis-
ing direction for SLU [159]. However, this work is highly relevant
when large quantities of unlabeled speech data can be easily obtained,
but no or limited text data is readily available – such as in an emer-
gency call center. Future work may explore how to directly fine-tune
representation models like wav2vec 2.0 for SLU tasks. This approach
has been very successful for speech recognition (e.g., the ASR models
used in this study).

9.6 conclusion

We compared self-supervised speech features from wav2vec 2.0 with
automatic speech recognition transcripts and ground truth text as in-
put to a simple model on four spoken language understanding tasks.
Interestingly, wav2vec 2.0 representations proved highly competitive
for cardiac arrest detection, named entity recognition, and intent clas-
sification. In most cases, the speech representations outperformed the
transcripts. Only when 960 hours of labeled training data was avail-
able, the transcripts yielded a slight improvement on the named en-
tity recognition task. For speech translation, the wav2vec 2.0 represen-
tations were inferior to the text-based features. By analyzing training
and error patterns, we found evidence that suggests that wav2vec 2.0
representations encode semantic features directly useful for spoken
language understanding tasks. Our results on the classification tasks
have implications for how to tackle spoken language understanding
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tasks with limited training data demonstrating that the traditional
automatic speech recognition step can be bypassed.
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D I S C U S S I O N

The work presented in the previous six chapters has been carried
out over the last three years. During that period, speech processing
has evolved greatly. The same goes for the author’s knowledge and
perception of the problems treated in each of the chapters. In addition,
each study is aimed at publication at a venue that pose limitations on
the extent of the written presentation. Thus, selected chapters will
receive special treatment and be discussed further below. Chapter 11

will conclude on all chapters.

10.1 chapter 4 revisited : the case for context

In chapter 4, end-to-end speech recognition models was compared in
terms of their ability to utilize context. The straight-forward conclu-
sion was that the models rely on context, and not just on the speech
segment corresponding to a word.

10.1.1 End-to-end speech recognition models use context, but ...

Although this may not be surprising, there is plenty of reason to be-
lieve that these models could in fact be better at utilizing context.
For example, data augmentation by masking consecutive time steps
of the input, and thereby forcing the model to infer the masked por-
tion from context, has become a mainstay in end-to-end speech recog-
nition [214]. Furthermore, language model decoding for end-to-end
speech recognition is motivated by the same idea. To see this, let us
review the simple expression1 we try to maximize when decoding
with a language model,

P(w|x)P(w) . (84)

Here, x is an acoustic input and w = (w1,w2, . . . ,wT ) is a sequence
of words. P(w|x) is given by an end-to-end speech recognition model
and P(w) is given by an autoregressive language model. The models
used in chapter 4 output characters, not words, but we will use words
here to ease discussion. The language model probability factorizes
according to the chain rule of probability, so we have

P(w) = P(w1)P(w2|w1) . . .P(wT |w<T ) . (85)

1 In practice, this is too constraining. It is common to down-weigh the language model
and use an insertion penalty [99].
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For the expression in equation 84 to be maximized, the probability of
each word wt should be high given its preceding context. Of course,
external language models are often trained on more data (in terms of
the number of words) than used for training an end-to-end speech
recognition model which requires labeled data. Thus, if a speech
recognition model improves with language model decoding, it is not
necessarily a sign that the model is not capable of utilizing context.
Rather, it just shows that the language model is better at this, which is
also to be expected given more training examples and a tailored train-
ing objective (i.e., P(wt|w<t)). In summary, while end-to-end speech
recognition models use context, they can be enforced to make better
use of it (i.e., through data augmentation or language model decod-
ing).

10.1.2 Direct or indirect dependencies?

Again, the results in chapter 4 clearly show that speech recognition
models depend on context. In fact, even words two or three positions
from the target word help to reduce the word error rate. It might be
tempting to conclude that the models have learned semantic features
that span multiple words. However, this is not necessarily the case.
Consider a simple example:

she pulled her︸︷︷︸
target word

gun .

Assume that a speech recognition model fails to recognize the target
word her with access to all the words but she. When she is included,
the model is able to recognize the target word. One possible explana-
tion is that the model has learned to match the grammatical gender
of the pronoun she and the possessive adjective her. Another expla-
nation is simply that the inclusion of she improved the estimate of
pulled, which in turn improved the estimate of her. Thus, the ques-
tion is whether context improves speech recognition models via di-
rect or indirect dependencies. A simple graphical model illustrates
this point in figure 23.

w1 w2 w3

Figure 23: The results presented in chapter 4 show that context is important
for speech recognition. However, it is not clear whether the im-
provements are a result of direct (dotted line) or indirect (solid
lines) dependencies. Here, w3 corresponds to the target word in
the example above.
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If the model only learns indirect dependencies, it would be analo-
gous to say that the model only learns an implicit bigram language
model. That is, if the terms in equation 85 was limited to P(wt|wt−1),
although equation 85 is stated with reference to external language
models. How to establish if a model learns direct or indirect depen-
dencies warrants further research.

10.2 chapter 5 revisited : looking beyond transcripts

In chapter 5, a model for real-time question tracking and symptom de-
tection in medical dialogues was proposed, analyzed, and discussed.
With respect to the subsequent chapters, an important take-away is
that text is more useful than speech for question tracking and symp-
tom detection. However, when features inherently tied to speech (e.g.,
intonation) are relevant to the task, a multimodal approach can yield
consistent improvements.

10.2.1 Representation learning with speech recognition

In chapter 9, speech representations learned without labeled data was
shown to be competitive with speech recognition transcripts as input
for spoken language understanding tasks. But even when plenty of
labeled data is available, it may still not be the best solution to rely
on transcripts as input for downstream tasks. As an alternative to
the approach described in chapter 5, one could use the hidden rep-
resentations of the speech recognizer rather than its output. Text as
a representation is tailored to human perception. In the absence of
exclamation and question marks, it does not capture features like in-
tonation. Such markers are typically not available in speech recogni-
tion transcripts. Supervised representations from a speech recognizer,
on the other hand, may encode both semantic and acoustic features
beyond phonemic content.

Previous work has underlined the feasibility of learning representa-
tions with speech recognition. Palaskar et al. [212] show that acoustic
word embeddings extracted from a speech recognition model yield
good performance compared to text-based word embeddings on down-
stream tasks. Finally, Lugosch et al. [181] showed that pre-training an
SLU model with speech recognition can improve performance. Thus,
there is evidence that representations learned in speech recognition
would offer an attractive alternative or extension to the multimodal
approach described in chapter 5.

10.3 chapter 7 revisited : digging deeper in wav2vec 2 .0

In chapter 7, wav2vec 2.0 was compared to its predecessor and a
bidirectional CPC model in the context of feature extraction for low-
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resource speech recognition. The study emphasized the difficulties
associated with training on wav2vec 2.0 representations compared to
the other models. However, as will be elaborated below, extracting
representations from the top layer of wav2vec 2.0 was a misguided
choice.

10.3.1 Choosing good representations from wav2vec 2.0

Many representation models for speech use the output of a recurrent
neural network or transformer encoder as input features for down-
stream tasks [52, 172, 176, 206, 241]. As outlined in the overview in
chapter 6, most of these models try to reconstruct the input or an-
other learned representation. The wav2vec 2.0 models target a learned
quantized representation qt. The visualization of wav2vec 2.0 from
chapter 7 is included in figure 24 for ease of reference. As such, these
models resemble autoencoders. Indeed, Pasad et al. [215] show that
the pre-trained wav2vec 2.0 models follow an autoencoder-like behav-
ior. At the lower and upper layers of the transformer-based context
network, the representations are similar to its input z1:T , measured
with canonical correlation analysis (CCA). At the middle layers, the
transformer representations deviate from the input. Intuitively, repre-
sentations similar to input, or the quantized targets, are not ideal for
downstream tasks.

Quantized representations can certainly encode relevant features
(e.g., [45]). However, given the pre-training task described above, the
primary objective for wav2vec 2.0 is not to encode useful features in
qt. Instead, these features should be easily inferred from context. This
might encourage sparsity in qt. In chapter 7, we saw that only few
features are needed to explain most of the variance in ct (figure 16),
which supports this hypothesis to the extend that ct and qt are sim-
ilar. Instead of extracting features from the last layer of the context
network, the hidden layers of the model should be used. This is high-
lighted by application to spoken language understanding in chapter
9 and has also been shown in other recent work [10, 215].
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Figure 24: The wav2vec 2.0 framework [13] as illustrated in chapter 7.
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10.3.2 So why does PCA help?

Again, the reasoning above suggests that ct is a poor choice of repre-
sentation. However, in chapter 7, we still saw that ct yielded notice-
able better results on the 10 hour subset than the other models when
the feature space was decorrelated with PCA (table 12). One possible
explanation is that the model does not learn to completely discard in-
formation encoded in the hidden layers of the context network. When
ct is decorrelated, the information pertaining to qt is separated from
the information that remains from the layers below.

Figure 25: Explained variance ratio of each layer in the context network of
wav2vec 2.0 (vox). Each bar highlights how many features are
needed to explain 90%, 99% and 100% of the variance in a given
layer after decorrelation with PCA. As in chapter 7, the PCA was
computed on the 10 hour subset of LibriLight [136].

10.3.3 Identifying good representations with PCA

In chapter 7, the explained variance ratio of the feature space after
decorrelating with PCA is used to analyze the learned representa-
tions. The analysis suggests that representations with few features ex-
plaining most of the variance can result in unstable training. Thus, the
explained variance ratio may be used as a task agnostic indicator for
extracting useful representations from wav2vec 2.0. Figure 25 shows
a layer-wise plot of the explained variance ratio for the same levels
(90%, 99% and 100%) as used in chapter 7. The bottom bars indicating
90% explained variance show a trend comparable to those found in
other layer-wise explorations. Baevski et al. [10] found that the three
top layers yielded poor results for phoneme classification while lay-
ers 10-21 gave the best results. Similarly, Pasad et al. [215] found that
word meaning, measured as CCA similarity with text-based word
embeddings, is greatest in layers 11-20.2

2 This was measured with a manual graph reading tool, so it might be slighlty off
compared to the actual values from figure 1 in [215].
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In the introductory chapter, cardiac arrest detection in emergency
calls was used as a motivational case. It formed the basis for dis-
cussing general challenges in conversational spoken language under-
standing (sec. 1.2) and defining the notion of semantic speech process-
ing (sec. 1.4). In this concluding discussion, the studies presented in
previous chapters will be reviewed in the context of this initial discus-
sion, the general progress in the field, and future avenues of research.
A complete description of the contributions made by each study was
given in chapter 3 and will not be reiterated in detail here.

In chapter 4, end-to-end speech recognition models was analyzed
in terms of their ability to utilize context. The findings resonate well
with the development in the area of speech recognition. Three obser-
vations may be highlighted. First, the observation that models benefit
from contextual information is a key insight behind successful data
augmentation, such as SpecAugment [214], and masked pre-training,
such as wav2vec 2.0 [13]. Second, the observation that attention-based
models exhibit relative high context sensitivity is reflected in the
growing popularity of self-attention architectures [266] for masking-
based tasks [13, 50, 172, 175, 176]. Finally, connectionist temporal clas-
sification (CTC) represents a highly competitive end-to-end frame-
work, in contrast to what has been found in previous studies [223].
Indeed, many recent works achieve state-of-the-art results using CTC
for fine-tuning pre-trained models [13, 111], where it is particularly
suitable as it requires minimal model adaptation.

Chapter 5 introduced a multi-modal approach for real-time ques-
tion tracking and symptom detection. The study presents an interest-
ing case for moving beyond speech recognition transcripts as input
for downstream tasks. As described in later chapters, the progress
in speech representation learning has seen more research focus on
solving downstream tasks without speech recognition altogether. Cer-
tainly, it would be interesting to revisit the tasks studied in chapter 5

with this progress in mind.
It can be difficult to establish exactly where the advantage to a

multimodal approach lies. For a task like question tracking, there is
reason to believe that features beyond those that can be captured by
text are useful, as also discussed in section 1.2.3. Intonation offers a
plausible explanation for question tracking, but the speech signal may
also offer a way to re-evaluate uncertainty relating to keywords in a

133



134 conclusions and outlook

transcript. A speech recognition model may prefer to output words
seen during training, as opposed to non-words, when faced with un-
certainty. Thus, a model may alter the meaning of a sentence in a way
that has little impact on the evaluation of transcript quality, but can
be misleading for certain downstream tasks. How to explain predic-
tions and understand learned features of speech processing models
is an area that calls for more work. This is particularly important as
semantic speech representation learning becomes ubiquitous.

Chapter 6 presented an overview of unsupervised neural speech
representation learning. As emphasized in the overview, the wav2vec
2.0 framework [13], and masked pre-training in general, represent a
breakthrough in low-resource speech recognition. The challenge asso-
ciated with obtaining training data for conversational speech recog-
nition, as discussed in section 1.2.1, has become much smaller. Even
when no labeled in-domain data is available, this framework offers a
viable solution [112].

The general idea for masked pre-training may seem simple; recon-
struct masked parts of the input or another representation, given con-
text. However, this methodology aligns very well with the general
definition of semantics presented in section 1.4: "semantic properties
of a lexical item are fully reflected in appropriate aspects of the relations it
contracts with actual and potential contexts" ([63], p. 1). Thus, from a
philosophical point-of-view, it may be difficult to see how the field
should move on from here. Of course, context is more than just the
neighboring words in a speech segment. The next wave of represen-
tation learning for speech incorporates multiple modalities, such as
video [244, 245] or text [18]. Furthermore, how to construct targets for
pre-training these models and how that affects the learned features is
an avenue that warrants more research. This is of particular interest
in the speech domain, where the input codes for speaker identity and
emotional state, as well as the semantic content of the utterance.

Chapter 7 analyzed representations from the wav2vec and wav2vec
2.0 frameworks. As pointed out in section 10.3, the choice of represen-
tations is misguided in this analysis, but the topic of scaling represen-
tation models is still a relevant one. While increasing the number
of parameters clearly tends to improve performance, it also comes
with an increased demand for computational resources. The analysis
in chapter 7 focuses on extracting representations from frozen mod-
els, as an alternative to fine-tuning them. In this scenario, represen-
tations can be stored on desk and used to train smaller downstream
models, and thus, avoid a computational demanding forward-pass
with each training step. However, when such models are deployed
in real-world applications, the representation model is again needed.
Academia is faced with similar problems. The focus on analyzing and
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fine-tuning large pre-trained language models in text-based natural
language processing will inevitably be mirrored in speech research.
As this happens, it is important to address computational limitations.
The extended analysis presented in section 10.3, highlights the sig-
nificant amount of redundancy in models like wav2vec 2.0. Work on
model distillation has recently shown great promise [39, 160] and
making distilled speech models available to the research community
is an important step towards more time and energy efficient research.

In chapter 8, stochastic and deterministic generative models were
benchmarked in terms of model likelihood. In addition, the chapter
presented a hierarchical latent variable model (LVM) for speech in-
spired by the Clockwork VAE [238]. In contrast to self-supervised
models, LVMs have not yet seen the same success for representation
learning. As such, they offer little guidance in terms of alleviating the
need for labeled data, as discussed in section 1.2.1.

However, since LVMs learn a distribution over the training data,
they are forced to encode all aspects of it. While this may be redun-
dant for some tasks, others benefit from a broad variety of features. A
hierarchical model that operates on multiple temporal scales, such as
the Clockwork VAE, offers a natural way to encode different feature
categories. Pronunciation might be learned at lower layers, speaker
identity at the upper layers, and semantic features in between. Al-
though some work has successfully separated speaker identity from
content [114], models that can learn a deep hierarchy of features for
speech remains an open challenge. The model presented in chapter 8

represents an effort to reignite this area of research.

In chapter 9, self-supervised speech representations were compared
to speech recognition transcripts as input for multiple spoken lan-
guage understanding tasks. The study includes a simplified version
of the cardiac arrest detection task described in section 1.1. Across
multiple trials, the study concluded that there is no significant per-
formance difference between unsupervised representations and tran-
scripts when used as input to the downstream model. This find-
ing highlights a massive step towards overcoming the challenges de-
scribed in the introduction of this thesis.

Results were mostly comparable for other classification tasks. How-
ever, for named entity recognition, the performance gap diminished
as the amount of training data for the downstream task grew. With
960 hours of training data, speech recognition transcripts performed
better than speech representations. For speech translation, the tran-
scripts also presented the better option by a large margin. These
findings suggest that semantic features are more accessible from text
when plenty of data is available. This is true even when text comes
in the form of error-ridden transcripts. It may be that discrete units
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present regularities that are more easily learned by a simple down-
stream model. As highlighted in chapter 6, much recent work has
leveraged quantization for speech representation learning [13, 111,
172]. For generative modeling in particular, quantization has proven
vital for learning the structure of coherent speech [163, 265]. Whether
quantized representations offer similar advantages for spoken lan-
guage understanding is a direction that warrants further research.
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a.1 reproducibility statement

The source code used for the work presented in this paper will be
made available before the conference. This code provides all details,
practical and otherwise, needed to reproduce the results in this pa-
per including data preprocessing, model training, model likelihood
and latent space evaluation. The source code also includes scripts for
downloading and preparing the LibriSpeech, LibriLight and TIMIT
datasets. The LibriSpeech and LibriLight datasets are open source
and can be downloaded with the preparation scripts. They are also
available at https://www.openslr.org/12 and https://github.com/

facebookresearch/libri-light, respectively. The TIMIT dataset is
commercial and must be purchased and downloaded from https:

//catalog.ldc.upenn.edu/LDC93S1 before running the preparation
script.

The stochastic latent variable models considered in this work do
not provide an exact likelihood estimate nor an exact latent space rep-
resentation. For the likelihood, they provide a stochastic lower bound
and some variation in the reproduced likelihoods as well as latent rep-
resentations must be expected between otherwise completely identi-
cal forward passes. This variance is fairly small in practice when av-
eraging over large datasets such as those considered in this work. We
seed our experiments to reduce the randomness to a minimum, but
parts of the algorithms underlying the CUDA framework are stochas-
tic for efficiency. To retain computational feasibility, we do not run
experiments with a deterministic CUDA backend.

a.2 ethics statement

The work presented here fundamentally deals with automated per-
ception of speech and generation of speech. These applications of
machine learning potentially raise a number of ethical concerns. For
instance, the these models might see possibly adverse use in auto-
mated surveillance and generation of deep fakes. To counter some of
these effects, this work has focused on openness by using publicly
available datasets for model development and benchmarking. Addi-
tionally, the work will open source the source code used to create
these results. Ensuring the net positive effect of the development of
these technologies is and must continue to be an ongoing effort.
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We do not associate any significant ethical concerns with the datasets
used in this work. However, one might note that the TIMIT dataset
has somewhat skewed distributions in terms of gender and race diver-
sity. Specifically, the male to female ratio is about two to one while the
vast majority of speakers are Caucasian. Such statistics might have an
effect of some ethical concern on downstream applications derived
from such a dataset as also highlighted in recent research [152]. In
LibriSpeech, there is an approximately equal number of female and
male speakers while the diversity in race is unknown to the authors.

a.3 datasets

timit TIMIT [87] is a speech dataset which contains 16 kHz record-
ings of 630 speakers of eight major dialects of American English,
each reading ten phonetically rich sentences. It amounts to 6300 to-
tal recordings splits approximately in 3.94 hours of audio for train-
ing and 1.43 hours of audio for testing. No speakers or sentences in
the test set are in the training set. The full train and test subsets of
TIMIT are as in previous work [1, 56, 85]. We randomly sample 5%
of the training set to use as a validation set. TIMIT includes tempo-
rally aligned annotations of phonemes and words as well as speaker
metadata such as gender, height, age, race, education level and dialect
region [87].

librispeech and librilight The LibriSpeech dataset [213] con-
sists of readings of public domain audio books amounting to approxi-
mately 1000h of audio. The data is derived from the LibriVox project.
LibriLight [136] is a subset of LibriSpeech created as an automatic
speech transcription (ASR) benchmark with limited or no supervi-
sion. We specifically train on the 100h train-clean-100 subset of Lib-
riSpeech and the 10h subset of LibriLight. In all cases we evaluate on
all the test splits dev-clean, dev-other, test-clean, test-other.

Both datasets represent the audio as 16 bit pulse code modulation
(PCM) sampled at 16 000Hz.

a.4 model architectures

This section details model architectures. See appendix A.10 for graph-
ical models and appendix A.5 for training details.

wavenet We implement WaveNet as described in the original work
[207] but use a discretized mixture of logistics as the output distribu-
tion as also done in other work [210]. Our WaveNet is not conditioned
on any signal other than the raw waveform. The model applies the
causal convolution directly to the raw waveform frames (i.e. one input
channel). An alternative option that we did not examine is to replace
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the initial convolution with an embedding lookup with a learnable
vector for each waveform frame value.

lstm The LSTM baseline uses an MLP encoder to embed the wave-
form subsegment xt:t+s−1 to a feature vector before feeding it to the
LSTM cell. The encoder is similar to the parameterization of ϕenc

vrnn for
the VRNN described above. The LSTM cell produces the hidden state
dt from xt:t+s−1 and passes it to a decoder. Like the encoder, the de-
coder is parameterized like ϕdec

vrnn of the VRNN. It outputs the wave-
form predictions xt+s:t+2s−1 from the hidden state dt. The LSTM
model uses a single vanilla unidirectional LSTM cell.

vrnn We implement the VRNN as described in the original work
[56] and verify that we can reproduce the original Gaussian likelihood
TIMIT results. We replace the Gaussian output distribution with the
DMoL.

srnn We implement the VRNN as described in the original work
[85] and verify that we can reproduce the original Gaussian likelihood
TIMIT results. We replace the Gaussian output distribution with the
DMoL.

cw-vae We implement the CW-VAE based on the original work
[238] but with some modifications also briefly described in section 8.2.6.
We replace the encoder/decoder model architectures of the original
work with architectures designed for waveform modeling. Specifi-
cally, the encoder and decoder are based on the Conv-TasNet [182]
and uses similar residual block structure. However, contrary to the
Conv-TasNet, we require downsampling factors larger than two. In
order to achieve this we use strides of two in the separable convolu-
tion of each block. With e.g. six blocks we hence get an overall stride
of 26 = 64. We can then add additional blocks with unit stride. We
also need to modify the residual connections that skip strided convo-
lutions. Specifically, we replace the residual with a single convolution
with stride equal to the stride used in the separable convolution. This
convolution uses no nonlinearity and hence simply learns a local lin-
ear downsampling.

stcn We implement the STCN as described in the original work
[1] and verify that we can reproduce the original Gaussian likelihood
TIMIT results. We replace the Gaussian output distribution with the
DMoL. We use the best-performing version of the STCN reported
in the original paper, namedly the “STCN-dense" variant which con-
ditions the observed variable on all five latent variables in the hier-
archy. For the ablation experiment, we remove the bottom four la-
tent variables. That is, we completely remove the corresponding four
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small densely connected networks that parameterize the prior and
posterior distributions based on deterministic representations of the
WaveNet encoder. We keep the top most prior and posterior networks
and use them to parameterize a latent variable of 256. This maintains
the widest bottleneck of the model as well as almost all of the model’s
capacity.

asr model The ASR model used for the phoneme recognition
experiments is a three-layered bidirectional LSTM. We apply tempo-
ral dropout between the LSTM layers and also after the final layer.
Temporal dropout works similar to regular dropout but samples the
entries of the hidden state to mask only once and apply it to all
timesteps, i.e. masking ht at vector index i for all t (and i). We mask
by zeroing vector elements. We never mask the first timestep. We ap-
ply temporal dropout with masking probability of 0.3 for the 3.7h
subset, 0.35 for the 1h subset and 0.4 for the 10m subset. The only
difference in model architecture between the evaluation of different
representations is the first affine transformation; from the dimension-
ality of the representation to the hidden state size of the LSTM. This
gives rise to a very small difference in model capacity and parameter
count which we find is negligible. We set the hidden unit size to 256.

a.5 training details

likelihood benchmark We implement all models and training
scripts in PyTorch 1.9 [218]. For both datasets we use the Adam op-
timizer [146] with default parameters as given in PyTorch. We use
learning rate 3e − 4 and no learning rate schedule. We use PyTorch
automatic mixed precision (AMP) to significantly reduce memory
consumption. We did not observe any significant difference in final
model performance compared to full (32 bit) precision.

We train stateful models (LSTM, VRNN, SRNN and CW-VAE) on
the full sequence lengths padding batches with zeros when examples
are not of equal length. We sample batches such that they consist
of examples that are approximately the same length to minimize the
amount of computation wasted on padding.

For s = 1, we train stateless models (WaveNet, STCN) on random
subsegments of the training examples and resample every epoch. This
reduces memory requirements but does not bias the gradient. The
subsequences are chosen to be of length 16000 which is larger than
the receptive fields of the models and corresponds to one second of
audio in TIMIT and LibriSpeech. For s = 64 and s = 256 we train the
stateless models on the full example lengths similar to the stateful
models since the receptive field is effectively s times larger and the
shorter sequence length reduces memory requirements.
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In testing, we evaluate on the full sequences. Due to memory con-
strains, for LibriSpeech, we need to split the test examples into sub-
segments since the average sequence length in Librispeech is about
4 times longer than that of TIMIT. Hence, we do multiple forward
passes per test example, one for each of several subsegments. We
carry along the internal state for models that are autoregressive in
training (LSTM, VRNN, SRNN, CW-VAE) and define segments to
overlap according to model architecture.

phoneme recognition The ASR experiment consists of two stages:
1) pre-training of the unsupervised model and 2) training of the
ASR model. The pre-training is done as for the likelihood benchmark
above. The ASR model is trained using the Adam optimizer [146]
with default parameters as given in PyTorch. We use learning rate
3e − 4 and no learning rate schedule.

For the spectrogram, WaveNet and the LSTM, we extract the rep-
resentation only once and train the ASR model on these. Since the
models are deterministic and do not parameterize distributions, this
is the only option. For the LVMs, we resample the latent representa-
tion of a training example at every epoch. This is the most principled
approach as these models parameterize probability distributions. Fur-
thermore, using a single sample would be subject to artificially high
variance in the representations while it is not straightforward to es-
tablish a sound mean representation for sequential models.

a.6 converting the likelihood to units of bits per frame

Here we briefly describe how to compute a likelihood in units of bits
per frame (bpf). In the main text, we use log to mean loge, but here
we will be explicit. In general, conversion from nats to bits (i.e., from
loge to log2) is achieved by log2(x) = loge(x)/ log2(e). Remember
that log2 p(x1:T ) generally factorizes as

∑
t log2 p(xt|·). In sequence

modeling, it is important to remember that each example xi must
be weighted differently according the sequence length of that specific
example. This is in contrast to computing bits per dimension in the
image domain where images in a dataset are usually of the same
dimensions. Thus, we compute the log-likelihood in bits per frame
over the entire dataset as

L(xi) =
1∑
i Ti

∑
i

∑
t

log2 p(x
i
t) , (86)

where i denotes the example index, Ti is the length of example xi

in waveform frames and t is the time index. If a single timestep xi
t

represents multiple waveform frames stacked with some stack size
s, it is important to note that the sum over t only has Ti/s elements.
For the LVMs, the term log2 p(x

i
t) is lower bounded by the ELBO in

equation 70.
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a.7 additional likelihood results

timit, µ-law, dmol We provide additional results on TIMIT with
audio represented as µ-law encoded PCM in table 21. Details are as
presented in the main paper.

timit, linear , dmol : We provide results on TIMIT with audio
represented as linear PCM (raw PCM) in table 20. Except for the en-
coding, details are as for µ-law encoded TIMIT

timit, linear , gaussian We also provide some results on TIMIT
with the audio instead represented as linear PCM (linearly encoded)
and using Gaussian output distributions as has been done previously
in the literature [1, 56, 85, 162]. We use s = 200 for comparability
to the previous work. We provide the results in table 22 and include
likelihoods reported in the literature for reference. For our models,
we use the same architectures as before but replace the discretized
mixture of logistics with either a Gaussian distribution or a mixture
of Gaussian distributions.

We constrain the variance of the Gaussians used with our models
to be at least σ2

min = 0.012 in order to avoid the variance going to zero,
the likelihood going to infinity and optimization becoming unstable.

From table 22 we note that the performance of the CW-VAE with
Gaussian output distribution when modeling linear PCM (i.e. not µ-
law encoded) does not compare as favorably to the other baselines
as it did with the discretized mixture of logistics distribution. We hy-
pothesize that this has to do with using a Gaussian output distribu-
tion in latent variable models which, as has been reported elsewhere
[188], leads to a likelihood function that is unbounded above and can
grow arbitrarily high. We discuss this phenomenon in further detail
in section A.8.

We specifically hypothesize that models that are autoregressive in
the observed variable (VRNN, SRNN, Stochastic WaveNet, STCN) are
well-equipped to utilize local smoothness to put very high density on
the correct next value and that this in turn leads to a high degree
of exploitation of the unboundedness of the likelihood. Not being au-
toregressive in the observed variable, the CW-VAE cannot exploit this
local smoothness in the same way. Instead, the reconstruction is con-
ditioned on a stochastic latent variable, p(xt|z

1
t ), which introduces

uncertainty and likely larger reconstruction variances.



A.7 additional likelihood results 145

s Model Configuration L [bpf]

1 Uniform Uninformed 16.00

1 DMoL Optimal 10.70

- FLAC Linear PCM 8.582

1 Wavenet DC = 96 7.246

1 LSTM Dd = 256,L = 1 7.295

1 VRNN Dz = 256 ⩽7.316

1 SRNN Dz = 256 ⩽7.501

1 STCN ⩽9.970

64 WaveNet Dc = 96 8.402

64 LSTM Dd = 256,L = 1 8.357

64 VRNN Dz = 256 ⩽8.103

64 SRNN Dz = 256 ⩽8.036

64 CW-VAE Dz = 96,L = 1 ⩽7.989

64 STCN ⩽7.768

256 WaveNet Dc = 96 9.018

256 LSTM Dd = 256,L = 1 8.959

256 VRNN Dz = 256 ⩽8.739

256 SRNN Dz = 256 ⩽8.674

256 CW-VAE Dz = 96,L = 1 ⩽8.406

256 STCN ⩽8.196

Table 20: Model likelihoods on TIMIT represented as a 16bit linear PCM,
obtained by different latent variable models and compared to au-
toregressive baselines all using a discretized mixture of logistics
with 10 components as output distribution. Likelihoods are given
in units of bits per frame (bpf) and obtained by normalizing the
total likelihood of each sequence with the individual sequence
length and then averaging over the dataset. The STCN converges
to a poor local minimum and sometimes diverges when modeling
linear PCM with s = 1.
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s Model Configuration L [bpf]

1 Wavenet DC = 16 11.27

1 Wavenet DC = 24 11.14

1 Wavenet DC = 32 11.03

1 Wavenet DC = 96 10.88

1 Wavenet DC = 128 10.98

1 Wavenet DC = 160 10.91

1 LSTM Dd = 128,L = 1 11.40

1 LSTM Dd = 256,L = 1 11.11

1 VRNN Dz = 256 ⩽11.09

1 SRNN Dz = 256 ⩽11.19

4 LSTM Dd = 256,L = 1 11.65

16 LSTM Dd = 256,L = 1 12.54

16 LSTM Dd = 256,L = 2 12.54

16 LSTM Dd = 256,L = 3 12.44

64 WaveNet Dc = 96 13.30

64 LSTM Dd = 96,L = 1 13.49

64 LSTM Dd = 96,L = 2 13.46

64 LSTM Dd = 96,L = 3 13.40

64 LSTM Dd = 256,L = 1 13.27

64 LSTM Dd = 256,L = 2 13.29

64 LSTM Dd = 256,L = 3 13.31

64 LSTM Dd = 512,L = 1 13.37

64 LSTM Dd = 512,L = 2 13.37

64 LSTM Dd = 512,L = 3 13.41

64 VRNN Dz = 96 ⩽12.93

64 VRNN Dz = 256 ⩽12.54

64 SRNN Dz = 96 ⩽12.87

64 SRNN Dz = 256 ⩽12.42

64 CW-VAE Dz = 96,L = 1 ⩽12.44

64 CW-VAE Dz = 96,L = 2 ⩽12.17

64 CW-VAE Dz = 96,L = 3 ⩽12.15

64 CW-VAE Dz = 256,L = 2 ⩽12.10

256 WaveNet Dc = 96 14.11

256 LSTM Dd = 256,L = 1 14.20

256 LSTM Dd = 256,L = 2 14.17

256 LSTM Dd = 256,L = 3 14.26

256 VRNN Dz = 96 ⩽13.51

256 VRNN Dz = 256 ⩽13.27

256 SRNN Dz = 96 ⩽13.28

256 SRNN Dz = 256 ⩽13.14

256 CW-VAE Dz = 96,L = 1 ⩽13.11

256 CW-VAE Dz = 96,L = 2 ⩽12.97

256 CW-VAE Dz = 96,L = 3 ⩽12.87

Table 21: Model likelihoods on TIMIT represented as a 16bit µ-law encoded
PCM, obtained by different latent variable models and compared
to autoregressive baselines all using a discretized mixture of lo-
gistics with 10 components as output distribution. Likelihoods are
given in units of bits per frame (bpf) and obtained by normalizing
the total likelihood of each sequence with the individual sequence
length and then averaging over the dataset.
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s Model Configuration L [nats]

1 WaveNet Normal 119656

1 WaveNet GMM-2 120699

1 WaveNet GMM-20 121681

200 WaveNet [1] GMM-20 30188

200 WaveNet [1] Normal -7443

200 Stochastic WaveNet∗ [162] Normal ⩾72463

200 VRNN [56] Normal ≈28982

200 SRNN [85] Normal ⩾60550

200 STCN [1] GMM-20 ⩾69195

200 STCN [1] Normal ⩾64913

200 STCN-dense [1] GMM-20 ⩾71386

200 STCN-dense [1] Normal ⩾70294

200 STCN-dense-large [1] GMM-20 ⩾77438

200 CW-VAE∗ L = 1,Dz = 96, Normal ⩾41629

Table 22: Model likelihoods on TIMIT represented as globally normalized
16bit linear PCM. Likelihoods are given in units of nats and ob-
tained by summing the likelihood over time and over all examples
in the dataset and dividing by the total number of examples. In
the table, Normal refers to using a Gaussian likelihood and GMM
refers to using a Gaussian Mixture Model likelihood with 20 com-
ponents. Models with asterisks ∗ are our implementations while
remaining results are as reported in the referenced work.
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a.8 additional discussion on gaussian likelihoods in

lvms

As noted in section A.7, we constrain the variance of the output distri-
bution of our models to be σ2

min = 0.012 for the additional results on
TIMIT with Gaussian outputs. This limits the maximum value attain-
able by the prediction/reconstruction density of a single waveform
frame xt.

Specifically, we can see that since

logp(xt|·) = logN
(
xt;µt, max

{
σ2

min,σ2
t

})
, (87)

the best prediction/reconstruction density is achieved when σ2 ⩽
σ2

min and µ = xt. Here · indicates any variables we might condition
on such as the previous input frame xt−1 or some latent variables.
We can evaluate this best case scenario for σ2

min = 0.012,

logN
(
xt; xt,σ2

min
)
= −

1

2
log 2π−

1

2
logσ2

min −
1

2σ2
min

(xt − xt)

= −
1

2
log 2π−

1

2
log 0.012

= 3.686 . (88)

Hence, with perfect prediction/reconstruction and the minimal vari-
ance (0.012), a waveform frame contributes to the likelihood with
3.686nats. With an average test set example length of 49 367.3 frames
frames this leads to a best-case likelihood of 181967. We provide a list
of maximally attainable Gaussian likelihoods on TIMIT for different
minimal variances in table 23. One can note that the maximal likeli-
hood at σ2

min = 0.12 is lower than the likelihoods achieved by some
models in table 22. This indicates that the models learn to use very
small variances in order to increase the likelihood.

σ2
min max L

12 -45367

0.52 -11146

0.12 68307

0.052 102525

0.012 181979

0.0052 216198

0.0012 295651

Table 23: The highest possible Gaussian log-likelihoods (max L) attainable
on the TIMIT test set as computed by equation 87 with different
values of the minimum variance σ2

min.
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a.9 additional discussion on the choice of output dis-
tribution

The DMoL uses a discretization of the continuous logistic distribu-
tion to define a mixture model over a discrete random variable. This
allows it to parameterize multimodal distributions which can express
ambiguity about the value of xt. The model can learn to maximize
likelihood by assigning a bit of probability mass to multiple potential
values of xt.

While this is well-suited for autoregressive modeling, for which
the distribution was developed, the potential multimodality poses
a challenge for non-autoregressive latent variable models which in-
dependently sample multiple neighboring observations at the out-
put. In fact, if multiple neighboring outputs defined by the subse-
quence xt1:t2 have multimodal p(xt|·), we risk sampling a subse-
quence where each neighboring value expresses different potential
realities, independently.

Interestingly, most work on latent variable models with non-autore-
gressive output distributions seem to ignore this fact and simply em-
ploy the mixture distribution with 10 mixture components [43, 185,
264]. However, given the empirically good results of latent variable
models for image generation, this seems to have posed only a minor
problem in practice. We speculate that this is due to the high degree of
similarity between neighbouring pixels in images. I.e. if the neighbor-
ing pixels are nuances of red, then, in all likelihood, so is the central
pixel.

In the audio domain, however, neighbouring waveform frames can
take wildly different values, especially at low sample rates. Further-
more, waveforms exhibit a natural symmetry between positive and
negative amplitudes. Hence, it seems plausible that multimodality
may pose a larger problem in non-autoregressive speech generation
by causing locally incoherent samples than it seems to do in image
modelling.

a.10 additional graphical models

In figure 26 we show the graphical model of the recurrent cell of the
CW-VAE for a single time step. As noted in [238], this cell is very
similar to the one of the Recurrent State Space Model (RSSM) [96].

In figure 27 we show the unrolled graphical models of a three-
layered CW-VAE with k1 = 1 and c = 2 yielding k2 = 2 and k3 = 4.
We show both the generative and inference models and highlight in
blue the parameter sharing between the two models due to top-down
inference.
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In figure 28 we show the graphical models of the STCN [1] at a sin-
gle timestep. The model has three layers and shares the parameters of
the WaveNet encoder between the inference and generative models.

In figure 29 we illustrate the unrolled graphical models of the in-
ference and generative models of the VRNN [56]. We include the
deterministic variable dt in order to illustrate the difference to other
latent variable models.

Likewise, in figure 30 we illustrate the unrolled graphical models
the SRNN [85].

dl
t

zlt

sltslt−1

sl+1
t

elt

Figure 26: CW-VAE cell state slt update. The cell state is given as slt =

(zlt,dl
t) where dl

t is the deterministic hidden state of a Gated
Recurrent Unit [44]. The vector elt is computed from xt by the
encoder network which outputs L encodings, one for each latent
variable, similar to that of a Ladder VAE [250]. All blue arrows
are shared between generation and inference. The dashed arrow
is used only during inference. The solid arrow has unique trans-
formations during inference and generation.

a.11 additional latent evaluation

We visualize the performance of a k-nearest-neighbour classifier for
classification of speaker gender and height in figure 31. The classi-
fier is fitted to time-averaged latent representations and Mel-features.
We divide the height into three classes: below 175 cm, above 185 cm
and in-between. Compared to phonemes, the gender and height of a
speaker are global attributes that affect the entire signal. In both cases,
we see improved performance from using the learned latent space
over Mel-features. Notably, z2 is outperformed by the Mel-features
for gender identification which may indicate that z2 learns to ignore
this attribute compared to z1.

We provide some additional latent space clustering of speaker gen-
der in figure 32 and of speaker height in figure 33.
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Figure 27: CW-VAE [238] generative model p(x, z) in (a) and inference
model q(z|x) in (b) for a three-layered model with k1 = 1 and
c = 2 giving k2 = 2 and k3 = 4 unrolled over eight steps in
the observed variable. Blue arrows are (mostly) shared between
the inference and generative models. See figure 26 for a detailed
graphical model expanding on the latent nodes zlt and parameter
sharing.
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All results presented here are obtained with a 2-layered CW-VAE
trained on µ-law encoded PCM similar to the one in table 13.

a.12 distribution of phoneme duration in timit

In figure 34 we plot a boxplots of the duration of each phoneme in the
TIMIT dataset. We do this globally as well as for a single speaker to
show that phoneme duration can vary between individual speakers.

A description of the phonemes used for the TIMIT dataset can be
found at https://catalog.ldc.upenn.edu/docs/LDC93S1/PHONCODE.

TXT.

a.13 model samples and reconstructions

We provide samples and reconstructions for some of the models con-
sidered here at the following URL: https://doi.org/10.5281/zenodo.
5911899.

The samples are generated from the prior of Clockwork VAE, SRNN
and VRNN and from a WaveNet by conditioning on pure zeros. All
models are configured as those reported in table 13.

Importantly, the samples are unconditional. Hence they are not re-
constructions inferred from a given input nor are they conditioned
on any auxiliary data like text.

Although sample quality is a somewhat subjective matter, we find
the quality of the unconditional Clockwork VAE to be better than
those of our VRNN and SRNN. WaveNet is known to produce sam-
ples with intelligible speech when conditioned on e.g. text, but uncon-
ditional samples from WaveNet lack semantic content such as words
similar to VRNN, SRNN and Clockwork VAE.

https://catalog.ldc.upenn.edu/docs/LDC93S1/PHONCODE.TXT
https://catalog.ldc.upenn.edu/docs/LDC93S1/PHONCODE.TXT
https://doi.org/10.5281/zenodo.5911899
https://doi.org/10.5281/zenodo.5911899
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Figure 28: STCN [1] generative model p(x, z) in (a) and inference model
q(z|x) in (b) for a single time-step. The WaveNet autoregressive
encoder is shared between generative and inference models. It is
depicted here with only one stack of three layers in order to illus-
trate the dilated convolution with limited space. In practice, the
model uses ten layers in each of five stacks/cycles resulting in a
much larger receptive field. Importantly, the model parameterizes
the five latent variables using the last deterministic representa-
tion d(l) from each stack, i.e. only every fifth l starting from l = 5

and ending at l = 25. Note that the generative model uses the
prior to transform the WaveNet hidden states d

(l)
t into the latent

variable z
(l)
t+1 one step ahead in time compared to the approxi-

mate posterior which infers z
(l)
t . Also note that zt is constructed

by concatenating all z(l)t . The original paper explores setting zt

equal to z
(1)
t . The best-performing STCN for speech, which also

the one we implement, uses a WaveNet decoder to predict xt+1

from a sequence of zt rather than a per-timestep transform. Blue
arrows are shared between the inference and generative models.
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Figure 29: VRNN [56] generative model p(x, z) in (a) and inference model
q(z|x) in (b) unrolled over three steps in the observed variable.
Blue arrows are shared between the inference and generative
models.
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Figure 30: SRNN [85] generative model p(x, z) in (a) and inference model
q(z|x) in (b) unrolled over three steps in the observed variable.
Blue arrows are shared between the inference and generative
models.
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Figure 31: Leave-one-out k-nearest-neighbor accuracy with different k for
(left) the speaker’s gender and (right) the height of male speakers
(female speakers yield a similar result).
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Figure 32: Clustering of speaker gender in an one-dimensional linear sub-
space defined by a linear discriminant analysis of the CW-VAE
latent space and of a time-averaged mel spectrogram. The total
overlap is slightly smaller in the subspace of the CW-VAE latent
space and the separation between the distribution peaks is larger.
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Figure 33: Clustering of speaker height in an two-dimensional linear sub-
space defined by a linear discriminant analysis of the CW-VAE
latent space.
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Figure 34: Boxplots of the duration of the pronunciation of phonemes in
TIMIT for a specific speaker DRW0 in (a) and globally in (b). Not
all phonemes are pronounced by speaker DRW0 over the course
of their 10 test set sentences and hence they are missing from the
x-axis compared to the global durations.
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