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Dynamic Algorithms for Graphs of Bounded TreewidthTorben HagerupDepartment of Computer ScienceUniversity of CopenhagenUniversitetsparken 1DK{2100 Copenhagen EastDenmarkAbstractThe formalism of monadic second-order (MS) logic has been very successfulin unifying a large number of algorithms for graphs of bounded treewidth.We extend the elegant framework of MS logic from static problems to dy-namic problems, in which queries about MS properties of a graph of boundedtreewidth are interspersed with updates of vertex and edge labels. This al-lows us to unify and occasionally strengthen a number of scattered previousresults obtained in an ad-hoc manner and to enable solutions to a wide rangeof additional problems to be derived automatically.As an auxiliary result of independent interest, we dynamize a data structureof Chazelle and Alon and Schieber for answering queries about sums of labelsalong paths in a tree with edges labeled by elements of a semigroup.Related Literature1. Alon, N., and Schieber, B. (1987), Optimal preprocessing for answeringon-line product queries, Tech. Rep. No. 71/87, Tel Aviv University.2. Arikati, S. R., Chaudhuri, S., and Zaroliagis, C. D. (1995), All-pairsmin-cut in sparse networks, in Proc. 15th Conference on Foundationsof Software Technology and Theoretical Computer Science(FST&TCS), Springer Lecture Notes in Computer Science, Vol. 1026,pp. 363{376.3. Arnborg, S., Lagergren, J., and Seese, D. (1991), Easy problems fortree-decomposable graphs, J. Algorithms 12, pp. 308{340.4. Bern, M.W., Lawler, E. L., and Wong, A. L. (1987), Linear-time com-putation of optimal subgraphs of decomposable graphs, J. Algorithms8, pp. 216{235. 3



5. Bodlaender, H. L. (1993a), On reduction algorithms for graphs withsmall treewidth, in Proc. 19th International Workshop on Graph-Theoretic Concepts in Computer Science (WG), Springer LectureNotes in Computer Science, Vol. 790, pp. 45{56.6. Bodlaender, H. L. (1993b), Dynamic algorithms for graphs with tree-width 2, in Proc. 19th International Workshop on Graph-TheoreticConcepts in Computer Science (WG), Springer Lecture Notes in Com-puter Science, Vol. 790, pp. 112{124.7. Bodlaender, H. L. (1996a), A linear-time algorithm for �nding tree-decompositions of small treewidth, SIAM J. Comput. 25, pp. 1305{1317.8. Bodlaender, H. L. (1996b), A partial k-arboretum of graphs withbounded treewidth, Tech. Rep. No. UU{CS{1996{02, Dept. of Com-puter Science, Utrecht University, Utrecht University, The Nether-lands.9. Borie, R. B., Parker, R. G., and Tovey, C. A. (1992), Automatic gen-eration of linear-time algorithms from predicate calculus descriptionsof problems on recursively constructed graph families, Algorithmica 7,pp. 555{581.10. Chaudhuri, S., and Zaroliagis, C. D. (1995), Shortest path queries indigraphs of small treewidth, Proc. 22nd International Colloquium onAutomata, Languages and Programming (ICALP), Springer LectureNotes in Computer Science, Vol. 944, pp. 244{255.11. Chazelle, B. (1987), Computing on a free tree via complexity-preserv-ing mappings, Algorithmica 2, pp. 337{361.12. Courcelle, B. (1990a), Graph rewriting: An algebraic and logic ap-proach, in Handbook of Theoretical Computer Science, Vol. B: FormalModels and Semantics (J. van Leeuwen, ed.), Chap. 5, pp. 193{242,Elsevier, Amsterdam.13. Courcelle, B. (1990b), The monadic second-order logic of graphs. I.Recognizable sets of �nite graphs, Inform. and Comput. 85, pp. 12{75.14. Courcelle, B., and Mosbah, M. (1993), Monadic second-order evalu-ations on tree-decomposable graphs, Theor. Comput. Sci. 109, pp.49{82. 4



15. Hagerup, T. (1997), Dynamic algorithms for graphs of bounded tree-width. Proc., 24th International Colloquium on Automata, Languagesand Programming (ICALP), Springer Lecture Notes in Computer Sci-ence, Vol. 1256, pp. 292{302.16. Radhakrishnan, V., Hunt, HB., III, and Stearns, R.E. (1992), E�cientalgorithms for solving systems of linear equations and path problems,Proc. 9th Annual Symposium on Theoretical Aspects of ComputerScience (STACS), Springer Lecture Notes in Computer Science, Vol.577, pp. 109{119.17. Robertson, N., and Seymour, P. D. (1986), Graph Minors. II. Algo-rithmic aspects of tree-width, J. Algorithms 7, pp. 309{322.18. Stearns, R. E., and Hunt, H. B., III (1996), An algebraic model forcombinatorial problems, SIAM J. Comput. 25, pp. 448{476.19. van Leeuwen, J. (1990), Graph algorithms, in Handbook of Theoret-ical Computer Science, Vol. A: Algorithms and Complexity (J. vanLeeuwen, ed.), Chap. 10, pp. 525{631, Elsevier, Amsterdam.
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Managing Large Scale Computational MarketsArne AnderssonDepartment of Computer Science and Numerical AnalysisLund UniversityBox 118, S{221 00 LundSwedenFredrik YggeEnerSearch andDepartment of Computer Science (IDE)University of Karlskrona/RonnebyS{372 25 RonnebySwedenAbstractThe presentation aims at illustrating the use of algorithmic thinking in ap-plied distributed computing. We are taking part in a project on distributedload management for the electric power industry. The ISES project (Infor-mation/Society/Energy/System) is an international project, sponsored byABB Networks Partner AB, Electricit�e de France, IBM Utility & EnergyServices Industry, IT Blekinge, Preussen Electra, and Sydkraft AB.We have developed a new algorithm for distributed resource allocation andfor �nding equilibrium prices in a distributed computational market. Ouralgorithm, CoTree, is well suited for large distributed systems. It is com-munication sparse, it adapts fast to changes in agent's objective functions,and it is easy to implement.
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Top-Down Not-Up Heapsort1Jyrki KatajainenDepartment of Computer ScienceUniversity of CopenhagenUniversitetsparken 1DK{2100 Copenhagen EastDenmarkJukka TeuholaDepartment of Computer ScienceUniversity of TurkuLemmink�aisenkatu 14AFIN{20520 TurkuFinlandTomi PasanenTurku Centre for Computer ScienceLemmink�aisenkatu 14AFIN{20520 TurkuFinlandAbstractAssume that we are given n elements each consisting of a key and someinformation associated with this key. In the worst case, the original Heapsortrequires 2n log2 n+�(n) key comparisons and n log2 n+�(n) element moveswhen sorting these n elements. Moreover, the sorting is carried out in-place,i.e., only a constant amount of extra storage is utilized during the sortingprocess. Recently, several in-place and non-in-place variants of Heapsorthave been introduced. The main ambition has been to devise a variant ofHeapsort requiring only n log2 n+�(n) key comparisons and element moves.If more than a constant amount of storage is used or only the average case isconsidered, we must admit that the problem has been in principle solved. Inthis work, we present the �rst variant of Heapsort|called Top-Down Not-UpHeapsort|that sorts n elements in-place by performing only n log2 n+�(n)1The results of this work were presented in preliminary form in [13].7



key comparisons and element moves in the worst case. The best previousvariant requires n log2 n+n log� n+�(n) key comparisons in the worst case.However, due to the constant in the linear term n must be astronomicalbefore the new variant actually beats the old one.Related Literature1. B. Bollob�as, T. I. Fenner, and A. M. Frieze, On the best case of Heap-sort, Journal of Algorithms 20 (1996) 205{217.2. S. Carlsson, Average-case result on Heapsort, BIT 27 (1987) 2{17.3. S. Carlsson, A variant of Heapsort with almost optimal number ofcomparisons, Information Processing Letters 24 (1987) 247{250.4. S. Carlsson, A note on Heapsort, The Computer Journal 35 (1992)410{411.5. S. Carlsson, J. Chen, and C. Mattsson, Heaps with bits, TheoreticalComputer Science 164 (1996) 1{12.6. J. Chen, A framework for constructing heap-like structures in-place,Proceedings of the 4th International Symposium on Algorithms andComputation, Lecture Notes in Computer Science 762, Springer-Ver-lag, Berlin/Heidelberg (1993) 118{127.7. R. D. Dutton, Weak-heap sort, BIT 33 (1993) 372{381.8. R. Fleischer, A tight lower bound for the worst case of Bottom-Up-Heapsort, Proceedings of the 2nd International Symposium on Algo-rithms, Lecture Notes in Computer Science 557, Springer-Verlag,Berlin/Heidelberg (1991) 251{262.9. R.W. Floyd, Algorithm 113: TREESORT, Communications of theACM 5 (1962) 434.10. R. W. Floyd, Algorithm 245: TREESORT 3, Communications of theACM 7 (1964) 701.11. G. H. Gonnet and J. I. Munro, Heaps on heaps, SIAM Journal onComputing 15 (1986) 964{971.12. X. Gu and Y. Zhu, Optimal heapsort algorithm, Theoretical ComputerScience 163 (1996) 239{243. 8



13. J. Katajainen, The Ultimate Heapsort, Report 96/42, Department ofComputer Science, University of Copenhagen, Copenhagen (1996).14. J. Katajainen, T. Pasanen, and J. Teuhola, Practical in-place merge-sort, Nordic Journal of Computing 3 (1996) 27{40.15. R. Scha�er and R. Sedgewick, The analysis of Heapsort, Journal ofAlgorithms 15 (1993) 76{100.16. I. Wegener, The worst case complexity of McDiarmid and Reed's vari-ant of BOTTOM-UP HEAPSORT is less than n logn + 1:1n, Infor-mation and Computation 97 (1992) 86{96.17. I. Wegener, BOTTOM-UP-HEAPSORT, a new variant of HEAPSORTbeating, on an average, QUICKSORT (if n is not very small), Theo-retical Computer Science 118 (1993) 81{98.18. I. Wegener, A simple modi�cation of Xunrang and Yuzhang's HEAP-SORT variant improving its complexity signi�cantly, The ComputerJournal 36 (1993) 286{288.19. J. W. J. Williams, Algorithm 232: HEAPSORT, Communications ofthe ACM 7 (1964) 347{348.20. G. Xunrang and Z. Yuzhang, A new HEAPSORT algorithm and theanalysis of its complexity, The Computer Journal 33 (1990) 281{282.21. G. Xunrang and Z. Yuzhang, Asymptotic optimal HEAPSORT algo-rithm, Theoretical Computer Science 134 (1994) 559{565.
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Improving Katajainen's Ultimate HeapsortLaurent RosazLaboratoire de Recherche en InformatiqueBatiment 490Universit�e Paris-SudF{91405 Orsay CedexFranceAbstractIn [9], Jyrki Katajainen gave an in-place heapsort version with a worst-casecomplexity in numbers of key comparisons less than n log2 n+Cn+o(n) andin numbers of element moves less than n log2 n+Mn+ o(n), where C = 32andM = 62. In this paper, I improve his algorithm and obtain complexitiesof the same kind, but with C =M = 8.Related Literature1. B. Bollob�as, T. I. Fenner, and A. M. Frieze, On the best case of Heap-sort, Journal of Algorithms 20 (1996) 205{217.2. S. Carlsson, A variant of Heapsort with almost optimal number ofcomparisons, Information Processing Letters 24 (1987) 247{250.3. S. Carlsson, A note on Heapsort, The Computer Journal 35 (1992)410{411.4. S. Carlsson, J. Chen, and C. Mattsson, Heaps with bits, TheoreticalComputer Science 164 (1996) 1{12.5. J. Chen, A framework for constructing heap-like structures in-place,Proceedings of the 4th International Symposium on Algorithms andComputation, Lecture Notes in Computer Science 762, Springer-Ver-lag, Berlin/Heidelberg (1993) 118{127.6. R. Fleischer, A tight lower bound for the worst case of Bottom-Up-Heapsort, Proceedings of the 2nd International Symposium on Algo-rithms, Lecture Notes in Computer Science 557, Springer-Verlag,Berlin/Heidelberg (1991) 251{262.10



7. R. W. Floyd, Algorithm 245: TREESORT 3, Communications of theACM 7 (1964) 701.8. G. H. Gonnet and J. I. Munro, Heaps on heaps, SIAM Journal onComputing 15 (1986) 964{971.9. J. Katajainen, The Ultimate Heapsort, Report 96/42, Department ofComputer Science, University of Copenhagen, Copenhagen (1996).10. D.E. Knuth, The Art of Computer Programming , Volume 3/ Sortingand Searching , Addison-Wesley Publishing Company, Reading (1973).11. T.W. Lai and D. Wood, Proceedings of the 1st Scandinavian Work-shop on Algorithm Theory , Lecture Notes in Computer Science 318,Springer-Verlag, Berlin/Heidelberg (1988) 14{23.12. C. L. McMaster, An analysis of algorithms for the Dutch national agproblem, Communications of the ACM 21 (1978) 842{846.13. R. Scha�er and R. Sedgewick, The analysis of Heapsort, Journal ofAlgorithms 15 (1993) 76{100.14. I. Wegener, The worst case complexity of McDiarmid and Reed's vari-ant of BOTTOM-UP HEAPSORT is less than n logn + 1:1n, Infor-mation and Computation 97 (1992) 86{96.15. I. Wegener, BOTTOM-UP-HEAPSORT, a new variant of HEAPSORTbeating, on an average, QUICKSORT (if n is not very small), Theo-retical Computer Science 118 (1993) 81{98.16. I. Wegener, A simple modi�cation of Xunrang and Yuzhang's HEAP-SORT variant improving its complexity signi�cantly, The ComputerJournal 36 (1993) 286{288.17. J. W. J. Williams, Algorithm 232: HEAPSORT, Communications ofthe ACM 7 (1964) 347{348.18. G. Xunrang and Z. Yuzhang, A new HEAPSORT algorithm and theanalysis of its complexity, The Computer Journal 33 (1990) 281{282.19. G. Xunrang and Z. Yuzhang, Asymptotic optimal HEAPSORT algo-rithm, Theoretical Computer Science 134 (1994) 559{565.11



Computing Minimal Structures on Geometric InputsChristos LevcopoulosDepartment of Computer ScienceLund UniversityBox 118, S{221 00 LundSwedenAbstractWe survey some recent results concerning computation of minimal structureson geometric inputs. These include, for example:� The complete linkage clustering of n points in the plane can be com-puted in O(n log2 n) time and linear space. If the points lie in IRd, thecomplete linkage clustering can be computed in optimal O(n logn)time, under the L1 and L1-metrics. We also design e�cient algo-rithms for approximating the complete linkage clustering.� Aminimum spanning tree of n points in IRd can be obtained in optimalO(Td(n;m)) time, where Td(n;m) denotes the time to �nd a closestbichromatic pair between n red points and m blue points.� The greedy triangulation of n points in the plane has length at mostO(pn) times that of a minimum weight triangulation, and can becomputed in linear time, given the Delaunay triangulation.� A triangulation of length at most a constant times that of a minimumweight triangulation can be computed in polynomial time (in fact,O(n logn) time su�ces). If the points are corners of their convex hull,we show that linear time su�ces to �nd a triangulation of length atmost 1 + � times that of a minimum weight triangulation, where � isan arbitrarily small positive constant.� We can compute a rectangular covering of any hole-free polygon inoptimal time, i.e. linear with respect to the minimum rectangularcovering plus the number of vertices of the polygon. Analogous resultshold for covering hole-free polygons with squares.
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Related Literature1. D. Krznaric and C. Levcopoulos. The First Subquadratic Algorithmfor Complete Linkage Clustering. In Proc. of 6th International Sym-posium on Algorithms and Computation (ISAAC '95), Lecture Notesin Computer Science 1004, pp. 392{401, Springer-Verlag, 1995.2. C. Levcopolos and D. Krznaric. Quasi-Greedy Triangulations Approx-imating the Minimum Weight Triangulation. In Proc. of 7th ACM-SIAM Symposium on Discrete Algorithms (SODA'96), 1996.3. C. Levcopolos and D. Krznaric. A Fast Heuristic for Approximat-ing the Minimum Weight Triangulation. In Proc. SWAT'96, LectureNotes in Computer Science, Vol. 1097, pp. 296-308, Springer Verlag,1996.4. C. Levcopolos and D. Krznaric. A Near-Optimal Heuristic for Mini-mumWeight Triangulation of Convex Polygons. In Proc. ACM-SIAMSymposium on Discrete Algorithms (SODA'97), pp. 518-527, New Or-leans, Louisiana, January 1997.5. C. Levcopolos and J. Gudmundsson. A Linear-Time Heuristic forMinimum Rectangular Covering. Technical Report LU-CS-TR:96-170,Dept. of Computer Science, Lund University. Accepted for publicationin the Proceedings of FCT'97 (Foundations of Computation Theory),LNCS, Vol. 1279, pp. 305{316, Springer Verlag, 1997.6. D. Krznaric and C. Levcopoulos. Optimal Algorithms for CompleteLinkage Clustering in d Dimensions. Technical Report LU-CS-TR:96-180 Lund University. Accepted for publication in the Proceedings ofMFCS'97 (Mathematical Foundations of Computer Science), LNCS,Springer Verlag. Also selected to the special MFCS issue of TheoreticalComputer Science.7. D. Krznaric, C. Levcopoulos, and B. Nilsson. Minimum SpanningTrees in d Dimensions. Technical Report LU-CS-TR:96-183, LundUniversity. Accepted for publication in the Proceedings of ESA'97(European Symposium on Algorithms), LNCS, Springer Verlag.
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Optimal Broadcasting in Tree-Like NetworksAnders DessmarkDepartment of Computer ScienceLund UniversityBox 118, S-22100 LundSwedenKrzysztof DiksInstytut InformatykiUniwersytet WarszawskiBanacha 2PL{02-097 WarszawaPolandAndrzej LingasDepartment of Computer ScienceLund UniversityBox 118, S-22100 LundSwedenHans OlssonDepartment of Computer ScienceLund UniversityBox 118, S-22100 LundSwedenAndrzej PelcD�epartement d'InformatiqueUniversit�e du Qu�ebec �a HullHull, Qu�ebec J8X 3X7CanadaAbstractWe consider message broadcasting in networks that have tree-like topology.The source node of the input network has k messages which have to be14



broadcasted to all nodes of the network. In every time unit each node cansend one of already obtained messages to one of its neighbors. A broad-casting scheme prescribes in which time unit a given node should send agiven message to which neighbor. It is minimum if it achieves the smallestpossible time for broadcasting the messages from the source to all nodes.We give an algorithm to construct an optimal broadcasting scheme for anarbitrary n-node tree. The time complexity of our algorithm is O(nk), i.e.,the best possible. We also give the following algorithms to construct a mini-mum single-message broadcasting scheme for di�erent types of weakly cyclicnetworks:A linear-time algorithm for networks whose cycles are node-disjoint and inwhich any simple path intersects at most O(1) cycles.An O(n logn)-time algorithm for networks whose cycles are edge-disjointand in which a node can belong to at most O(1) cycles.An O(nk logn)-time algorithm for networks whose each edge-biconnectedcomponent is convertible to a tree by removal of at most k edges.Finally, we present an O(n4k+5)-time algorithm for constructing a minimumsingle-message broadcasting scheme for partial k-trees.Related Literature1. S. Arnborg, A. Proskurowski, Linear time algorithms for NP-hardproblems on graphs embedded in k-trees. Discrete Applied Mathe-matics 23 (1989), pp. 11-24.2. A. Bar-Noy and S. Kipnis, Designing broadcasting algorithms in thepostal model for message passing systems, Proc. 5th Ann. ACMSymp. on Par. Alg. and Arch. (1992), 11-22.3. A. Bar-Noy and S. Kipnis, Broadcasting multiple messages in simul-taneous send/receive systems, Discr. Appl. Math. 53 (1994), 95-105.4. D.P. Bertsekas and J.N. Tsitsiklis, Parallel and Distributed Computa-tion: Numerical Methods, Prentice-Hall, Englewood Cli�s, NJ, (1989).5. H. Bodlaender. A linear time algorithm for �nding tree-decomposi-tions of small treewidth. Proc. 33rd ACM STOC, pp. 226-234.15



6. G. Fox, M. Johnsson, G. Lyzenga, S. Otto, J. Salmon and D. Walker,Solving Problems on Concurrent Processors, Volume I, Prentice Hall,(1988).7. H.N. Gabow and R.E. Tarjan, A linear time algorithm for a specialcase of disjoint set union, J. Comput. System Sc. 30 (1985), 209-221.8. M. Garey and D. Johnson, Computers and Intractability: a guideto the theory of NP-completeness, Freeman and Co., San Francisco(1979).9. Y. Gurevich, L. Stockmeyer and U. Vishkin, Solving NP-Hard Prob-lems on Graphs That Are Almost Trees and an Application to FacilityLocation Problems, Journal of the Association for Computing Machin-ery, Vol. 31, No. 3, July 1984, pp. 459-473.10. S.M. Hedetniemi, S.T. Hedetniemi and A.L. Liestman, A survey ofgossiping and broadcasting in communication networks, Networks 18(1988), 319-349.11. A. Jacoby, R. Reischuk, Ch. Schindelhaner, The complexity of broad-casting in planar and decomposable graphs, Proc. 20th InternationalWorkshop WG'94, June 1994, LNCS 903, 219-231.12. S.L. Johnsson and C.T. Ho, Matrix multiplication on Boolean cubesusing generic communication primitives, in: Parallel Processing andMedium-Scale Multiprocessors, A. Wouk (Ed.), SIAM, (1989), 108-156.13. G. Kortsarz and D. Peleg, Approximation Algorithms for MinimumTime Broadcast, Proc. of the Israel Symposium on Theoretical Com-puter Science, LNCS 601, 1992.14. O.-H. Kwon and K.-Y. Chwa, Multiple Message Broadcasting in Com-munication Networks, Networks, vol. 26 (1995), 253-261.15. P.J. Slater, E. Cockayne and S.T. Hedetniemi, Information dissemina-tion in trees, SIAM J. Comput. 10 (1981), 692-701.
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Undirected Single Source Shortest Paths in Linear TimeMikkel ThorupDepartment of Computer ScienceUniversity of CopenhagenUniversitetsparken 1DK{2100 Copenhagen EastDenmarkAbstractThe single source shortest paths problem (SSSP) is one of the classic prob-lems in algorithmic graph theory: given a weighted graph G with a sourcevertex s, �nd the shortest path from s to all other vertices in the graph.Since 1959 all theoretical developments in SSSP have been based on Dijk-stra's algorithm, visiting the vertices in order of increasing distance from s.Thus, any implementation of Dijkstra's algorithm sorts the vertices accord-ing to their distances from s. However, we do not know how to sort in lineartime.Here, a deterministic linear time and linear space algorithm is presented forthe undirected single source shortest paths problem with integer weights.The algorithm avoids the sorting bottle-neck by building a hierechical buck-eting structure, identifying vertex pairs that may be visited in any order.Related Literature1. R.K. Ahuja, K. Mehlhorn, J.B. Orlin, and R.E. Tarjan, Faster algo-rithms for the shortest path problem, J. ACM 37 (1990) 213{223.2. S.Albers and T.Hagerup, Improved parallel integer sorting withoutconcurrent writing, Information and Control 136 (1997) 25{51.3. A. Andersson, T. Hagerup, S. Nilsson, and R. Raman. Sorting inlinear time? In Proc. 27th ACM Symposium on Theory of Computing(STOC), pages 427{436, 1995.4. A. Andersson, P.B. Miltersen, and M. Thorup. Fusion trees can beimplemented with AC0 instructions only. BRICS-TR-96-30, Aarhus,1996. To appear in Theor. Comp. Sc.17



5. E.W.Dijkstra, A note on two problems in connection with graphs,Numer. Math. 1 (1959), 269{271.6. E.A. Dinic, Economical Algorithms for Finding Shortest Paths in aNetwork, In Transportation Modeling Systems, Y.S. Popkov and B.L.Shmulyian (eds), Institute for System Studies, Moscow, 1978, 36{44.7. B.V. Cherkassky, A.V. Goldberg, and C. Silverstein, Buckets, heaps,lists, and monotone priority queues. In Proceedings of the 8th ACM-SIAM Symposium on Discrete Algorithms, pages 83{92, 1997.8. H.N. Gabow and R.E. Tarjan, A linear-time algorithm for a specialcase of disjoint set union. J. Comp. Syst. Sc. 30:209{221, 1985.9. M.L. Fredman and R.E. Tarjan, Fibonacci heaps and their uses inimproved network optimization algorithms, J. ACM 34 (1987) 596{615.10. M.L. Fredman and D.E. Willard, Surpassing the information theoreticbound with fusion trees. J. Comp. Syst. Sc. 47:424{436, 1993.11. M.L. Fredman and D.E. Willard, Trans-dichotomous algorithms forminimum spanning trees and shortest paths, J. Comp. Syst. Sc. 48(1994) 533{551.12. M.R. Henzinger, P. Klein, S. Rao, and S. Subramanian. Faster Short-est-Path Algorithms for Planar Graphs. J. Comp. Syst. Sc. 53 (1997)2{23. See also STOC'94.13. J.B.Kruskal, On the shortest spanning subtree of a graph and thetraviling salesman problem. Proc. AMS 7 (1956), 48{50.14. K. Mehlhorn and S. N�aher, Bounded ordered dictionaries inO(log logN)time and O(n) space, Inf. Proc. Lett. 35, 4 (1990), 183{189.15. R. Raman. Priority queues: small monotone, and trans-dichotomous.Proc. ESA'96, LNCS 1136, 1996, 121{137.16. R. Raman. Recent results on the single-source shortest paths problem.SICACT News 28, 2 (1997), 81{87.17. R.E. Tarjan. E�ciency of a good but not linear set union algorithm.J. ACM 22:215-225, 1975. 18



18. M. Thorup. On RAM priority queues. In Proceedings of the 7thACM-SIAM Symposium on Discrete Algorithms, pages 59{67, 1996.19. M. Thorup. Floats, Integers, and Single Source Shortest Paths. Tech-nical Report DIKU-TR-97/19, Dept. Computer Science, University ofCopenhagen, 1997.20. P. van Emde Boas, Preserving order in a forest in less than logarithmictime and linear space, Inf. Proc. Lett. 6 (1977), 80{82.21. P. van Emde Boas, R. Kaas, and E. Zijlstra, Design and implementa-tion of an e�cient priority queue, Math. Syst. Th. 10 (1977), 99{127.22. J.W.J. Williams, Heapsort, Comm. ACM 7, 5 (1964), 347{348.
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Worst-Case E�cient External-Memory Priority QueuesGerth St�lting BrodalMax-Planck-Institut f�ur InformatikIm StadtwaldD{66123 Saarbr�uckenGermanyJyrki KatajainenDepartment of Computer ScienceUniversity of CopenhagenUniversitetsparken 1DK-2100 Copenhagen EastDenmarkAbstractA priority queue Q is a data structure that maintains a collection of el-ements, each element having an associated priority drawn from a totallyordered universe, under the operations Insert, which inserts an element intoQ, and DeleteMin, which deletes an element with the minimum priority fromQ. In this paper a priority-queue implementation is given which is e�cientwith respect to the number of block transfers or I/Os performed between theinternal and external memories of a computer. Let B and M denote the re-spective capacity of a block and the internal memory measured in elements.The developed data structure handles any intermixed sequence of Insert andDeleteMin operations such that such that in every disjoint interval of B con-secutive priority-queue operations at most c logM=B NM I/Os are performed,for some positive constant c. These I/Os are divided evenly among the oper-ations: if B � c logM=B NM , one I/O is necessary for every B=(c logM=B NM )thoperation and if B < c logM=B NM , cB logM=B NM I/Os are performed per ev-ery operation. Moreover, every operation requires O(log2N) comparisonsin the worst case. The best earlier solutions can only handle a sequence of Soperations with O(PSi=1 1B logM=B NiM ) I/Os, where Ni denotes the numberof elements stored in the data structure prior to the ith operation, withoutgiving any guarantee for the performance of the individual operations.
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