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Abstract

The usability of information visuadizations is investigated in empirical studies of
information retrieval, map navigation, and reading of electronic documents. Overal,
subjects prefer using interfaces with overviews. However, analysis of the interaction
processes show that subjects use mental and motor effort in switching to the overviews
and that the overview occasionally distract the subjects. For some tasks, subjects using
the overview are therefore slower. Zoomable user interfaces are faster than interfaces
with overviews when subjects navigate on maps organized in multiple levels. We argue
that reading of electronic documents is crucia for information access and use, and
therefore aim at supporting that activity. An overview+detail interface for electronic
documents improves the quality of essays that subjects write. Through visualizations of
reading processes we describe how reading progresses and what parts of the documents
subjects attend to. Subjects use an overview-oriented reading style to read electronic
documents presented by a fisheye interface. Sections that the fisheye agorithm treats as
unimportant are visible for a shorter time than in the other interfaces, although subjects
feel uncomfortable in trusting the algorithm. In the studies described, different aspects of
usability, such as efficiency and effectiveness, are not correlated. Consequently, we argue
that studies of usability should measure a diversity of usability aspects. Finally, human
thinking as described in introspective psychology is used to clarify designs of human-
computer interaction and is suggested as a focus for further research in information
visualization.

Dansk resume

Brugsvenligheden af informationsvisualiseringer er undersggt i empiriske studier af
informationssggning, navigation pa kort og laesning af dokumenter pa elektronisk form.
Samlet foretragkker forsggspersonerne brugergraanseflader som praesenterer information
ved et overblik kombineret med detaljer. Analyser af interaktionsprocesserne viser dog at
skift til overblikket er mentalt og motorisk kraevende og at overblikket til tider distraherer
forsagspersonerne. Ved nogle opgaver er forsagspersoner som bruger overblikket derfor
langsommere. Zoomende brugergramseflader er hurtigere end brugergramseflader med et
overblik nér forsegspersonerne navigerer pa kort organiseret i flere niveauer. Vi
argumenterer for at laesning af elektroniske dokumenter har afgerende betydning for
adgang til og brug af information, og sager derfor at stette lassning. En overblik+detalje
gramseflade forbedrer kvaliteten af essays som forsggspersonerne skriver. Ved hjadp af
visualiseringer af |aeseprocessen beskriver vi hvordan laesning skrider frem og hvilke dele
af et dokument forsagspersonerne koncentrerer sig om. Forsggspersonerne anvender en
overbliks-orienteret laesestrategi til at tilegne sig elektroniske dokumenter praesenteret
med en fiske-gie gramseflade. De afsnit af dokumentet som fiske-gje algoritmen
behandler som uvaesentlige er synlige i kortere tid end i de andre gramseflader, selvom
forsggspersonerne ikke faler sig trygge ved algoritmen. | de omtale studier er aspekter af
brugsvenlighed, sdsom effektivitet og produktivitet, ikke korreleret. Derfor argumenterer
vi for at studier af brugsvenlighed skal male en vifte af brugsvenlighedsaspekter. Endelig
bruges menneskelig tamkning som beskrevet i introspektiv psykologi til at gare klarere
udvalgte design af menneske-datamaskine interaktion og foreslds som et fokus for
yderligere forskning i informationsvisualisering.
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1 Introduction

This thesis is about usability, reading, and interaction processes in visualizations for
information access and use. In the following eight-page summary, | outline the
background for the thesis, the aims of the thesis, and the contributions made in the thesis.
Detailed results and discussions may be found in the papers beginning on page 17.

1.1 Background

User interfaces for information access and use help users find, manage, apply, and
understand information. Such interfaces are well-known from digital libraries, the World
Wide Web (WWW), geographical information systems, reference managers, and
electronic books. They are discussed in the fields of Information Retrieval [Sparck Jones
& Willett 1997], Information Visualization [Card et al. 1999], and Human-Computer
Interaction [Baecker et al. 1995], among others.

User interfaces for information access and use are important for two main reasons.
First, modern work requires large amounts of information. Managing and using this
information have become increasingly difficult and in need of support. Estimates from a
recent report [Lyman & Varian 2000] on the amount of information in the world will
illuminate this development. In the year 2000, the information on the WWW has a size of
approximately 4,200,000,000,000,000 bytes; between 610 and 1,110 hillion emails were
send; approximately 40,000 different issues of scholarly journals were published, many
of them online; and around 7,500,000,000 original office documents were added to the
already abundant paper and electronic archives. Most of this information must be
accessed and used, making supportive interfaces indispensable.

Second, user interfaces for information access and use influence the outcome of the
interaction and the interaction process itself. As one example, consider Superbook [Egan
et al. 1989]—an interface with an expandable table of contents and string searching
capabilities. In the final of three studies of the use of a statistics manual, subjects were
faster, provided better answers to the questions posed, and were more satisfied with
Superbook compared to a baseline interface. The interaction process in the final study
also changed as a result of the new interface features. In addition to influencing the
outcome and the interaction process, user interfaces may be more important than other
parts of information access systems in determining the outcome of the interaction.
Dumais [1996] argues that well-designed user interfaces consistently provide around 25%
improvement in accuracy and speed, while other parts of information access systems, e.g.
search algorithms, provide an average of 1-10% improvement. Thus, user interfaces are
decisive in information access and use.

In information visualization, interactive visual representations on a computer are
used to support human activities, especialy information access and use. Information
visualization has been pursued since the late 1980'es, originating at Xerox Palo Alto
Research Center [Robertson et al. 1989; Card et al. 1991]. Among the systems proposed
since are interfaces that support formulating queries [Young & Shneiderman 1993], give
an overview of an entire collection of documents [Wise et al. 1995; Lin 1997], display
search results [Nowell et al. 1996], support navigation within documents [Eick et al.
1992], assist relevance assessments of documents [Hearst 1995], and attempt to create an
information work space [Card et al. 1996]. Through the nineties, a growing awareness



has emerged of the need for empirical evauation of information visualizations for
information access and use, see Chen & Czerwinski [2000]. This awareness has lead to
an increasing number of empirical studies of information visualizations [Beard & Walker
1990; North et al. 1995; Schaffer et a. 1996; Chen et al. 1998] and provides the
background for my thesis.

1.2 Aims

This thesis aims at uncovering the usability of selected information visualizations for
information access and use. | address some of the differences between visualizations
called overviews, zoomable user interfaces, and fisheye interfaces. The intent is to
establish a better understanding of the strength and weaknesses of these information
visualization techniques and thus to assist designing more usable visualizations.

In addition to focusing on usability, the aim is to describe interaction processes in
information visuaizations. For example, | aim at describing how subjects read
visualizations of documents. These descriptions are used to corroborate the usability
measures obtained and to pose hypotheses about human thinking that might explain the
interaction processes and the differences in usability between interfaces.

2 Contributions

The contributions of the thesis fall in four areas: (1) empirical data on benefits and
drawbacks of three kinds of information visualizations—overviews, zoomable user
interfaces, and fisheye interfaces, (2) guidelines on how to measure usability, (3) studies
of interfaces for reading electronic documents and of how electronic documents are read,
and (4) an analysis of user interfaces and central notions in Human-Computer Interaction
in terms of human thinking.

2.1 Abstracts of papers

To provide an overview of the six papers comprising the thesis and to help readers
understand the following discussion, | include below the abstracts for the papers.

Paper 1: Do Thematic Maps Improve Information Retrieval?

Thematic maps in the context of information retrieval are tools that graphically present
documents and characterising terms. We investigated the usefulness of thematic mapsin
a laboratory experiment comparing a thematic map with a command language interface.
Six subjects solved eight search tasks producing ten hours of logged and tape-recorded
data. The experiment revealed no improvement in the quality of the documents retrieved
when using a thematic map. A magjority of the subjects considered the thematic map
pleasant to use and thought that useful information was found on the map. However,
searching took longer time using the thematic map compared with the boolean interface.
Several subjects occasionaly misinterpreted the structure and content of the map. The
common expectation that thematic maps improve information retrieval lacks empirical
underpinning and is in the present study only weakly confirmed.



Paper 2: Measuring Usability: Are Effectiveness, Efficiency, and Satisfaction Really
Correlated?

Usability comprises the aspects effectiveness, efficiency, and satisfaction. The
correlations between these aspects are not well understood for complex tasks. We present
data from an experiment where 87 subjects solved 20 information retrieval tasks
concerning programming problems. The correlation between efficiency, as indicated by
task completion time, and effectiveness, as indicated by quality of solution, was
negligible. Generally, the correlations among the usability aspects depend in a complex
way on the application domain, the user’s experience, and the use context. Going through
three years of CHI Proceedings, we find that 11 out of 19 experimental studiesinvolving
complex tasks account for only one or two aspects of usability. When these studies make
claims concerning overall usability, they rely on risky assumptions about correlations
between usability aspects. Unless domain specific studies suggest otherwise,
effectiveness, efficiency, and satisfaction should be considered independent aspect of
usability and all be included in usability testing.

Paper 3: Reading of Electronic Documents: The Usability of Linear, Fisheye, and
Overview+ Detail Interfaces

Reading of electronic documents is becoming increasingly important as more information
is disseminated electronically. We present an experiment that compares the usability of a
linear, a fisheye, and an overview+detail interface for electronic documents. Using these
interfaces, 20 subjects wrote essays and answered questions about scientific documents.
Essays written using the overview+detail interface received higher grades, while subjects
using the fisheye interface read documents faster. However, subjects used more time to
answer questions with the overview+detail interface. All but one subject preferred the
overview+detail interface. The most common interface in practical use, the linear
interface, is found to be inferior to the fisheye and overview+detail interfaces regarding
most aspects of usability. We recommend using overview+detail interfaces for electronic
documents, while fisheye interfaces mainly should be considered for time-critical tasks.

Paper 4: Navigation Patterns and Usability of Overview+detail and Zoomable User
Interfaces for Maps

The literature on information visualization establishes the usability of overview-+detail
interfaces, but for zoomable user interfaces, results are mixed. We compare
overview+detail and zoomable user interfaces to understand the navigation patterns and
usability of these interfaces. The difference between these interfaces is the presence or
absence of an overview of the information space. Thirty-two subjects solved navigation
and browsing tasks on maps organized in one or multiple levels. Overall, users perform
better with the multi-level map. We find no difference between interfaces in subjects
ability to solve tasks correctly. Eighty percent of the subjects prefer the overview-+detail
interface, stating that it supports navigation and helps keep track of their position on the
map. However, subjects are faster with the zoomable user interface when using a multi-
level map. The combination of the zoomable user interface and the multi-level map aso
improves subjects recall of objects on the map. Switching between overview and detail
windows was correlated with higher task completion time, suggesting that integration of
overview and detail windows require mental and motor effort.



Paper 5: Reading Patterns and Usability in Visualizations of Electronic Documents

We present an exploration of reading patterns and usability in visualizations of electronic
documents. Twenty subjects wrote essays and answered questions about scientific
documents using an overview+detail, a fisheye, and a linear interface. We study reading
patterns by progression maps that visualize the progression of subjects reading activity;
and visibility maps that show for how long different parts of the document are visible.
The reading patterns help explain differences in usability between the interfaces and
show how interfaces affect the way subjects read. With the overview+detail interface,
subjects get higher grades for their essays. All but one of the subjects prefer this interface.
With the fisheye interface, subjects use more time on gaining an overview of the
document and less time on reading the details. Thus they read the documents faster, but
display lower incidental learning. We aso show how subjects only briefly have visible
the parts of the document that are not initially readable in the fisheye interface. This
happens even though subjects express a lack of trust in the algorithm underlying the
fisheye interface. When answering questions, the overview is used for jumping directly to
answers in the document and to already-visited parts of the document. However, subjects
are dower at answering questions with the overview+detail interface. From the
visualizations of the reading activity, we find that subjects using the overview+detail
interface often explore the document further even when a satisfactory answer to the given
guestion has already been read. Thus overviews occasionally grab subjects’ attention and
possibly distract them.

Paper 6: Metaphors of Human Thinking in HCI: Habit, Stream of Thought, Awareness,
Utterance, and Knowing

Understanding human thinking is crucial in the design and evaluation of human-computer
interaction. Inspired by introspective psychology, we present five metaphors of human
thinking. The aim of the metaphors is to help designers to consider important traits of
human thinking when designing. The metaphors capture aspects of human thinking
virtually absent in recent years of the CHI Conference Proceedings. As an example of the
utility of the metaphors, we show how a selection of good and poor user interfaces can be
appreciated in terms of the metaphors. The metaphors are also used to reinterpret central
notions in human-computer interaction, such as consistency and information scent, in
terms of human thinking. Further, we suggest the metaphors be used for evaluating
interfaces.

2.2 Benefits and drawbacks of information visualizations

2.2.1 Overviews

The term overviews denotes two kinds of interfaces. One kind is usualy called
overview+detall interface and shows an overview of the entire information space together
with a detailed view of the contents [Plaisant et al. 1995]. The other kind shows an
overview of an entire document collection, for example in the form of a thematic map
that shows the documents in the collection and words characterizing the main themesin
the documents, e.g. Chen et al. [1998].



In our papers 1, 3, and 4%, the most prominent benefit of overviews is that they
increase satisfaction. In two studies, we found interfaces with overviews scoring higher
on satisfaction questionnaires compared to alternative interfaces. In addition, subjects
preferences were consistently in favour of overviews, with 60%, 80%, and 95% of the
subjects preferring the overviews. Subjects explained the satisfaction and preference data
by saying that they (a) liked the overview of the structure of the information, (b) liked to
use the overview for navigation, and (c) found the overview pleasant. These findings
support data from experiments on overview+detail interfaces [North & Shneiderman
2000] and the literature on design [Greene et al. 1997; Shneiderman 1998].

In the study reported in paper 3, subjects wrote essays about scientific documents
after reading with an overview, a fisheye and a linear interface. The overview improved
grades with a medium effect-size, according to Cohen [1992] (i.e. by one half on a
grading scale from zero to four). This finding shows that overviews may improve
interaction qualitatively, possibly because of support for navigation and for memorizing
headings and document structure.

In another study (paper 1), subjects used a thematic map of an entire document
collection to solve information retrieval tasks. Subjects were inspired to use terms seen
on the map in subsequent queries. Terms seen on the map were used in queries as often as
terms seen in the full-text of documents.

We find a number of problems with overviews. Specifically for thematic maps
(paper 1), subjects occasionally misinterpreted the structure of the map and they had
difficulty in interpreting rel ationships between documents and terms on the map.

A surprising finding is that for some tasks and some information spaces, overviews
lead to higher task completion times than interfaces without overviews. In the study of
thematic maps described in paper 1, searching the map was 31% slower than using a
command language interface. Our study of electronic documents (paper 3) showed that
the overview+detail interface leads to 20% longer task completion time compared to a
baseline linear interface, when subjects used the interfaces for answering questions. As
described in paper 4, tasks were solved 22% faster on a map organized in multiple levels
with azoomable user interface compared to a overview+detail interface.

In the papers, we give two explanations for the time differences observed. First, the
higher task completion time might be the result of motor and mental effort in switching
between the overview and detailed information about the information space. On thematic
maps (paper 1), the interaction process contained more shifts between different modes of
interaction, such as querying or browsing the map, than did a command language
interface. In the zoomable user interface experiment described in paper 4, we found that
subjects who actively navigated on the overview window had higher task completion
times. While we believe these observations have not before been made for overviews,
they are similar to research which shows that combinations of modes leads to higher task
completion time compared to individual modes, see Hertzum & Frokjaa [1996] and
Raskin [2000].

Second, overviews may attract subjects attention by appearing as an easy way to
navigate and by creating associations for what to do next. In the analysis of reading
patterns in electronic documents in paper 5, we argue that the availability of an overview
often lead subjects to explore the document further even when they have aready located

! Numbers refer to the papers listed on page 5. The papers are included from page 17 and on.
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a satisfactory answer to the question posed. On thematic maps (paper 1), we observed
that subjects sometimes browsed the map aimlessly, apparently loosing track of their task
in face of the attractiveness of the map and the easy navigation it affords. Both these
overviews contain readable information. In contrast, the zoomable user interface with an
overview, described in paper 4, contained no readable information. With that interface,
some subjects were able to ignore the overview and achieve task completion times similar
to the interface without an overview.

Note that high task completion times may be desirable. In some cases more full
exploration of information spaces or documents are preferable. In these cases task
completion time could be considered an indicator of engagement. However, our data
suggests a trade-off for overviews between satisfaction and task completion time.

2.2.2 Zoomable user interfaces

Zoomable user interfaces show information objects organized in space and scale and let
users interact directly with the information space, mainly through panning and zooming
[Perlin & Fox 1993]. In their simplest form, zoomable user interfaces are detail-only
interfaces that allow zooming and panning. Paper 4 showed that zoomable user interfaces
in this form have some advantages over interfaces with overviews, as mentioned above.
Subjects were faster with the zoomable user interface when using a map organized in
multiple levels. The combination of the zoomable user interface and a multi-level map
also improved subjects recall of objects on the map. With increased interactivity and
navigational cues in the detail window, the overview becomes less important for
navigational purposes. Shifting to the overview takes time and apparently also hurt
subjects memory for map locations.

However, despite being faster zoomable user interfaces in their ssimple form lead to
lower satisfaction compared to interfaces with overviews.

2.2.3 Fisheye interfaces

Fisheye interfaces show only the parts of an information space with importance above
some threshold [Furnas 1986]. Importance is determined a priori, for example by the
structure of the information space, and with reference to the users current view of the
information space.

In paper 3 and 5, we found a fisheye interface to be 16% faster than the alternative
interfaces when subjects read to understand the contents of a document. Also, subjects
using the fisheye interface employed an overview-oriented reading style, spending more
time to initially orient themselves in the document and less time to linearly read through
the document.

A problem with the fisheye interface is that around half of the subjects expressed
dissatisfaction with having to depend on an algorithm for determining what parts of a
document are important. Whereas subjects expressed a lack of trust in the algorithm, they
nevertheless used 30% less time compared to the other interfaces in sections that the
algorithm determined to be unimportant. This behaviour may reflect a kind of premature
cognitive commitment for some subjects—the fisheye interface apparently changes their
perception of the document, even though they do not trust the algorithm. Subjects who
used the fisheye interface answered correctly fewer incidental-learning questions after
having read the document compared to subjects using the other two interfaces.
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2.3 Measuring usability

In paper 2 we argued that usability testing of systems intended for complex tasks should
measure both efficiency, effectiveness, and satisfaction. We analyzed how 87 subjects
solved information retrieval tasks about programming problems. The correlation between
efficiency, measured as task completion time, and effectiveness, measured as the quality
of the solution, was negligible for practical purposes. Thus, we cannot a priori assume a
certain relation between usability aspects—for example that fast interfaces are also
effective. To show the practical consequences of this finding, we selected 19 papers from
the CHI conferences. Of these, 11 measured only one or two usability aspects. The claims
made in these papers about overall usability are thus weakened by the choice of usability
parameters and could be plain wrong. We also showed how measuring all three aspects of
usability helped the authors of one study to explain their surprising results.

Our other studies corroborate this finding. In all the empirical studies in this thesis,
we measured all aspects of usability, as well as indicators of interaction and navigation
processes. In every case we find that interfaces have high usability as indicated by one
usability aspect, but low usability as indicated by another usability aspect.

2.4 Reading electronic documents

In paper 3 and 5, we argue that reading forms a crucia part of information access.
Electronic documents are increasingly available during the information access process,
for example on the WWW and in digital libraries. Users therefore have the possibility of
reading electronic documents while they search and in that way resolve their information
problems. Also, a large portion of the information access process consists of reading. In
one study (paper 1), for example, subjects spend on average one-third of the information
access process skimming and reading the full-text of documents, using what they read in
formulating queries and judging the relevance of documents. In an empirical study of
interfaces for reading (paper 3), we found that the most commonly used interface for
electronic documents was inferior in most aspects of usability compared to interfaces
based on information visualization. In summary, support for reading should receive much
more focus in the design of interfaces for information access and use.

In paper 5, we use visuaizations to closely study how subjects’ reading activity
progress and which parts of the documents subjects direct their attention toward. These
visualizations serve to uncover that overview+detail interfaces may lead to further
explorations of the electronic documents and that fisheye interfaces change how long
subjects look at different parts of the documents. The visualizations of reading activity
also show different modes in how subjects read the documents: subjects using a fisheye
interface spend more time initially orienting themselves and less time reading linearly
through the document. We also show how subjects used the overview area to return to
previoudly visited places in the document and demonstrated reading behaviours such as
flip-throughs, in which subjects navigate quickly through the entire document.

2.5 Human thinking as a focus for further work

In paper 6 we argue that a better understanding of human thinking is crucia in design and
evauation of user interfaces. However, central aspects of human thinking—such as
knowing and habits—are virtually absent from papers in recent CHI conferences. To
support more focus on human thinking in design and evaluation, we suggested five
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metaphors based on the works of James [1890] and Peter Naur [1995; 2000]. The
metaphors help appreciate a selection of good and poor user interfaces. We also find that
the metaphors clarify central notions in Human-Computer Interaction in terms of human
thinking and help designers appreciate good and poor user interfaces.

The metaphors and the focus on human thinking are highly relevant to information
visualization. The metaphors allow the notion of information scent [Pirolli & Card 1999]
to be sketched in terms of human association. In addition, overview+detail interfaces and
focustcontext interfaces may be understood in terms of the metaphors. We aso believe
that central questions in information access, such as the relation between queries and
information needs, can be clarified. In the study of zoomable user interfaces (paper 4),
lack of support for habit formation posed problems to several subjects. Currently, we can
only present these initial applications of descriptions of human thinking to visualization
and information access. Thus, the ideas put forward in paper 6 serve mainly to create a
focus for further work.

3 Conclusion

The usability of information visualizations has been investigated. In addition, reading and
interaction processes were shown to be of crucial importance in interfaces for information
access. For designers, we have shown how overviews incur trade-offs in usability, how to
measure usability robustly, how reading may be better supported, and ways of
considering human thinking in the design of user interfaces. For researchers, further
challenges will be to replicate and extend this work in long-term studies of real-life tasks.
Also, more research is needed on solid measures of usability, on improving the
visualization techniques discussed, and on understanding individua differences in
interaction and reading. Finally, we need to better understand interaction processes in
information visualizations, e.g. the distraction triggered by overviews. To me, it does not
seem to ambitious to seek a new theory of information visualization that explain
interaction processes and usability in terms of human thinking.
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Abstract: Thematic maps in the context of information retrieval are tools that graphically present documents and
characterising terms. We investigated the usefulness of thematic maps in a laboratory experiment comparing a
thematic map with a command language interface. Six subjects solved eight search tasks producing ten hours of
logged and tape-recorded data. The experiment revealed no improvement in the quality of the documents retrieved
when using a thematic map. A majority of the subjects considered the thematic map pleasant to use and thought that
useful information was found on the map. However, searching took longer time using the thematic map compared
with the boolean interface. Several subjects occasionally misinterpreted the structure and content of the map. The
common expectation that thematic maps improve information retrieval lacks empirical underpinning and is in the

present study only weakly confirmed.

Keywords: user study, information visualization, information retrieval, interaction, thematic map.

1

This paper describes an exploratory investigation
comparing a visual information retrieval interface
(VIRI) and a command language interface. The
background for this study is an appreciation of the
importance of user interfaces in information retrieval
(IR), the growing interest in VIRIS, and the few
empirical studies of such interfaces.

The user interface of an IR system is of crucial
importance to the interaction between user and
system, and to the information retrieved. Different
interfaces to the same search engine may lead the
user to dissimilar results, and alter the search process.
Special support of information searchers beyond
traditional command language interfaces may increase
searchers’ performance and satisfaction by supporting
formulation of queries and browsing of documents
(Shneiderman, 1997; Hearst, 1999), and influence the
number of queries formulated and the search strategies
and tactics employed (Hertzum & Frakjeer, 1996).

In the 1990s there has been a continually growing
interest in visual user interfaces to IR systems.
VIRIs graphically display queries, documents, or meta
information. Such interfaces have been expected to
support formulation of queries, to facilitate browsing
of document collections, and to support assessment
of the relevance of documents. The usefulness of

I ntroduction
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VIRIs supposedly is rooted in the characteristics of the
human visual system, in the popularity and efficiency
of graphical user interfaces generally, and in the
concentration of information displayed in a VIRI.

Even though more than 20 interfaces satisfying
the above definition of VIRI have been described in the
literature — cf. Shneiderman (1997), Hearst (1999),
few studies provide any empirical consolidation of
the claims on the usefulness of visual interfaces. We
expect that empirical investigations of the usefulness
of VIRIs will raise new research questions and point to
promising ways of improving VIRIS.

The remainder of the paper is structured as
follows. We first delineate the work done on VIRIS
and the underlying hypotheses about the advantage
of VIRIS. The next two sections present the method
used in our empirical investigation and the results of
this investigation. The results are discussed and a
conclusion is drawn.

2 Thematic Map Interfaces

Hearst (1999), Shneiderman (1997), and Gershon et al.
(1998) describe VIRIs and the underlying assumptions.
This paper focuses on a subset of VIRIs called thematic
map interfaces. The term thematic map designates an
information retrieval interface that depicts themes in
a document collection on a two or three dimensional



Human—-Computer Interaction — INTERACT' 99

map, showing documents and characterising terms in
an analogy to a geographical map.

The literature proposes numerous hypothesis
about the general advantages of VIRIs and the more
specific benefits of thematic map interfaces. VIRIS
are claimed to improve the quality of the search,
to improve the search process, and to improve the
subjective satisfaction with the information retrieval
system. Especially, in virtue of the overview produced
by a thematic map, the quality of open-ended or
explorative information retrieval tasks is believed to
be supported by VIRIs (Chalmers & Chitson, 1992).
It is also commonly assumed that searchers will
perform faster because they rely on their perceptual
rather than their cognitive capabilities (Korfhage,
1991). With respect to the search process, it has
been argued that VIRIs will support users in their
initial orientation in a system and in their endeavour to
express their information needs (Shneiderman, 1997).
The graphical arrangement of documents and terms
on a map is expected to support decision on whether
or not a document is relevant. Thematic maps are
also thought to inspire the user in finding documents
that would otherwise have been unnoticed (Lin, 1997).
VIRIs are also conjectured to increase subjective
satisfaction. These claims will form the hypotheses
of the empirical investigation described in Sections 3
and 4.

2.1 PreviousWork

Thematic map interfaces were first introduced to
IR by Xia Lin — cf. Lin (1997). Lin used
an algorithm devised by Kohonen to construct
a two dimensional representation of document
collections. The technique was demonstrated using
two collections, one indexed by 140 titles, one by
660 titles, keywords, and abstracts. Through an
iterative procedure, the Kohonen algorithm organizes
documents using similarities in the words occurring
in the documents. Major themes in the collection
are extracted and the documents grouped according
to those themes. Lin’s thematic map interface shows
documents and terms in distinct areas, where each area
is characterised by the term occurring most frequently
in the documents in that area. Consequently, the map
is thought to convey information about salient terms
and the overall structure of the document collection.
In a recent experiment, Chen et al. (1998) created
a thematic map interface to 110,000 web pages.
Furthermore, Chen and his colleagues added some
interactivity to the Kohonen map by making it possible
to click on an area of the map and get a new thematic
map, showing themes only from the web pages in that
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area.

Another group of thematic map interfaces is
based on multidimensional scaling (MDS), a family of
statistical projection techniques that maps documents
into low dimensional space (Chalmers & Chitson,
1992; Wise et al.,, 1995). In the BEAD system
documents are distributed in a three dimensional space
using physical modelling of documents (Chalmers &
Chitson, 1992). So-called forces between documents
are calculated using keywords in the documents thus
grouping documents according to themes. Wise et al.
(1995) also uses multidimensional scaling to create
a topological map of themes in a large document
collection (>20,000 documents). The map shows
themes in the corpus, with related themes adjacent.
The system described in Wise et al. (1995) also shows
the strength of the different themes in the collection
as the height of the topological structures representing
themes.

2.2 Empirical Investigations

Few empirical investigations of VIRIS have been
published and only a couple treat thematic maps. Lin
investigated how 68 users solved simple search tasks
on different kinds of paper-based thematic maps — cf.
Lin (1997). With respect to search time Lin concluded
that the Kohonen-map was as good as a humanly
constructed map for locating titles and significantly
better than a random arrangement of documents.
Chen et al. (1998) made a comparison of a
thematic map with browsing the hierarchical structure
of the Internet search site Yahoo. 31 subjects tried
to locate a web-page which contained “something of
interest to you” (Chen et al., 1998, p.587). First
the subjects tried to retrieve an interesting page using
either the thematic map or the hierarchical structure.
Afterwards subjects were to repeat the search task
using the other interface. Chen et al. found that
subjects were able to browse a thematic map and
locate relevant information. However, searching in
the map after a page already found was inefficient.
Chen et al. also found that subjects seemed to like the
graphical aspects of the map and thought that browsing
using a map was a convenient way of searching for
information. However, some subjects had difficulties
in understanding the map and the words on the map.
As a consequence of the meagre empirical
understanding of thematic map interfaces, the
hypotheses mentioned above are largely untested. In a
recent review, Gershon et al. (1998) point out that we
need to make information visualization systems that
are easy to use. Further, Gershon et al. argue that we
should design human- and usage-centred information
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visualizations. This challenge is being faced here,
based on the assumption that empirical knowledge
about the use of VIRIs is necessary for designing useful
visual interfaces.

3 Experimental Method

In order to study differences in the interaction
process between a non-graphical information retrieval
interface and a VIRI, a command language and
a thematic map interface were constructed. The
command language interface allowed subjects to
formulate queries using boolean logic, to scan the
result of a query, and to inspect full-text. In
the following this interface is called the boolean
interface. The thematic map was constructed using
multidimensional scaling. In addition to the thematic
map the VIRI had exactly the same functionality as the
boolean interface. Therefore, observed differences in
searching behaviour and in the search results between
the two interfaces are attributable to the presence or
absence of the thematic map.

The experiment was conducted employing a
within-group design with interface type as the
independent variable. Six subjects participated in the
experiment solving eight tasks each, four task with
each interface. The order of tasks as well as the order
in which the subjects experienced the two interfaces
were alternated, minimising learning effects. The
hypotheses for the experiment were taken from the
literature, outlined in Section 2. Tasks were given to
the subjects on separate sheets concisely describing
the search task. Four of the experimental tasks
explicitly described the documents that were to be
found and what would count as a satisfactory answer,
for example “Find the paper by Rudolf Darken on
wayfinding in virtual worlds.” The remaining four
tasks were aimed at a broader group of documents and
could be answered in more diverse ways, €.g. “Imagine
that you are to give a talk on the use of computers
in education. What is available on that topic?” The
experiment was conducted in a dedicated lab with
subjects who were master thesis students in computer
science. All subjects had self-acclaimed knowledge
about human-computer interaction, the subject area of
the document collection used, and all had experience
in using boolean logic in IR systems.

During the experiment, queries, inspection of
full-text, and interaction with the map were logged.
The subjects were encouraged to think aloud while
searching. The think aloud utterances were recorded
on tape. Before solving the search tasks, the
subjects were interviewed concerning their personal
and educational background and search experience.
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A short post-search interview about the satisfaction
with and usefulness of the two interfaces was also
conducted.

3.1 Boolean Interface

The boolean interface is shown in Figure 1. The
user may formulate queries using search terms in
combination with the boolean operators AND, OR,
and NOT. The documents retrieved in response to a
query are shown in an unranked list. The full-text of
documents can be displayed by double clicking on the
titles/authors of the retrieved documents. The full-text
is automatically formatted using information about
document structure; the appearance of the documents
may therefore be different from the original article or
conference paper. Full-text is presented within one
second.

The experimental interfaces give access to 436
documents from conferences and journals on human-
computer interaction. The documents were taken
from HCILIB, an experimental IR system developed
at University of Copenhagen (Perstrup et al., 1997).
The documents accessible through the thematic map
and boolean interface were indexed using full-text
where non-content bearing words (stop-words) had
been removed and the terms stemmed — see Salton
& McGill (1983) for a description of these standard
information retrieval techniques.

)f‘ Boolean Search
Documents
Search for:
Iuser and interface
Searching for: uger* AND interfac® Search |
388 documents found
Fiandp Pausch, John C. Goblel and Meal F. Kasgell Ken Hincklep :l
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Figure 1: The boolean interface used in the experiment. In
the edit box in the upper part of the screen search terms
and boolean operators may be entered. Below the edit box
are shown the stemmed terms used in the search. On the
lower part of the screen are shown the author and title of the
retrieved documents in an unranked list. If one clicks on one
of the titles the full-text is shown.
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3.2 Thematic Map Interface

The thematic map was constructed using
multidimensional scaling (MDS) (Borg & Groenen,
1997). The MDS algorithm constructs a two
dimensional arrangement of documents using a
measure of similarity between documents. Document
similarity was calculated from counts of words in
the documents, using the cosine similarity measure
(Salton & McGill, 1983). The MDS algorithm
calculates the two dimensional arrangement through
minimising the difference between the original
inter-document similarity and the distances between
documents in the two dimensional arrangement. The
resulting thematic map is shown in Figure 2.

Terms describing themes were placed on the
thematic map together with the documents. The terms
on the map were selected by first calculating the
discrimination value (Salton & McGill, 1983) for all
terms and then placing the 20 terms with the largest
discrimination value on the map. Intuitively, a term
having a high discrimination value occurs frequently
in some documents and rarely in others, for example
‘evaluation’ in this document collection. Such terms
is here used for describing documents in which they
frequently occur. The position on the map of the
individual terms were found by calculating the ‘mass’
midpoint of the square of the number of occurrences
of the term in all documents. The most frequent stem
of a term was used as the actual text displayed on the
screen.

The thematic map offers several ways of
interacting with the VIRI that link the thematic map,
the document list, and the query text. All documents
on the map retrieved by a query are coloured yellow.
Likewise, all terms on the map occurring in a query
are coloured yellow. If the user selects one or more
documents on the list of retrieved documents, the
position of those documents are displayed on the map
by a different mark than other documents. If the mouse
is moved over a document on the map, the title and
author of the document is shown in a pop-up box.
It is also possible to right click with the mouse on a
document on the map to see the full-text of documents.

If the user wants to enlarge a portion of the
map it is possible to zoom. Zooming is smooth
and is accomplished by holding down the left mouse
button. It is always possible to zoom out to see
the entire document collection. There is constantly
about 20 terms on the visible portion of the map.
When a user zooms on the map more terms with a
decreasing discrimination value become visible. The
thematic map described here employs a wider range
of interaction techniques than maps described in the
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literature. A wider range of interaction techniques was
suggested by Chen et al. (1998) as a way to improve
thematic maps.

4 Results

In analysing the behaviour of the subjects the data
logs were integrated with the verbal protocol. The
statistical analysis was done using analysis of variance
(ANOVA) and t-tests after removal of persistent
differences between subjects and between different
search tasks — cf. Hertzum & Frgkjer (1996).
The quantitative analysis focused on confirming the
qualitative results and describing search behaviour on
the thematic map.

4.1 Documents Retrieved and Search
Time

Table 1 shows the number of documents marked as
relevant by the subjects upon using the two interfaces.
There is no significant effect of interface type upon the
number of documents retrieved (F(1,0.07), p> 0.79).
Nor is there any significant difference in the number
of documents marked as relevant between the two
interfaces (F(1,0.36), p > 0.55). The relevance was
judged by the first author. There is no significant
difference between interfaces either, if relevance is
approximated as documents marked relevant by more
than one subject (F(1,0.32), p > 0.57).

The time taken to complete the search tasks
is shown in Table 2. Subjects use significantly
longer time in the visual information retrieval interface
compared with the boolean interface (t = —2.975,p <
0.01). There are also large individual differences
in task completion time; averaged over the eight
tasks the slowest subject took twice the time of the
fastest. Within individual tasks solved using the same
interface, task completion time differ by a factor of
seven.

Interface type
Boolean Visual
Relevance (N=113) (N=108)
Relevant 66% (75)  77% (83)
Partial relevant 26% (29)  16% (17)
Non-relevant 8% (9) 7% (8)

Table 1: Documents marked as relevant by the subjects in
the two interfaces. Relevance is expressed as one of three
levels: relevant; partial relevant, for example documents
about multimedia in response to a task on interfaces using
sound; and non-relevant, that is documents containing no
information relevant to the task.

Notable was the large proportion of time subjects
used on scanning full-text. On the average one-third
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Figure 2: The thematic map interface used in the experiment. The input area in the upper part of the display as well as the
list of document titles and authors to the right are identical to the boolean interface. On the map to the left documents are
shown as dark and bright dots. The terms on the map are supposed to describe the contents of the documents around them.
Documents retrieved by entering the query ‘user and interface’ are bright (yellow) on the map. The scrollbars next to the map
allow navigation when there is zoomed on a region of the map.

of the time used for searching was spend on inspecting
full-text, trying to judge relevance of the document or
to locate useful search terms.

Interface type
Time per task Boolean Visual
Mean 10.8 (6.2) 14.2 (7.0)
Minimum 1 2
Maximum 22 25

Table 2: Time elapsed searching per task, in minutes.
Searching in the visual interface is significantly slower than
using the boolean interface. 24 tasks were done in each
interface. Standard deviation is given in parenthesis.

4.2 Queriesand Terms

The difference in the use of queries in the two
interfaces is shown in Table 3. There is no statistically
significant difference between the numbers of queries
issued in the two interfaces (F(1,0.16), p > 0.6), but
there is a tendency towards issuing less complex
queries using the thematic map (t = 1.91, p < 0.07).
The average number of constituents of a query
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(counting terms and boolean operators), was 2.8 in the
thematic map as against 3.4 in the boolean interface.

Interface type
Boolean Visual

No. queries (N=105) (N=112)
Mean 4.4 (4.0) 4.7 (3.2)
Minimum 1 0
Maximum 17 11
Average number

of constituents 3.4 2.8

Table 3: Queries in the boolean and visual interfaces.
The table shows the average number of queries and query
constituents, i.e. terms and operators, used in solving a task.
One search task was solved exclusively using the thematic
map, hence zero as the minimum number of queries using
the map.

The think aloud protocol has been analysed
as to where the inspiration to search terms came
from. Inspiration to search terms is divided into four
categories: 1) inspiration from the text describing the
search task, 2) inspiration from association or ways
invisible in the think aloud protocol, 3) inspiration
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from the titles and full-text of documents, and 4)
inspiration from terms on the thematic map. Table 4
shows the distribution of term inspiration. The
thematic map seems to inspire subjects as often as do
the full-text or title of a document. Such inspiration
would typically involve the user seeing a term on the
map and then using that term in a query.

Interface type
Inspiration to Boolean Visual
terms from: (N=101) (N=091)
Task description 56% (57)  51% (46)
Association 34% (34)  30% (27)
Title/Full-text 10% (10) 9% (8)
Thematic map - 11% (10)

Table 4: Inspiration to search terms. The table shows the
number of search terms unique to each solution of a task
divided between different sources of inspiration.

4.3 Interacting with the Thematic Map

The subjects’ use of the thematic map, scanning of
titles, and inspection of full-text varied between the
interfaces. This search behaviour may be described
in terms of interaction shifts. An interaction shift is
a change from one interaction mode (e.g. formulating
queries) to another (e.g. scanning titles), as it can
be detected from the log and the wverbal protocol.
Significantly more interaction shifts happen when
using the VIRI than when using the boolean interface
(t = —2.957,p < 0.01). This is partly because 14
out of 24 tasks in the boolean interface was solved
by issuing one or more queries and then inspecting
titles and full-text. That way of solving a task involves
only one interaction shift, while the average number
of shifts in the VIRI were six. The analysis of
interaction shifts also show the different use of queries
in the two interfaces. With the boolean interface the
queries occur in sequences of average length 2.8, while
with the visual interface queries are interwoven with
browsing on the map and inspection of titles and full-
text (the average number of queries without interaction
shifts is 1.5).

Browsing on the map was preferred to scanning
list of titles/authors. In two out of three searches
the interaction with the visual interface started with
the formulation of a query; the remaining tasks were
begun by browsing the map. In the cases where the
interaction with the visual map began with a query the
first interaction shift often lead to the map; in 14 out of
24 search tasks the map is thus preferred to scanning
the list of titles and authors.

In the 24 tasks solved with the visual interface,
subjects directly interacted with the map in 16 tasks.
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It is difficult to quantify and evaluate search behaviour
on the thematic map. There are, however, four
prominent features of the use of the thematic map.
First, when browsing the map subjects tend to focus
on specific words or areas. In 14 out of 16 tasks solved
with the aid of the map, the subjects focused on a word
that was thought pertinent to the search task. During
a task concerning sound in user interfaces, one subject
said:

“User interfaces using sound ... then
there was, what was it | found ... it was
called ‘audio’ and ‘speech’ on the map,
because there are such words there [on the
map], | think I’ll zoom in and look if there
is something.”

There were also subjects who assumed that documents
relevant to the task should be found in one specific area
of the map. Focus on a particular area was observed
especially when there was a large proportion of hits
in one area of the map. Referring to a small area
containing a lot of retrieved documents one subject
said, “I’ll just try to look at that cloud over here [on
the map], to see why they are placed over here”.

Second, there were several examples where
subjects used the position of a document to judge its
relevance, and where subjects used the position of a
document on the thematic map to find other relevant
documents. Pondering the relevance of a paper called
“Relief from the audio interface blues” one subject
said: “Well, | would say it [the document] is relevant,
because it is next to the other [documents on the map
judged relevant]”.

Third, in a number of cases the interpretation
of the map and of the relation between documents
found adjacent on the map was haphazard. One
example of such interpretation occurred when one
subject focused on the rim of an area containing a lot
of retrieved documents. The subject did so searching
for documents on practical applications of GOMS.
Since GOMS is a theoretical model the subject thought
that relevant documents would be on the border of that
area.

Forth, several of the subjects lost track of their
task and browsed the map in a aimless way. This
phenomena was primarily seen in searches for well-
specified documents, where some subjects — when
they couldn’t find the document satisfying the task
description — looked several times at the same areas
and documents.

4.4 Subjective Satisfaction

Four out of six subjects expressed preference for the
thematic map interface over the boolean interface;
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they found the graphics pleasing, liked the overview
gained from browsing the map, and found inspiration
to formulating queries from the terms on the map.
The following quotes describe this: “I preferred the
graphical, it was more fun in some way. That’s
probably the best part about it [the thematic map]”,
and:

“On the one hand you’ve got the words

on the map and you can see how many

documents you’ve retrieved, so it was

faster to get an overview of your search:

did you retrieve few or many, how are

they placed in relation to each other [on

the map], are they close to each other or

more scattered.”

One subject preferred the boolean system only because
the window showing titles and authors was re-sizeable,
and one subject found the thematic structure too
difficult to understand.

Half of the subjects in the post-search interview
expressed difficulties in understanding the map. The
relation between terms and documents on the map was
thought to be unclear as was the thematic structure of
the map. One subject commented:

“I’m wondering about the categories
shown, they are a bit ... some of them
are main themes in computer science like
‘evaluation” and ‘usability’ that one can
relate to but something like ‘hand’ ... that
can mean anything.”

Also several subjects expressed surprise when they
inspected documents adjacent on the map and could
not tell what the documents had in common. One
subject remarked in the post-search interview: “One
hopes that when they [the documents] are close they
are about the same.” Asked if documents adjacent
did share a common theme the subject continued:
“Perhaps half of the times”.

5 Discussion

The hypotheses about VIRIs, outlined in Section 2, are
only weakly confirmed in this experiment. Thematic
maps used for IR did not improve the quality or
number of documents retrieved, nor was searching
faster.

However, thematic maps improve certain aspects
of IR: users find searching on the map pleasant,
prefer browsing to scanning list of titles, and get
inspired to search terms from the map. Why, then,
are the results of the retrieval process not improved?
One explanation might be that users lose focus on
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the search task, given the number of interaction
shifts between the thematic map and issuing queries,
and the aimless browsing on the map observed in
some search tasks. Both these distractions may also
result in a time overhead compared with the boolean
interface. Similar problems have been observed in
other empirical studies. Hertzum & Frakjeer (1996)
found that search time was negatively influenced by
the availability of several interaction modes. Chen
et al. (1998) reports that some users browsed the
thematic map in an aimless way; aimless browsing
is also reported in the literature on hypertext usage.
These problems might be inherent in the graphical,
non-sequential presentation of documents and in the
combination of browsing and query use.

One way of improving IR with thematic maps
might be to increase the understandability of thematic
maps. This study documents that users experience
problems with understanding the terms on the map
and the relations between documents. The difficulty
with understanding terms could be addressed by
adding more context to the terms presented on the
thematic map, e.g. by using phrases, sentences, or
groups of words. The understandability of relations
between documents might be improved by introducing
explicit connections between documents presented, as
in networks showing documents and terms (Fowler
et al., 1991). Several subjects wanted the possibility
of getting a part of the map presented as a list
of document titles/authors. They argued that the
manageable, linear structure of a list in certain
situations was preferable to the associative structure
of the map. Whether or not such changes to thematic
maps will improve IR remains to be empirically
investigated.

The present experiment supports the integration
of browsing using a VIRI and searching using queries.
Querying was used with the same frequency with
the thematic map and the boolean interface. Some
search tasks were successfully solved only using
the querying function of the map. Other work
comparing searching and browsing has also reached
this conclusion (Hertzum & Frgkjeer, 1996). It is much
too simplistic to assume that IR can be improved using
a browse-only thematic map, as in Lin (1997) and
Chen et al. (1998).

The generality of the above conclusions may
be questioned because of the relatively small
number of subjects and the unrealistic experimental
situation. Thus, further experiments should include
more subjects, investigate support for complex tasks
developing over time, and address the use of thematic
maps by subjects experienced with such interfaces.
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6 Conclusion

Contrary to the expectations raised in the literature,
this study did not find any quantitative improvements
of information retrieval using a thematic map.
However, subjects prefer the thematic map compared
with the boolean interface. The thematic map is
also extensively used in the information retrieval
process, for instance in finding useful search terms.
A problem with thematic maps is the distraction
caused by unfocused browsing and by shifts between
different interaction modes. The thematic map was
also misinterpreted with respect to relations between
documents, and the significance of terms displayed on
the map were not directly understandable.

In brief summary, this study and the few other
studies of thematic maps have shown that far more
work is needed to really improve information retrieval
by thematic maps.
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ABSTRACT

Usahility comprises the aspects effectiveness, efficiency,
and satisfaction. The correlations between these aspects are
not well understood for complex tasks. We present data
from an experiment where 87 subjects solved 20
information retrieval tasks concerning programming
problems. The correlation between efficiency, as indicated
by task completion time, and effectiveness, as indicated by
quality of solution, was negligible. Generadly, the
correlations among the usability aspects depend in a
complex way on the application domain, the user's
experience, and the use context. Going through three years
of CHI Proceedings, we find that 11 out of 19 experimental
studies involving complex tasks account for only one or
two aspects of usability. When these studies make claims
concerning overall usability, they rely on risky assumptions
about correlations between usability aspects. Unless
domain specific studies suggest otherwise, effectiveness,
efficiency, and satisfaction should be considered
independent aspect of usability and all be included in
usability testing.

Keywords
Usahility measures, effectiveness, efficiency, satisfaction,
information retrieval, usability testing, user studies

INTRODUCTION

Although the importance of usability is gaining widespread
recognition, considerable confusion exists over the actua
meaning of the term. Sometimes usability is defined quite
narrowly and distinguished from, for example, utility [11],
on other occasions usability is defined as a broad concept
synonymous to quality in use [2]. We adopt 1SO's broad
definition of usability [7] as consisting of three distinct
aspects:

e  Effectiveness, which is the accuracy and completeness
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with which users achieve certain goals. Indicators of
effectiveness include quality of solution and error
rates. In this study, we use quality of solution as the
primary indicator of effectiveness, i.e. a measure of the
outcome of the user’sinteraction with the system.

e Efficiency, which is the relation between (1) the
accuracy and completeness with which users achieve
certain goals and (2) the resources expended in
achieving them. Indicators of efficiency include task
completion time and learning time. In this study, we
use task completion time as the primary indicator of
efficiency.

e Satisfaction, which is the users comfort with and
positive attitudes towards the use of the system. Users
satisfaction can be measured by attitude rating scales
such as SUMI [8]. In this study, we use preference as
the primary indicator of satisfaction.

While it is tempting to assume simple, general relations
between effectiveness, efficiency, and satisfaction, any
relations between them seem to depend on a range of issues
such as application domain, use context, user experience,
and task complexity. For routine tasks good performance
depends on the efficient, well-trained execution of a
sequence of actions which is known to yield stable, high-
quality results [3]. For such tasks high-quality results are
routinely achieved, and task completion time may therefore
be used as an indicator of overal usability. For non-
routine, i.e. complex tasks, there is no preconceived route
to high-quality results, and good performance is primarily
dependent on conceiving a viable way of solving the task
[9, 14]. The efficient execution of the sequence of actions
is of secondary importance. Conseguently, efficient
execution of the actions may or may not lead to high-
quality results, and diligence is not even guaranteed to lead
to task completion. This suggests that, at least for complex
tasks, efficiency measures are useless as indicators of
usability unless effectivenessis controlled.

Nielsen & Levy [12] analyzed the relation between
efficiency and user preference in 113 cases extracted from
57 HCI studies. Their general finding was that preference
predicts efficiency quite well. However, in 25% of the
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cases the users did not prefer the system they were more
efficient in using. The ambition of finding a simple, genera
relationship between efficiency and satisfaction is therefore
questionable [see also 1]. Studies of, for example, specific
application domains may yield more precise and
informative models. With respect to the relationship
between satisfaction and effectiveness, Nielsen & Levy
[12] note that their very comprehensive literature survey
did not encounter a single study that compared indicators
of these two aspects of usability.

In this paper we investigate the connection between
efficiency, indicated by task completion time, and
effectiveness, indicated by quality of solution. Thisis done
by reanalyzing data from the TeSS-experiment [6] where
87 subjects solved a number of information retrieval tasks,
using four different modes of the TeSS system and
programming manuals in hard copy. In analyzing the data
we look for correlations between efficiency and
effectiveness across retrieval modes, tasks, and individual
subjects.

The purpose of this paper is to emphasize the importance
of accounting for all three aspects of usability in studies
that assess system usability, for example to compare the
usability of different designs. Effectiveness is often
difficult to measure in a robust way. This may be the
reason why several studies involving complex tasks refrain
from accounting for effectiveness and settle for measures
of the efficiency of the interaction process [for example, 5,
13]. These studies rest on the assumption that an efficient
interaction process indicates that the user aso performed
well in terms of crucial effectiveness indicators such as
solution quality. The TeSS-experiment illustrates that this
assumption is not warranted—unless it can be supported by
an argument that effectivenessis controlled.

The first two sections present the method and results from
the TeSS-experiment, establishing the argument that
efficiency and effectiveness are weakly—if at al—
correlated. Next, we discuss the genera relationship
between the three aspects of usability, exemplifying the
impact of our findings by studies from the CHI
Proceedings of the years 1997-99. We then discuss the
implications of our findings with regard to the selection of
usability measures. In the final section, we outline our main
conclusions concerning the weak and context-dependent
relation between the usability aspects.

THE TESS-EXPERIMENT

The purpose of the TeSS-experiment was to compare the
usage effectiveness of browsing and different forms of
guerying in information retrieval tasks concerning
programming problems. Further, the experiment aimed at
establishing a detailed description of the subjects
interaction with the TeSS system.
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Experimental Conditions

To solve the tasks the subjects needed information
concerning the development of graphical user interfacesin
the X Window System. Access to the necessary
documentation (approximately 3 Mb of text) was provided
through an experimental text retrieval system called TeSS
and by means of manuals in hard copy. TeSS can be
operated in four different modes, each providing the user
with a different set of retrieval facilities. Thus, the
experiment involves five retrieval modes:

e BROWSE. In TeSS, browsing can be done by
expanding and collapsing entries in the table of
contents and by searching the table of contents for
specific strings. The text itself is presented in separate
windows.

e LOGICAL. A mode of TeSS offering conventional
Boolean retrieval where queries are logical
expressions built of query terms, ANDs, ORs, NOTSs,
parentheses, and wildcards.

e VENN. In this mode of TeSS queries are expressed by
means of a Venn diagram which replaces Boolean
operators with a, supposedly, more immediately
understandabl e graphical image of intersecting sets.

e ALL. The whole of TeSS offering the combination of
BROWSE, LOGICAL, and VENN.

e PAPER. In this mode searching is done in hard copies
of the programming manuals, i.e. independently of
TeSS.

Subjects

The subjects were 87 students in their third year of a
bachelor degree in computer science. While the project was
a mandatory part of the students education, participation
in the experiment by allowing the data collection to take
place was voluntary and anonymous. The subjects were
first-time users of TeSS and had no prior knowledge of the
programming tools on which the tasks were based.

Tasks

In the TeSS-experiment each subject solved 20 information
retrieval tasks. As preparation, the subject completed two
practice tasks. The 20 tasks concerned whether and how
certain interface properties could be achieved in a
graphical user interface. To answer the tasks the subjects
had to identify the relevant user interface objects, e.g.
widgets, methods, and resources, and outline an
implementation. As the subjects were unfamiliar with the X
Window System, the tasks involved a substantial element
of learning in addition to the need for retrieving specific
pieces of information. Some tasks were formulated in the
context of the X Window System in general; others took
the user interface of TeSS as their point of departure. Two
examples of tasks used in the TeSS-experiment are:



Task 5. Radio buttons are used in situations where exactly
one option must be chosen from a group of options. Which
widget classis used to implement radio buttons?

Task 11. The caption on the button “done” should be
changed to “quit”. How is that done?

Procedure

The experiment was explained to the subjects at a lecture,
after which the subjects had ten days to compl ete the tasks.
The subjects received a manual for TeSS and a two-page
walk-up-and-use introduction. The system itself was
available on terminals to which students have access 24
hours a day. The manual searching was done in the library
where one of the authors was present three hours a day to
hand out tasks and receive solutions. Upon entering the
library, the subjects received hard copies of the three
manuals, a sheet with the proper task, and a log sheet with
fieldsfor starting time, finishing time, and solution.

The experiment employed a within-groups design where all
subjects solved the tasks in the same sequence and each
subject was required to use all retrieval modes. To avoid
order effects, the subjects were exposed to the retrieval
modes in a systematically varied order. The 20 information
retrieval tasks were clustered into five blocks. The first
block was solved with one of the five retrieval modes, the
second block with one of the remaining four retrieval
modes. Thus the permutations of the modes on the two first
blocks divided the subjects into 20 groups. The number of
subjects did not allow all 5! sequences of the five modes to
be included, and the 20 groups were not divided further.
Rather, the order of the three remaining modes was kept
the same within each group.

Data Collection and Analysis

The data collected in the experiment include a detailed log
of the subjects’ interaction with TeSS. The interaction log
gives a time-stamped account of the commands executed
by the subjects. It also includes task demarcation and
solutions reached, both obtained from a separate module
governing the subjects access to TeSS. This Task
Handling Module makes it possible to let the subjects work
unsupervised while at the same time enforcing a strict
experimental procedure. The Task Handling Module
presents the tasks to the subject one at a time, gives access
to the retrieval mode to be used by that subject when
solving that particular task, and records his or her solution.
For the PAPER retrieval mode, the subjects recorded their
starting time, finishing time, and task solution on the log
sheets.

The 87 subjects received 20 information retrieval tasks
each, giving a potential total of 1740 answers. However,
113 answers were not submitted; 19 were excluded because
they included a more than one hour long period with no
logged user activity; 17 were excluded due to technical
problems with TeSS; 14 were excluded because it was
impossible to judge the quality of the answer; and 2 were
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Grade Mnemonic Description

1 Very low Failure, acompletely wrong answer
2 Low Inadeguate or partially wrong answer
3 Medium Reasonable but incomplete answer

4 High  Good and adequate answer

5  Very high Brilliant answer

Table 1—The five-point scale used to grade the tasks

excluded because they were solved poorly in less than two
minutes, i.e, without any attempt to reach a solution.
Finally, 4 subjects were excluded because they clearly did
not take the experiment seriously. Thus, 11% of the
answers were not submitted or excluded. The analysis is
based on the remaining 1555 answers, the results of 648
hours of work performed by 83 subjects.

In this paper we focus on two aspects of the usability of
TeSS:

e Efficiency measured as task completion time, which is
extracted from the interaction log or the log sheets.

e Effectiveness measured as the quality of the solution,
which was assessed by one of the authors and
expressed by a grade on a five-point scale, see Table
1. As an example, a medium and a high quality
solution to task 5 (see above) must identify toggle
widgets as the relevant widget class. A brilliant answer
also explains the use of radio groups to cluster the
toggle widgets.

The following analysis is restricted to the 20 information
retrieval tasks—the bulk of our data. Data concerning user
satisfaction, measured as subjects preference for one or
the other retrieval mode, were collected for three
implementation tasks, which followed the information
retrieval tasks. The preference data show that the subjects
did not prefer the retrieval mode with which they
performed best. Rather, they overwhelmingly preferred
ALL, the retrieval mode where they did not exclude
themselves from any of the search facilities available in
BROWSE, BOOLEAN, or VENN [6]. This suggests that
user satisfaction is not simply correlated with performance
measures such as task completion time and grade. Thus, the
TeSS-experiment was another exception to the genera
finding of Nielsen & Levy [12] that users prefer the
objectively best system.

RESULTS OF THE TESS-EXPERIMENT

Table 2 shows the relation between task completion time
and grade for the 1555 tasks solved in the TeSS
experiment. A contingency analysis of this table suggests
that task completion time and grade are not independent
(4’116, N=1555]=47.81, p<0.001).

Task completion time for subjects receiving a certain grade
varies much, as can be seen from the large standard
deviations in Table 2. An analysis of variance shows



pletion P Pso Psg time for
time grade
Grade (no. (SD)
of obser-
vations)
5 17 35 33 31 31 24.27
(N=147) (20.62)
4 170 121 92 96 87 21.71
(N=566) (38.80)
3 37 48 55 38 38 24.70
(N=216) (26.18)
2 29 35 46 36 46 26.72
(N=192) (32.60)
1 58 72 85 110 109 28.94
(N=434) (27.35)
Median 4 4 3 3 3
grade 24 249 149 19 @19
(PZS'P75)

Table 2—Distribution of task completion time and grade for all
tasks in the TeSS-experiment (N=1555). The column to the left
shows the five grades given to the tasks, cf. Table 1. The next
columns show the number of tasks in each of five intervals
based on the 20, 40, 60, and 80 percentiles of task completion
time. The rightmost column shows the mean time in minutes for
a certain grade and, in parentheses, the standard deviation. The
bottom row shows the median grade for each time interval,
indicating the variation in grades by the 25- and 75-percentile.

significant variation in task completion times between
different grades (F[4,1550]=3.31, p<0.01). However, we
did not find any pairwise differences between grades using
Tukey's post hoc test at a five-percent significance level.

The tasks in any of the five intervals of task completion
times shown in Table 2 received markedly different grades.
Between time intervals there is significant variation in
grades (analysis of variance with time interval as the
independent and grade as the dependent variables,
F[4,1550]=9.10, p<0.001). Pairwise comparisons of the
five time intervals using Tukey’s post hoc test show that the
20% fastest solved task receive significantly higher grades
than the 60% slowest solved tasks. Similarly, solutions to
tasks in the Py-P4 time interval receive significantly
higher grades than solutions in the time intervals Pgy-Pg
and >Pg.

Spearman’s rank order correlation analysis shows that task
completion time and grade are significantly correlated in
tasks solved in the TeSS-experiment (rs=-0.156, two-tailed
p-level <0.001). Using more time for completing a task is
thus correlated with receiving a lower grade. However, the
correlation between time and grade is weak; only two
percent of the variation in grade can be predicted from task
completion time (r>=0.024). According to [4] a correlation
of this magnitude is negligible.
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Retrieval | Mean Median | r, p 1%
mode (no. | time grade

of obser- (SD) (P2s-P7s)

vations)

Browse 22.88 3 -0.150  0.008 @ 2.2
(N=310) (20.89) (2-4)

Logical 30.15 3 -0.089  0.119 -
(N=307) (34.70) (1-4)

Venn 25.79 3 -0.107  0.062 @ -
(N=305) (25.45) (2-4)

All 30.80 3 -0.128  0.030 16
(N=314) (51.84) (1-4)

Paper 15.66 4 -0.265 0.001 7.0
(N=319) (11.27) (2-9)

Table 3—Correlation between time and grade in different
retrieval modes. The first column shows the retrieval modes, and
the second and third columns the mean time in minutes and the
median grade for each mode. Columns four to six show the
Spearman correlation coefficient between time and grade r, the
significance level for the correlation p, and the strength of the
correlations at a five-percent significance level r2%.

To control for interplay between the design of the
experiment and the weak correlation found, we performed
apartial correlation analysis of the TeSS data. In the partial
correlation analysis, the influence from different tasks and
retrieval modes is removed from the correlation coefficient
between time and grade [4]. This analysis also reveals a
weak but statistically significant correlation between task
completion time and grade (Spearman’s partial correlation
coefficient  rtimegrade]  configuration,task]=-0.170,
p<0.001).

These analyses show that at the general level efficiency and
effectiveness are only weakly correlated. In spite of this,
time and grade could be correlated at a more detailed level
of analysis, hereby undermining the conclusion at the
general level. In the following sections we therefore
analyze whether time and grade are correlated for specific
retrieval modes, tasks, or subjects.

Correlation between Time and Grade for Different
Retrieval Modes

The retrieval modes LOGICAL and VENN—the only
retrieval modes requiring the subjects to formulate
gueries—do not show a significant correlation between
time and grade (see Table 3). The retrieval modes
BROWSE, ALL, and PAPER al show a statisticaly
significant but weak correlation between task completion
time and grade (r&% between 1.6 and 7.0). The tasks
solved in the retrieval mode PAPER have a numerically
larger correlation between time and grade than the other
retrieval modes. However, the correlation for PAPER is
still weak and not significantly different from the
correlations for BROWSE and ALL (Fisher's r-to-z
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Figure 1—Correlation between time and grade for different
tasks. The figure shows Spearman’s correlation coefficient (rg)
for each of the 20 information retrieval tasks. Each task has been
solved by between 69 and 81 subjects. Time and grade are
significantly correlated for tasks 11, 13, and 17. These tasks
appear as squares in the figure. The task identification
numbers begin at 3, because tasks 1 and 2 are tasks used
for training [6].

transformation, ALL vs. PAPER: z=-1.783, p>0.075,
BROWSE vs. PAPER, z=-1.504, p>0.133).

Correlation between Time and Grade for Different
Tasks

The correlation between task completion time and grade
varies somewhat across the tasks (see Figure 1). For 85%
of the tasks there is no correlation between time and grade.
However, three tasks show a significant correlation
between time and grade: task 11 (r&=-0.308, p<0.007), task
13 (r&=-0.387, p<0.001), and task 17 (r<=-0.232, p<0.040).
For these tasks between 5% and 15% of the variation in
grade can be predicted from time, where more time spent is
correlated with lower grade.

Task 11 and task 13 have a higher average grade than the
other tasks (task 11: mean grade 3.42, {[1393]=-3.734,
p<0.001; task 13: mean grade 3.72, t[1398]=-5.739,
p<0.001). Task 13 is also solved faster than the other tasks
(mean completion time 13.43 minutes, t[1398]=3.316,
p<0.001). The description of these tasks given to the
subjects specifies in detail some of the centra interface
objects of the tasks (see for example the wording of task 11
showed earlier). For task 17 it is only the relation between
time and grade that is significant, individually neither time
nor grade differs significantly from the other tasks.

Correlation between Time and Grade for Different
Subjects

Looking at the average performance of subjects, the tasks
solved by 12 of the subjects show a significant correlation
between time and grade (see Figure 2). These correlation
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Figure 2—Average time and grade for each of the 83 subjects
included in the data analysis. The horizonta line indicates the
overal mean grade (2.87), the vertica line the overall mean
time (25 min.). Subjects with a significant correlation between
time and grade appear as squares, other subjects appear as
triangles.

coefficients are all negative, suggesting that more time
spent is correlated with lower grade (rs between —0.758 and
—0.453). For 86% of the subjects, time does not predict
grade at all.

It is difficult to find a common denominator for the
subjects where time and grade are correlated. The average
time and grade of those subjects vary above and below the
mean time and grade for subjects (see Figure 2). However,
there is a significant difference between the grade for
subjects with a significant correlation between time and
grade and those without (Wilcoxon test, z=2.393,
p<0.017). Subjects who obtain a correlation between time
and grade did not use a specific retrieval mode for certain
tasks (Chi-sguare test of which retrieval mode was first
used, y°[4, N=12]=3.833, p>0.05).

Summary of Correlations between Usability Measures

Our analysis of the TeSS-experiment shows that efficiency
(measured as task completion time) and effectiveness
(measured as grade) are either not correlated or correlated
so weakly that the correlation is negligible for all practical
purposes. For the individual retrieval modes, a weak
correlation is found for three of the modes, while two of
the modes do not show any significant correlation between
task completion time and grade. Task completion time and
grade are not correlated for 85% of the tasks. Finaly, only
14% of the subjects display a significant correlation
between time and grade—for the large majority no
correlation is found. These results and the previous results
[6] concerning satisfaction and effectiveness (cf. the
section Data Collection and Analysis, last paragraph) show
that assumptions about correlations between effectiveness,
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Figure 3—The usability aspects measured in the 19 studies of
complex tasks from CHI '97 to CHI '99. Eight of these CHI-
studies include measures of all three usability aspects, seven CHI-
studies measure two aspects, and four CHI-studies only one

aspect.

efficiency, and satisfaction do not seem to hold in the
context of the TeSS-experiment.

CORRELATIONS BETWEEN ASPECTS OF USABILITY
We now extend the discussion of correlations between
aspects of usability by including studies of computer
support for complex tasks published in the CHI
Proceedings for the years 1997-99. A total of 19 studies
investigate aspects of usability in sufficient detail to enable
an analysis of their choice of usability measures, see Figure
3. Eight (42%) of the 19 studies cover all three usability
aspects. The other 11 studies, implicitly or explicitly, rely
on assumptions of correlations between the different
usability aspects, or seem confident that their choice of
only one or two aspects of usahility is sufficient to capture
overall usability.

The only CHI-study with an analysis of correlations
between the three aspects of usability

Of the eight studies including measures of all three
usability aspects, only the study by Walker et a. [17] has
analyzed the correlations between the aspects. Let us
summarize their study, so the reader can see that the
correlation analysis pays off.

Walker et a. compare two different designs of a spoken
language interface to email: (a) a mixed-initiative dialogue,
where the users can flexibly control the dialogue, and (b) a
system-initiative dialogue, where the system controls the
dialogue. The study measures effectiveness by qualitative
measures such as automatic speech recognition rejects,
efficiency by number of dialogue turns and task completion
time, and user satisfaction by a multiple-choice survey. The
results show that even though the mixed-initiative dialogue
is more efficient, as measured by task completion time and
number of turns, users prefer the system-initiative dialogue.

A correlation analysis with user satisfaction as the
dependent variable uncovers how “...users preferences are
not determined by efficiency per se, as has been commonly
assumed. One interpretation of our results is that users are
more attuned to qualitative aspects of the interaction.” [17,
p. 587]. The number of automatic speech recognition
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rejects contributes the most to user satisfaction. Walker et
al. suggest that the users preference for the system-
initiative dialogue arises from it being easier to learn and
more predictable. This result was contrary to the authors
initial  hypothesis and illustrates the importance of
measuring  efficiency, effectiveness, and satisfaction
independently, as opposed to basing conclusions about one
of them on measures of the others.

Two CHI-studies without any measure of effectiveness
Two CHI-studies concerning computer support for
complex tasks, entitled “Time-compression: systems
concerns, usage, and benefits’ [13] and “Effects of
awareness support on groupware usability” [5], do not
include any measure of the quality of the outcome of the
users' interaction with the system. Below we comment on
these two studies, and show how their conclusions about
overall usability are jeopardized by their incomplete choice
of usability measures.

In the first study, Omoigui et al. [13] analyze how time-
compression can be used to enable quick video browsing.
An experimental time-compression system was used for
comparing different granularities of the time-compression
(discrete vs. continuous) and differences in the latency
(long wait-time vs. no wait-time) experienced by users after
adjusting the degree of time-compression. Omoigui et al.
measure efficiency by savings in task time and the use of
time-compression, and they measure satisfaction by, e.g.,
user feedback and preference indicated by usage of time-
compression during video browse sessions. As already
mentioned, no effectiveness measures were employed,
although effectiveness could have been measured as the
accuracy and completeness of the subjects verbal summary
of each video. In the concluding remarks, Omoigui et al.
emphasize efficiency as the important aspect of time-
compression systems: “Quite surprisingly though, there are
no significant differences in the time-savings under the
three conditions. Thus the implementers are free to choose
the simplest solution...” [13, p. 142]. This conclusion
neglects the satisfaction measures, which indicate that real
differences might exist between the experimental
conditions: “... severa subjects commented in post-study
debriefing that the long latency and discrete granularity
conditions had affected their use of the time compression
feature. The subjects felt that they made fewer adjustments
and watched at alower compression rate when long latency
and discrete granularity were used.” [13, p. 141]. An
analysis of the correlations between the efficiency and
satisfaction measures might have shed further light on the
differences between conditions, as might solid measures of
effectiveness.

In the second study, Gutwin and Greenberg [5] analyze
whether enhanced support for workspace awareness
improves collaboration. In an experiment, they compare
users performance on two real-time groupware systems
where workspace miniatures were used to support



workspace awareness. The basic miniature shows
information only about the local user, the enhanced
miniature about others in the workspace as well. Efficiency
is measured by task completion time and communication
efficiency; satisfaction is measured as preference for one or
the other system. The correlations between the measures
are not analyzed, and no measure of effectiveness is
employed. The overall conclusion of the study is that
workspace-awareness information reduces task completion
time, and increases communicative efficiency and user
satisfaction. The support for this conclusion is weak. For
one out of the three task types, task completion time was
not reduced. For two task types out of the three, the
communicative efficiency was not increased. All 38
participants preferred the awareness-enhanced system,
suggesting that the employed measures of usability are
incomplete: “The overwhelming preference for the
interface with the added awareness information also
suggests that there were real differences in the experience
of using the system, but that our measures were insensitive
to these differences.” [5, p. 517]. These differences might
have been more explainable if the study had included
measures of effectiveness, making possible an analysis of
how users preferences were affected by the quality of the
outcome of their activities.

SELECTION OF USABILITY MEASURES

We believe that the weak correlation between
effectiveness, efficiency, and satisfaction has three
implications regarding the choice of measures in

evaluations of system usability.

Firgt, it isin general recommendable to measure efficiency,
effectiveness as well as satisfaction. When researchers or
developers use a narrower selection of usability measures
for evaluating a system they either (a) make some implicit
or explicit assumptions about relations between usability
measures in the specific context, or (b) run the risk of
ignoring important aspects of usability. In our analysis of
the CHI-studies we have shown how interpretation of
experimental data based on only one or two usability
aspects leads to unreliable conclusions about overall
usability. Given that the three usability aspects capture
different congtituents of usability—we have not seen
arguments to the contrary for complex tasks—there is no
subgtitute for including all three aspects in usability
evaluations.

Second, at the moment no clear-cut advice can be given
about which usability measures to use in a particular
situation. On the contrary, identifying the usability
measures that are critical in the particular situation should
be recognized as a central part of any evaluation of system
usability. This requires a firm understanding of how tasks,
users, and technology interact in congtituting the use
situations within the particular application domain [10, 16].
The study by Su [15] is an illustrative example of the kind
of work needed to distinguish and refine performance
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measures. Su investigated the correlation between 20
measures of information retrieval performance in an
academic setting, and suggests a best single measure (the
user’s perception of the value of the search result as a
whole) and best pairs of measures of information retrieval
performance. Such work may lead to the development of
reliable, domain-specific  collections of  critical
performance measures. General descriptions of the relation
between usability aspects[e.g. 12] will not aid the selection
of usability measures, since there is no way of knowing in
advance whether efficiency, effectiveness, and satisfaction
are actually correlated in a particular situation.

Third, effectiveness measures oriented toward the outcome
of the user's interaction with the system are gaining
attention in usability evaluation [2], although two of the
CHI-studies discussed earlier did not include such
measures. The development of valid and reliable outcome
measures is a prerequisite for assessing overall system
usability and is necessary for working systematically with
improving the usability of systems supporting users in
solving complex tasks.

CONCLUSION

The relations between efficiency, effectiveness, and
satisfaction—the three aspects of usability—are not well
understood. We have analyzed data from a study of
information retrieval and found only a weak correlation
between measures of the three usability aspects. Other
studies imply that for complex tasks in other domains, a
similarly weak correlation between usability measures is to
be expected. In general, we suggest that efficiency,
effectiveness, and satisfaction should be considered
independent aspects of usability, unless domain specific
studies suggest otherwise.

Studies that employ measures of only a subset of the three
usability aspects assume either that this subset is sufficient
as an indicator of overall usability or that the selected
measures are correlated with measures covering the other
aspects of usability. As we have exemplified with an
analysis of studies from previous CHI Proceedings, such
assumptions are often unsupported. Hence, these studies
jump to conclusions regarding overal usability while
measuring, say, efficiency only. This is a problem for the
HCI community, since more than half of the last three years
of CHI-studies concerning complex tasks do not measure
all aspects of usahility.

Usability testing of computer systems for complex tasks
should include measures of efficiency, effectiveness, and
user sdtisfaction. In selecting these measures, the
application domain and context of use have to be taken into
account so as to uncover the measures that are critical in
the particular situation. Discovering solid measures of
effectiveness seems especially critical.
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ABSTRACT
Reading of electronic documents is becoming increasingly
important as more information is disseminated

electronically. We present an experiment that compares the
usability of a linear, a fisheye, and an overview+detail
interface for electronic documents. Using these interfaces,
20 subjects wrote essays and answered questions about
scientific  documents.  Essays written using the
overview+detail interface received higher grades, while
subjects using the fisheye interface read documents faster.
However, subjects used more time to answer questions with
the overview+detail interface. All but one subject preferred
the overview+detail interface. The most common interface
in practical use, the linear interface, is found to be inferior
to the fisheye and overview+detail interfaces regarding
most aspects of usability. We recommend using
overview+detail interfaces for electronic documents, while
fisheye interfaces mainly should be considered for time-
critical tasks.

Keywords
Reading activity, electronic documents, information
visualization, user study, usability, information retrieval

INTRODUCTION

We investigate if interfaces using information visualization
techniques can support reading of electronic documents.
Although several interfaces for electronic documents using
information visualization have been proposed, little is
known about the usability of such interfaces. In an
experiment, we compare 20 subjects’ reading activity in a
linear, a fisheye, and an overview+detail interface. We
describe differences in usability between the three
interfaces, describe different patterns of reading between
interfaces, and illuminate some individual differences in
reading. Based on these differences, we offer advice to
designers of electronic documents regarding the usability of
linear, fisheye, and overview+detail interfaces.
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Our focus on reading of electronic documents has two
motivations. First, electronic documents are increasingly
being used in professiona activities and are widely read on
the World Wide Web, in online journals, and in electronic
newspapers. Sellen & Harper [27], describing the use of
paper and electronic documents among anaysts at the
International Monetary Fund, assess that 14% of the time
analysts worked with documents, they used electronic
documents only. Analysts used a combination of paper and
electronic documents 35% of the time. A study of World
Wide Web usage [7] found that users spend at least twice
as much time using the information they find, compared to
searching, browsing, or any other activity. Reading is the
main activity in using information. A study of the usage of
electronic journals [29] reports that 28% of a sample of 75
academics used such journals—mainly because of the
accessibility of the journals and because the academics
could read such journals at their desktop. Hence, improved
support of reading represents an important challenge to
interface designers with an impact on a range of activities
and alarge group of users.

Our second motivation stems from the belief that reading
play a central role in information access and use. When
users access a collection of electronic documents, they
most often face a problem that they believe can be resolved
by information in the collection [1,20]. Although gaining
an overview of the collection and formulating queries are
important  activities, the problematic situation that
motivated users to access the collection is ultimately
resolved through interacting with the documents [1]. Users
interaction with documents are both physical—such as
navigating to certain sections—and mental—such as trying
to grasp the intention of the author with a particular
sentence or to integrate the information in the document
with their own ideas. Interacting with and reading
documents are thus necessary for successfully resolving the
users’ problems. Much research has tried to improve users
information access and use by better search engines,
support for query construction, or collection overviews
[8,28]. Here we take a complementary approach, focusing
on the reading of individual electronic documents.

The remainder of this paper is structured as follows. First,
we sketch related research on developing more usable



electronic documents, focusing on the use of information
visualization techniques. Then, we present an experiment
comparing the usability of a linear, a fisheye, and an
overview+detail interface used for reading scientific
papers. Finaly, we discuss limits and benefits of the
overview+detail and fisheye interfaces, and draw some
implications for design of information access systems and
electronic documents.

RELATED RESEARCH

The problems users face when reading electronic
documents are well described, as are ways to improve the
readability and navigability of such documents (see
[11,21,22,26] for overviews). Here we briefly review
previous attempts to use information visualization
techniques for presenting electronic documents.

One group of interfaces for electronic documents shows a
graphical overview of the document separated from the
detailed content of the document [4,6,13,16] (See[24] for a
general discussion). Seesoft [13] maps source code into an
overview by letting one line of code correspond to a thin
row in the overview, color-coded to display useful
information about the program. In the Thumbar [16], a
graphical overview of World Wide Web pages is shown
next to the display of the page itself. Conceptsin the user’s
profile are highlighted both on the overview and on the web
page. Byrd [6] extends scrollbars for an interface that
presents electronic documents so that the distribution of
query terms in the document is shown on the scrollbar
using color-coding. This extension is believed to support
navigation in a document and to aid users in gaining an
overview of the distribution of query terms within the
document. Boguraev et al. [4] present automatically
generated summaries of electronic documents together with
an overview of the entire document. The user can use the
summaries to access the detailed content of the document.
While we know of no empirical evaluations of graphical
overview+detail interfaces for electronic documents,
studies of text overviews for electronic documents and
graphical overviews of hypertext suggest that overviews
might be effective [9,10]. Note aso the important
Superbook studies [12], which showed that an expandable
table of contents and a word lookup function improved
performance by 25% over searching in a paper manual.

Several attempts have been made at distorting parts of the
document [17,18,23,25]. The aim of the distortion is to
show the entire document at once or to make the salient
parts of the document visible. In the Document Lens
interface [25], all pagesin a document are shown laid out in
rows. The user can zoom in on pages to make them
readable using a rectangular focus, and pan making other
pages come into focus. The pages not in focus are distorted
to fit the area outside of the rectangular focus. Flip
zooming [17] uses a similar layout of pages, but can show
pages out of focus as a heading at readable size, rather than
distorting them. The fisheye view [15] shows only those
parts of a document that has a degree of interest above a
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certain threshold. The degree of interest for a part of the
document is calculated from an a priori measure of
importance, e.g. the part being a headline, as well as
distance between the part and the current point of view.
Kaugars [18] describe a system that presents electronic
documents in four increasingly informative ways, one of
which focus on the first couple of paragraphs that contain
guery terms. The rest of the document is distorted to fit the
remaining part of the window. Paez et al. [23] present an
interface for electronic documents, where the font size is
bigger for the title, headings, and key sentences than for
other parts of the document. Initialy, the entire document
is fitted on the screen. The user can then zoom in and read
the interesting sections. Paez et a. did not find the
zoomable interface for electronic document to be more
effective than hypertext. In general, little is known about
the usahility of distorted electronic documents.

EXPERIMENT

In the experiment, we compared how subjects reading
activity was supported by a linear, a fisheye, and an
overview+detail interface. Subjects answered questions
about object oriented systems development and wrote
essays that summarized and commented journal papers. We
analyzed usability differences between the interfaces by
grades given for the answers to the questions and the
essays, by satisfaction and preference data, and by a log of
the subjects’ interactions with the interfaces.

Interfaces

Figure 1 shows screenshots of the three interfaces used in
the experiment. In the linear interface, the document is
shown as a linear sequence of text and pictures, similar to
how documents are presented on paper and in most
interfaces for electronic documentsin practical use.

In the fisheye interface, certain parts of the document are
considered more important than other parts; these parts are
always readable. The remaining parts of the document are
initially distorted below readable size, but can be expanded
and made readable if the user clicks on them with the
mouse. The aim of the fisheye interface is to reduce the
time taken to navigate through a document and to support
readers in employing an overview oriented reading style—
first focusing on the important sections of the document,
then expanding sections and reading the details. All
sections can be expanded simultaneously, or returned to
their initial state, by selecting a menu item in a pop-up
menu.

Two measures are used to determine which sections to
consider important. First, research in automatic
summarization of documents suggests that sentences
selected from the beginning and end of a document unit are
among the best indicators of the content of that unit [5,19].
Hence, the first and last paragraph of a section is
considered important and is initialy readable; the other
parts of the section are considered to be less important and
are initialy distorted. This scheme is recursively applied to
subsections, so that when a section is expanded, only the



first and last parts of subsections are readable. Second,
empirical research has found that readers often attend to
and find certain components of a document especialy
useful [3,11]. Therefore abstracts and section headings are
always visible, and graphics and tables are diminished less
than text. In the fisheye interface, the initial size of the
documents used in the experiment was 25% of their size in
the linear interface.

In the overview+detail interface, the document is shown as
a linear sequence of text and pictures (the detail pane)
together with a tightly coupled overview of the document
(the overview pane). The position of the view of the
document shown in the detail pane is indicated in the
overview pane with a rectangular field-of-view. The field-
of-view can be dragged to change which part of the
document is shown in the detail pane. The user can aso
click on the overview, which changes which part of the
document that is shown in the detaill pane, effectively
functioning as a scrollbar. The overview pane is a semantic
zoom of the document, where section and subsection
headings are shown at a fixed size. The remaining text and
pictures in a section are zoomed to fit the space allocated to
show that section, determined by the ratio between the
length of that section in the detail pane, and the total length
of the document. For the six documents used in the
experiment, this ratio was on average 1:17. We believe that
the semantic zoom and the stability of the overview pane is
the main improvement over previous overview+detail
interfaces for electronic documents.

Executable Object Modeling with Statecharts
David Harel & Eran Gery, Computer, JULY 1997, 30 no. 7, 31-42
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For al three interfaces, the documents can be navigated
using the mouse or the keyboard and have immediate
feedback when scrolling. It is aso possible to highlight
words, which makes words in the document containing one
or more of the words entered by the user appear red.
Highlighted words are also shown in the overview pane and
in sectionsin the fisheye interface that are diminished.

Design

The experiment employed a 2x3 within-subjects factorial
design, with task and interface type as independent
variables. The experiment consisted of three sessions, in
each of which 20 subjects used one interface to solve a task
of each type. Each session lasted approximately one hour
and 45 minutes, for a total of 106 hours of experimental
data. Tasks and interfaces were systematically varied and
counterbalanced. We formed six groups based on all
sequences of interfaces. The tasks for these six groups were
found by randomly choosing latin squares such that the
three interffaces and the three sessions have an
approximately equal number of different tasks.

Subjects

The subjects in the experiment were students at the
Department of Computing, University of Copenhagen
(DIKU), who chose to participate in a course involving the
experiment. The subjects had studied computer science for
amean time of 6.5 years. Of the 20 subjects, 15 were males
and five females, with a mean age of 27. Sixteen subjects
reported to use computers every day, four subjects several
times a week. Fourteen subjects had self-reported
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Statecharts, popular for modeling system behavior in the structural analysis
paradigm, are part of a fully executable language set for modeling
object-oriented systems. The languages form the core of the emerging Urified
Modeling Language

Models for the developmert of object-oriented systerms should be behaviorally
expressive and rigorous as well as iruitive and well structured. Thus, any
modeling approach must be detailed and precise enough to produce fully
executable models and permit the automatic syrthesis of efficient code in
languages such as C++

Most 00 modeling methodiologies specify a model through graphical
notations. Entity-relationship-like diagrams typically specify object classes and
their interrelationships, and there is some way to describe what objects do and
how they interact. Most methodologies also adopt a state-based formalism to
specify behavior, using statecharts[1] or some sublanguage thereof

However, many methodologies fail to rigorously define the semartics of the
languages. Witholtt a rigoroLis semartic definition, precise model behavior over
time is not well defined and full executability and automatic code syrthesis is
impossible. Adopting a richly expressive behavioral language like statecharts
makes modeling easier, but requires great care in defining the way it integrates
with the other parts of the model. Statecharts must capture not only the state of
the object as a precondition to service requests, but also the dynarics of the
object's internal behavior in responding to those requests and in maintaining
relationships with other objects

These issues are complicated and go beyond recommending a modeling
approach or methodology—they are language design concerns, requiring
rigorous mathematical underpinnings. Both syntax and semartics must be fully
worked oLt any possible combination of constriicts must be clearly
characterized as syntactically legal or illegal, and each legal combination must
be given a unique and formal mearing

To address these needs, we embarked on an effort to develop an integrated
set of diagrammatic languages for object modeling, built around statecharts,
and to construct a supporting tool that produces a fully executable model and
allows automatic code syrthesis. The language set includes two constructive
modeling languages (languages containing the information needed to execute
the model or translate it into executable code)

* Object-made! diagrams specify system structure by identifying object
classes and their multiplicities, object relationships and roles, and
subclassing relationships.

* Statecharts describe system behavior. A statechart attached to a class
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Statecharts, popular for modeling system behavior in the structural analysis
paradigm, are part of a fully executable language set for modeling
object-oriented systems. The languages form the core of the emerging Unified
Modeling Language.

Models for the development of object-oriented systems shouild be behaviorally
expressive and rigorous as well as intuitive and well structured. Thus, any
modeling approach must be detailed and precise enough to produce fully
executable models and permit the automatic synthesis of efficient code in
Uages such as C++

e

Qur current implementation framework is based on C++, which is natural
given its status in the OO language community. However, this is more a matter
of corvenience, so that models contain actions and operations written directly
in the implementation language. This, in turn, makes it relatively easy to plug in
a framework based on another language, such as Ada, Smalltalk, Java, or even
on a set-based language.[5] However, what programming language is chosen
as the implementation framework has little bearing on our modeling and analysis
approach. Rhapsody supports the modeling process in its entirety, so once we
chose C++ for our initial implementation, it became natural to use it for the
detail level of the model, too

RAILCAR SYSTEM

To explain the properties of our language set, we use the atomated railcar
system in Figure 1, inspired by Yered Gafni. Six terminals are located on a
cyclic path. Each pair of adjacent terminals is connected by two rail tracks, one
for clockwise and one for counterclockwise travel. Several railcars are available
to transport passengers between terminals. A control center receives,
processes, and sends system data to various components.
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Statecharts, popular for modeling system behavior in the structural analysis
paradigm, are part of a fully executable language set for modeling
object-orierted systems. The languages form the core of the emerging Unified
Modeling Language

Models for the development of object-oriented systems should be behaviorally
expressive and rigorous as well as infuitive and well structured. Thus, any
modeling approach must be detailed and precise enough to produce fully
executable models and permit the automatic synthesis of efficient code in
languages such as C++

Most 0O modeling methodologies specify a model through graphical
notations. Entity-relationship-like diagrams typically specify object classes and
their interrelationships, and there is some way to describe what objects do and
how they interact. Most methodologies also adopt a state-based formalism to
specify behavior, using statecharts[1] or some sublanguage thereof

However, many methodologies fail to rigorously define the semantics of the
languages. Without a rigorous semantic definition, precise model behavior over
time is not well defined and full executability and automatic code synthesis is
impossible. Adopting a richly expressive behavioral languiage like statecharts
makes modeling easier, but requires great care in defining the way it integrates
with the other parts of the model. Statecharts must capture not only the state of
the object as a precondition to service requests, but also the dynamics of the
object's internal behavior in responding to those requests and in maintaining
relationships with other objects.

These issues are complicated and go beyond recommending a modeling
approach or methodology—they are language design concerns, requiring
rigorous mathematical underpinmings. Both syntax and semantics must be fully
worked out: any possible combination of constructs must be clearly
characterized as syntactically legal or illegal, and each legal combination must
be given a unique and formal meaning

To address these needs, we embarked on an effort to develop an integrated

set of diagrammatic languages for object modeling, built around statecharts, and

to construct a supporting tool that prodiuces a fully executable model and allows

automatic code synthesis. The language set includes two constructive modeling

languages (languages containing the information needed to exectite the model
or translate it into executable code)
+ Object-mode! diagrams specify system structure by identifying object
classes and their multiplicities, object relationships and roles, and
subclassing relationships

* Statecharts describe systermn behavior. A statechart attached to a class
sbecifies all behavioral asnects of the obiects in that class

Figure 1—The linear (left), fisheye interface (middle), and overview+detail interface (right). The fisheye interface has certain
parts of the document distorted below readable size. The distorted sections can be made readable by clicking on them with the
mouse. The right part of the overview+detail interface is the detail pane, which is similar to the linear interface. The left part
of the window is the overview pane, which shows the entire document zoomed to fit the window height. At the top of the
overview pane is shown the field-of-view (dark gray area), which can be moved and dragged to change the content of the
detail pane.
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familiarity with object oriented systems development from
courses, 11 subjects had such familiarity from systems
development projects.

Tasks and Documents

The subjects were given two types of tasks. essay tasks and
guestion-answering tasks. The essay tasks and the question-
answering tasks correspond to two of what has been
suggested as four typical reading tasks: reading-to-learn-to-
do and reading-to-do [26]. In essay tasks, subjects read a
document to learn the main content of that document.
Afterwards and without access to the document, they wrote
a one-page essay, stating the main theses and ideas of the
document. Subjects were aso requested to give
approximately one page of comments about the document,
which could serve as sarting points for a classroom
discussion. The subjects received the description of the
tasks before beginning to read the document. After writing
the essays, subjects were asked to answer six questions
about the document just read. The subjects did not know
these questions while reading the document; we therefore
cal these questions incidental-learning questions.
Examples of incidental-learning questions include: “Which
integrity problems can occur in what the author calls the
simple business application architecture?” and “Which
problems did the authors experience with respect to using
object oriented databases?’

The second task type was question-answering tasks, where
subjects answered six questions about a document, one
guestion at a time. The six questions were varied as to 1)
position in the document where the answer can be found (in
the first or last part of the document); 2) how easily
accessible the sentences or sections containing the answer
are (whether they are near section beginnings, tables or
figures); and 3) the usefulness of the words describing the
question as terms for highlighting (whether or not the
question contained terms that were located near the
answer). Three examples of questions are: “What is,
according to the paper, the biggest problem in relation to
automatically transforming procedural code to object
oriented code?’, “What is the difference between structural
and behavioral inheritance?’, and “What is according to the
author the difference between analysis and design?”.

The documents used in the experiment were six IEEE
journal papers, chosen from the top documents retrieved in
response to a query on “user oriented systems development
object oriented uml” in the Digital Library Initiative test
bed at University of Illinois at Urbana-Champaign [2]. The
paper versions of the documents were between 8 and 14
pages, contained on average four figures, and included one
document with tables and one document with formulae. No
subjects indicated that they previously had read any of the

papers.

The descriptions of the tasks, the answers to tasks, the
training material, and the satisfaction questionnaires were
all in the native language of the subjects, Danish.

Dependent Measures

We measure the usability of the three interfaces by
including measures of effectiveness, satisfaction, and
efficiency, as recommended in [14]. Effectiveness of the
interaction with the three interfaces is measured as the
grade received for the answers to the tasks. The answers
were graded blind by the first author, i.e., without any
knowledge of which subject had made the answer or with
which interface the answer had been made. We used a five
point grading scale, ranging from zero—a missing or
completely wrong answer—to four—an outstanding and
well-substantiated answer. Table 1 shows an explanation of
the grades. For the question-answering tasks, grades were
given according to how many aspects of the question the
answered covered. A classification of main ideas in the
documents and important aspects of questions were
developed to assist grading. For the incidental-learning
guestions, we counted the number of correct answers,
resulting in a score from 0O to 6. Subjects in the experiment
graded three randomly chosen sets of answers to the
experimental tasks, as well as their own answers. They
used the same scale for grading as the author. We wanted to
use their grading as a subjective perception of the quality of
the answers to the tasks.

Satisfaction was measured in three ways. After using each
interface, subjects answered twelve questions about the
perceived usability of the interface and their experience
with solving the tasks. After having used &l three
interfaces, subjects indicated which they preferred. Subjects
also wrote comments about the interfaces after using each
of them, and described why the preferred using one of the
interfaces.

The subjects’ interactions with the three interfaces were
logged. The main efficiency measure, time usage, is
derived from the data logged. No time limit was imposed
on the tasks. However, subjects were made aware of how

Grade |[Meaning

0 |Completely wrong or missing answer.

1 |Poor or imprecise answer. The answer is incomplete,
describing only one aspect of the question, or is only
partially correct.

2 |Average answer. The answer describes relevant aspects
of the questions and is in reasonable agreement with the
document. For essays tasks, the comments raise some
relevant problems in the paper and are substantiated.

3 |Good answer. The answer describes many relevant
aspects of the document and is in complete agreement
with the document. For essay tasks, the comments raise
relevant questions and are well substantiated.

4 |Outstanding and completely adequate answer. The
answer describes all relevant aspects of the question,
includes additional relevant information, and is clearly
written. For the essay tasks, the comments raise important
guestions in a thorough and substantiated way.

Table 1—The grading scale used for grading the
experimental tasks.



much time they had used when reading one paper for more
than one hour, or when they took more than 30 minutes to
answer one of the six questions about a document.

Procedure

The experiment took place in a room without external
disturbances, where two subjects participated at a time.
Upon arriving, the subjects were told about the purpose of
the experiment. Next, subjects filled out a questionnaire
about age, sex, their use of computers, the use of computers
to read scientific documents, and their familiarity with the
object oriented systems development. Then, subjects were
trained in using the three interfaces until they felt confident
in operating these. Training was supported by a two-page
description of the specifics of operating the interfaces. The
subjects also completed three training tasks, which
introduced the subjects to the interfaces, and the question-
answering and essay tasks. The mean time used to complete
the training tasks was 35 minutes. After training, the
subjects completed the first session of the experiment.
Subjects returned the next day to the lab and completed the
remaining two sessions.

The subjects received the tasks on sheets of paper, on
which they also wrote the answers for the question-
answering tasks. When subjects finished reading
documents they were writing essays about, they received
paper and pencil for writing the essay. The subjects were
not alowed to write notes while reading the documents
they wrote essays about.

Approximately four days after participating in the
experiment, subjects received the documents used in the
experiment, four sets of answers to the experimental tasks,
including their own, and instructions on how to grade the
answers. Subjects did not receive information on who had
made the answers or the interface used for making the
answer.

Data Analyses

Of the 20*3 possible solutions to the essay tasks, one
subject did not complete a task, and one task was dropped
because of a time usage three interquartile ranges above the
75-quartile, leaving 58 observations. For the question-
answering tasks, out of 360 (20* 3*6) possible answers, one
subject failed to complete the task, leaving 354 answers.
One subject’'s grading of one answer in a question-
answering task was not done. We analyzed the data by

ANOV As with interface type, task, session, and subject as
independent variables. Essay tasks and question-answering
tasks were analyzed separately. All post-hoc tests were
done using a Bonferroni test at a 5% significance level.

RESULTS

The results are divided into questions of how effectively
subjects read documents, the subjects’ satisfaction, and the
subjects efficiency. We aso describe some differences in
how documents are read in the three interfaces.

Effectiveness—Grades and Incidental Learning

The effectiveness measures are summarized in Table 2.
Using the author’s grading of the 58 essay tasks, we find a
significant influence of interface on the grade obtained,
F[2,32]=4.16, p<.05. A Bonferroni post-hoc test shows a
significant difference at the 5% level between the
overview+detail and the two other interfaces, suggesting
that essays written after reading documents with the
overview+detail interface receive higher grades. We find
no significant difference between interfaces using the
subjects own grading of the essay tasks, F[2,33]=.473,
p>.6.

The number of correctly answered incidental-learning
guestions is significantly different between the three
interfaces, F[2,32]=6.804, p<.005. A post-hoc test shows
that subjects using the fisheye presentation answered
significantly fewer incidental-learning questions than
subjects using the linear and overview+detail interface.
Subjects using the fisheye interface answered on average
0.78 and 1.16 fewer questions than subjects using the linear
and overview+detail interface, respectively.

For the question-answering tasks, no influence from
interface was found on subjects grading, F[2,312]=.121,
p>.88, or on the author’s grading, F[2,313]=.179, p>.83.

Satisfaction

Nineteen of the subjects prefer using the overview-+detail
interface; one subject prefers the linear interface. In their
moativation for preferring the overview+detail interface, 10
subjects mention the overview of the documents structure
and titles as an important reason; six subjects mention that
the overview+detail interface support easy navigation.

Table 3 shows the subjects answers to the questionnaires
filled out after using each of the interfaces. We compared
the answers using paired t-tests with a Bonferroni-

Interface Essay tasks (N=58) Question-answering tasks (N=354)
Author’s Subjects’ No. correct incidental- Author’s grading Subjects’ grading
grading grading learning questions

Linear 2.00 (.86) - 2.35 (.75) 4.20 (1.24) + 1.99 (.94) 2.63 (.93)

Fisheye 1.95 (.78) - 2.32 (.67) 3.42(1.22) - 2.04(1.04) 2.68 (.91)

Overview+Detail 2.47 (.84) + 2.53 (.61) 4.58 (1.22) + 2.08 (1.03) 2.66 (.95)

Table 2—Effectiveness of the three interfaces. The table shows the first authors grading of the experimental tasks, the
subjects own grading, and the number of correct answers to incidental learning questions. Standard deviation is given in
parentheses. A plusindicate a significant difference at a 5% significance level to the interfaces marked with minus.
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adjustment of 0.05/12*3=.0013. The overview+detail
interface is preferred to the two other interfaces overall, as
well on the dimensions terrible-wonderful, and frustrating-
pleasant. Subjects score the fisheye interface significantly
lower on the dimension confusing-clear than the
overview+detail interface. Subjects also score the
overview+detail interface higher compared to the linear
interface on the question whether the documents were easy
or hard to overview. Note, that this question is not as
leading in Danish as in the English trandation given here.
We find no difference for the questions intended to
investigate whether the subjects perception of their tasks
differed between interfaces.

Efficiency

Table 4 summarizes the time usage for the part of the essay
tasks where subjects read the document, and for reading
and writing the answers for the question-answering tasks.

We find a significant difference in time used for the essay
tasks, F[2,32]=4.92, p<.014. A post-hoc test shows that the
fisheye interface is significantly faster than the linear and
the overview+detail interface; subjects complete essay
tasks 16% faster.

For the question-answering tasks, we find a significant
difference  in time usage between interfaces,
F[2,313]=4.235, p<.015. A post hoc test confirms that tasks
solved with the overview+detail interface took
approximately 20% longer than tasks solved with the linear
interface. No difference is found between the linear and the
fisheyeinterface.

Interface Essay tasks Question-
(N=58) answering tasks
(N=354)
Linear 44.4 (11.9) - 5.9 (3.5) +
Fisheye 37.4 (12.4) + 6.6 (4.3)
Overview+Detall 445 (12.2) - 7.1(4.1)-

Table 4—Mean time usage in minutes for essay and each
of the six questions in question-answering tasks, standard
deviation is given in parenthesis. A plus denotes a
significant difference to the interfaces marked with a minus
at a 5% significance level.

Reading Patterns

From the logged interaction data, we are able to identify
three patterns in how subjects read documents before
writing essays. First, we describe subjects’ reading of
documents in three phases: initial orientation, linear read-
through, and review (see table 5). In the initial orientation
phase, subjects navigate through the document, looking
especialy at the abstract, the introduction, and the
conclusion. In the linear read-through phase, subjects read
through the document, often with regressions and skips
forward to unread parts of the document. In the reviewing
phase, subjects seemed to be reviewing important parts of
the document. Note how only 30% of the subjects spend
time in the initia orientation phase, athough the fisheye
interface seems to invite this behavior compared to the
other two interfaces. Fewer subjects seem to be reviewing
documents using the overview+detail interface and to use a
smaller proportion of the total reading time to do so.

Satisfaction question Linear (N=20) Fisheye (N=20) Overview+Detail
(N=19)
Overall reaction to the system:
Very Poor - Very Good 3.60 (1.27) - 3.68 (1.25) - 5.35(.88) +
How was the system to use:
Terrible - Wonderful 3.55(1.19) - 3.74 (1.05) - 5.15 (.67) +
Hard — Easy 5.85 (1.35) 5.68 (1.29) 6.20 (.83)
Frustrating — Pleasant 3.57 (1.33) - 3.63 (1.42) - 5.55 (.83) +
Boring — Fun 3.25 (.91) 3.63 (.83) 4.57 (.94)
Confusing — Clear 5.38 (1.61) 4.58 (1.54) - 6.15 (.93) +
How do you perceived the tasks just solved:
Very Challenging - Very Easy 4.53 (1.16) 4.79 (1.08) 4.68 (1.08)
Were your answers to the tasks:
Very poor - Very good 4.20 (.95) 3.63 (1.12) 4.33 (.77)
How much did you learn from reading the papers:
Learned nothing - Learning a lot 4.40 (1.23) 3.95 (1.58) 4.07 (1.13)
Were the papers just read:
Hard to understand - Easy to understand 4.60 (1.23) 4.13 (1.33) 4.65 (1.18)
Hard to overview - Easy to overview 3.35(1.73) - 4.05 (1.34) 5.25 (1.26) +
Was information in the two papers just read:
Hard to locate -Easy to locate 3.95 (1.47) 4.18 (1.24) 4.65 (1.38)

Table 3—Mean scores for the 12 satisfaction questions for each interface. The first column in the table shows the question
asked to the subjects (in italics), and the two extreme values showed on the seven-point differential scale that the subjects
marked their answer on. Low scores were given to the negative concept of the differential scale. The next three columns
show the mean scores for the three interfaces, with standard deviation given in parenthesis. A plus denotes a significant
difference to the interfaces marked with a minus, using a Bonferroni adjustment of .0013.
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Interface Initial Linear read-| Review
orientation through

Linear (N=20) 4 (7 min) | 20 (37 min) | 13 (10 min)

Fisheye (N=19) 9 (11 min) | 19 (26 min) | 16 (7 min)

Overview+Detail | 4 (7 min) 19 (39 min) | 10 (8 min)

(N=19)

Table 5—Reading phases for essay tasks. The table shows
the frequency of the initial orientation, the linear read-
through, and the review phase for the three interfaces. In
parentheses is shown the average duration of the phase for
subjects where we identified the phase. We have only
counted phases that last more than 1/20 of the total reading
time.

Second, we find substantial individual differences in the
time used and grade obtained, in how subjects read the
documents, and in which input method they used. The
fastest subject spent on average 24 minutes to read the three
documents used for essay tasks; the slowest subject used
2.5 times more. Incidentally, both subjects essays received
an average grade of 1.67. Two subjects read al their
documents from one end to the other; four subjects used
only a brief review; four subjects had both an initia
orientation phase and a review phase in all of their essay
tasks; and ten subjects read the documents in a more
complex way. Four subjects solved al their tasks using the
keyboard for input, and three subjects used only the mouse.

Third, the preferred mode of interaction for the three
interfaces differs. For essay tasks, 11 subjects used mainly
the arrow keys and page up/down to navigate through the
document in the linear interface; three subjects used mainly
the scrollbars. In the fisheye interface, subjects equally
used the scrollbar and the keyboard to navigate in the
document. In the overview+detail interface users are
equaly likely to use the scrollbar and the keyboard.
However, 25% of the times subjects scroll through a
document they used the overview pane as a scrollbar.
While this difference superficialy seems to be a natural
choice of input method given the need to expand fisheye
sections and the availability of a clickable overview pane,
we think it might suggest differences in the way documents
are read. The keyboard only allows linear navigation, while
the scrollbar also alows jumping around the document.

DISCUSSION

The overview+detail interface supports reading electronic
documents better than the linear and fisheye interface. The
subjects’ answers to essay tasks are graded higher when the
overview+detail interface is used. Subjects also strongly
prefer the overview+detail interface to the two other
interfaces, pointing out that it supports navigation and helps
to gain an overview of the structure of the document. The
overview pane seems to support these activities, which
pose well-known problems to readers of linear
presentations of documents [22]. We think our data should
encourage designers of electronic documents to use
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overview+detail interfaces to improve reading effectiveness
and users satisfaction.

It is puzzling that subjects use significantly more time for
the question-answering tasks in the overview+detail
interface compared with the other interfaces. It has been
suggested that overviews impede performance for certain
tasks [10,30]. We speculate that the overview pane in some
situations attracts the subjects’ attention, either distracting
them or supporting useful associations. For the question-
answering tasks, the overview pane might primarily be
distracting, causing subjects to further explore the
document, even when they have already found a reasonable
answer to the question.

In the fisheye interface, subjects efficiently read documents
for writing essays. Subjects spend less time in the linear
read-through phase compared to the other interfaces. The
fisheye interface seems to support subjects in efficiently
grasping the main ideas using an overview oriented reading
style. The subjects satisfaction with the fisheye interface
suggests that they in general do not like to depend on an
algorithm that determines which sections to distort. The
relatively low score for the essay tasks and the low
incidental learning scores indicate that designers should be
cautious in using fisheye interfaces for tasks that require a
document to be fully understood. We interpret these
findings to suggest that the fisheye interface is mostly
useful for tasks that are time critical, for example relevance
judgments.

Our study has at least five limitations, which could make
the topic of further research to support reading of electronic
documents with information visualization techniques. We
have only considered two types of motivations for reading
documents (reading-to-learn-to-do and reading-to-do);
reading to judge the relevance of a document is another
important activity that would be useful to support. Second,
we need to consider how reading document types different
from scientific documents might be supported. Third, our
exploration of how reading of electronic documents might
be supported should be replicated and extended for real-life
reading tasks. Fourth, we think further exploration of
effective semantic zooming for electronic documents is an
important area for further research. While our results
suggest that subjects like to be able to read the headlines of
sections on the overview pane and to recognize figures and
tables, it is not clear if subjects benefit from the large areas
of non-readable text on the overview. Finally, we want to
examine closer the individual differences in preferred
reading and interaction patterns.

CONCLUSION

In an experiment, we compared the usability of three
interfaces for electronic documents based on information
visualization techniques. We also investigated the reading
patterns of 20 subjects using these interfaces. We find that
subjects prefer the overview+detail interface and with this
interface write essays that receive a higher grade. Subjects
complete essays faster with the fisheye interface, but seem



to gain a less complete understanding of the documents
read. Subjects take longer time using the overview+detail
interface for answering questions, suggesting that the
overview might distract them or lead to unnecessary
exploration of the document. We aso found different
reading patterns between the interfaces. The most common
interface in practical use, the linear interface, isfound to be
inferior to the fisheye and overview+detail interfaces
regarding most aspects of usability.

Since reading of electronic documents plays a crucial role
in information access and use, our results suggest that these
activities might be supported through a focus on reading
and interaction with electronic documents. We recommend
designers of electronic documents to use overview-+detail
interfaces for electronic documents. Fisheye interfaces will
mostly be useful for time-critical tasks when gaining a
more complete understanding of the document is less
important. Further research should explore individua
differences in reading patterns and investigate how
different reading tasks might be supported.
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The literature on information visualization establishes the usability of overview+detall
interfaces, but for zoomable user interfaces, results are mixed. We compare
overview+detail and zoomable user interfaces to understand the navigation patterns and
usability of these interfaces. The difference between these interfaces is the presence or
absence of an overview of the information space. Thirty-two subjects solved navigation
and browsing tasks on maps organized in one or multiple levels. Overall, users perform
better with the multi-level map. We find no difference between interfaces in subjects
ability to solve tasks correctly. Eighty percent of the subjects prefer the overview-+detail
interface, stating that it supports navigation and helps keep track of their position on the
map. However, subjects are faster with the zoomable user interface when using a multi-
level map. The combination of the zoomable user interface and the multi-level map also
improves subjects recall of objects on the map. Switching between overview and detail
windows was correlated with higher task completion time, suggesting that integration of
overview and detail windows require mental and motor effort.

" This work was done while the first author was visiting the Human-Computer Interaction Laboratory at the
University of Maryland.
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Categories and Subject Descriptors: H.5.2 [Information I nterfaces and Presentation]:
User Interfaces—Eval uation/methodol ogy, Interaction styles; 1.3.6 [Computer Graphics]:
Methodology and Techniques: Interaction techniques

Genera Terms: Experimentation, human factors, measurement, performance

Additional Key Words and Phrases: Information visualization, zoomable user interfaces
(ZUls), overview+detail interfaces, navigation, usability, maps, overviews

1 Introduction

Information visualization [Card et a. 1999] has become a successful paradigm for
human-computer interaction. Numerous interface techniques have been proposed and an
increasing number of empirical studies describe the benefits and problems of information
visualization, e.g. Beard & Walker [1990], Schaffer et al. [1996], Hornbak & Frokjaar
[1999], Chen & Czerwinski [2000]. Overview+detail and zoomable user interfaces have
been extensively discussed in the literature on information visualization. Overview+detail
interfaces [Plaisant et a. 1995] show the details of an information space together with an
overview of the entire information space. Overview+detail interfaces can improve
subjective satisfaction, e.g. North & Shneiderman [2000], and efficiency, e.g. Beard &
Walker [1990]. Zoomable user interfaces [Perlin & Fox 1993] organize information in
space and scale, and use panning and zooming as their main interaction techniques.
Research prototypes of zoomable user interfaces include interfaces for storytelling [Druin
et a. 1997], web browsing [Hightower et al. 1998], and browsing of images [ Combs &
Bederson 1999]. However, few empirical studies have investigated the usability of
zoomable user interfaces and the results of those studies have been inconclusive.

In this article we empirically investigate zoomable user interfaces by comparing them
to the successful overview+detail interfaces. We compare what the literature suggestsis
the best implementation of both kinds of interface. However, in interfaces where zooming
and panning are possible, both the zoomable user interface and the overview+detail
interface should offer those interaction techniques. Not including zooming and panning
would make a poor overview+detail interface and a biased comparison. In this
experiment the difference between overview+detail and zoomable user interface is
therefore the presence or absence of an overview. With this focus, we investigate:

— How does the presence or absence of an overview affect usability;

— How does an overview influence the way users navigate information spaces,; and

— How do different organizations of information spaces influence navigation patterns
and usability.

With thiswork we aim to strengthen the empirical literature on zoomable user interfaces,
thereby identifying challenges for researchers and advising designers of user interfaces.

In the next section, we review the literature on overview+detail and zoomable user
interfaces. Then, we present our empirical investigation of differencesin navigation
patterns and usability with and without an overview. Finaly, we discuss the trade-off
between time and satisfaction in such interfaces and explain the interaction between
differently organized information spaces and usability.
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2 Related Work

This section summarizes the research questions and empirical findings about
overview+detail and zoomable user interfaces. It explains the literature behind our design
decisions and motives for the experiment, both described in subsequent sections.

2.1 Overview+Detail Interfaces

Overview+detail interfaces present multiple views of an information space where some
views show detailed information about the information space (so-called detail windows),
while other views show an overview of the information space (so-called overview
windows or overviews). Examples of overview+detail interfaces include editors for
program code [Eick et a. 1992], interfaces for image collections [North et al. 1995], and
commercial programs such as Adobe Photoshop®. Overview+detail interfaces have three
benefits. First, navigation is more efficient because users may navigate using the
overview window rather than using the detail window [Beard & Walker 1990]. Second,
the overview window aids usersin keeping track of their current position in the
information space [Plaisant et al. 1995]. The overview window itself might also give
users task-relevant information, e.g., by enabling users to read section titles from an
overview of adocument [Hornbak & Frakjaar 2001]. Third, overview+detail interfaces
give users afeeling of control [Shneiderman 1998]. A drawback of overview+detalil
interfaces is that the spatially indirect relation between overview and detail windows
might strain memory and increase the time used for visual search [Card et al. 1999, p.
307]. In addition, overview+detail interfaces require more screen space than interfaces
without overviews.

Taxonomies and design guidelines for overview+detail interfaces [Beard & Walker
1990; Plaisant et al. 1995; Carr et a. 1998; Baldonado et al. 2000] present three main
findings about overview+detail interfaces. First, the overview and detail windows need to
be tightly coupled [Ahlberg & Shneiderman 1994], so that navigation or selection of an
information objects in one window isimmediately reflected in the other windows. Tight
coupling of overview and detail views has been found useful in severa studies, e.g. North
& Shneiderman [2000]. Second, for any relation between overview and detail windows,
the zoom factor is the ratio between the larger and smaller of the magnification of the two
windows. For overview+detail interfaces, this factor is recommended to be below 25
[Plaisant et al. 1995] or below 30 [Shneiderman 1998]. It is unclear, however, if the sizes
of the detail and overview windows influence the recommended zoom factor. Third, the
size of the overview window influences how much information can be seen at the
overview and how easy it isto navigate on the overview. However, alarge overview
window might take screen real estate from the detail window. Plaisant et a. [1995] argue
that the most usable size of the overview and detail windows is task dependent. A large
overview window, for example, isrequired for a monitoring task, while a diagnostic task
might benefit from alarge detail window.

A number of studies have found overview+detail interfaces to improve user
satisfaction and efficiency over detail-only interfaces. Beard & Walker [1990] compared
the effect of having an overview window to navigating with scrollbars. In a 280 word

! See http://mww.adobe.com/photoshop/
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ordered tree, subjects used an overview window that allowed dragging a field-of-view
and one that allowed both dragging and resizing the field-of-view. For tasks where
subjects tried to locate aword in the tree and tasks where they repeatedly went from one
side of the tree to the other, the overview window lead to significantly faster task
completion. North & Shneiderman [2000] compared 18 subjects performance with a
detail-only, an uncoordinated overview+detail, and a coordinated overview+detail
interface for browsing textual population data. Compared to the detail-only interface, the
coordinated interface was 30-80% faster and scored significantly higher on a satisfaction
questionnaire. Hornbak & Frokjaa [2001] compared an overview+detail interface for
electronic documents with afisheye and a detail-only interface. Essays produced with aid
of the overview+detail interface were scored significantly higher than essays produced
with the aid of the detail-only interface. However, for tasks that required subjects to
answer a specific question, the overview+detail interface was 20% slower compared to
the detail-only interface. All but one of the 21 subjects preferred the overview+detail
interface.

2.2 Zoomable User Interfaces

While zoomabl e user interfaces have been discussed since at least 1993 [Perlin & Fox
1993], no definition of zoomable user interface has been generally agreed upon. In this
article, we consider the two main characteristics of zoomable user interfacesto be (a) that
information objects are organized in space and scale, and (b) that users interact directly
with the information space, mainly through panning and zooming. In zoomable user
interfaces, space and scale are the fundamental means of organizing information [Perlin
& Fox 1993; Furnas & Bederson 1995]. The appearances of information objects are
based on the scale at which they are shown. Most common is geometric zoom, where the
scale linearly determines the apparent size of the object. Objects may also have amore
complex relation between appearance and scale, as in so-called semantic zooming [Perlin
& Fox 1993; Frank & Timpf 1994], which is supported in the zoomable user interface
toolkit Jazz [Bederson et al. 2000]. One example of semantic zooming is commonly used
on maps, where the same area on the map might be shown with different features and
amount of detail depending on the scale. Constant density zooming [Woodruff et al.
19984] introduces a more complex relation between scale and appearance where the
number of objects currently shown controls the appearance of objects, so that only a
constant number of objectsis visible simultaneously.

The second main characteristic of zoomable user interfaces is that the information
space is directly visible and manipulable through panning and zooming. Panning changes
the area of the information space that is visible, zooming changes the scale at which the
information space is viewed. Usually, panning and zooming are controlled with the
mouse or the keyboard, so that a change in the input deviceis linearly related to how
much is panned or zoomed. Non-linear panning and zooming have been proposed in three
forms: (a) goal directed zoom, where direct zooming to an appropriate scale is supported
[Woodruff et a. 1998b]; (b) combined zooming and panning, where extensive panning
automatically leads to zooming [Igarishi & Hinckley 2000]; and (c) automatic zoom to
objects, where a click with the mouse on a object automatically zooms to center on that
object [Furnas & Zhang 1998; Ware 2000]. Two ways of changing scale in azoom action
are commonly used. In jump zooming the change in scale occurs instantly, without a
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smooth transition. Jump zooming is used in Pad [Perlin & Fox 1993], Schaffer et al.’s
[1996] experimental system, and in commercia systems such as Adobe PhotoShop or
MapQuest®. In animated zooming the transition from the old to the new scale is smooth
[Bederson & Hollan 1994; Pook et al. 2000; Bederson et al. 2000]. An important issue in
animated zooming is the duration and user control over the zooming speed, i.e. the ratio
between the zooming time and the zooming factor. Guo et al. [2000] provide preliminary
evidence that a zoom speed around 8 factors per second is optimal. Card et al. [1991]
argues that the zoom time should be approximately one second; though in some zoomable
user interfaces, e.g. Jazz, users can control both the zoom time and the zoom factor.
Bederson & Boltman [1999] investigated whether an animated or jump zoom technique
affected 20 subjects’ ability to remember the topology of and answer questions about a
nine-item family tree. Subjects were better at reconstructing the topology of the tree using
animated zooming, but no difference in satisfaction or task completion time was found.

The empirical investigations of zoomable user interfaces are few and inconclusive.
Péez et a. [1996] compared a zoomable user interface based on Pad++ [Bederson &
Hollan 1994] to a hypertext interface. Both interfaces gave access to a nine-page
scientific paper. In the zoomable user interface, the scale of the sections and subsections
of the paper is manipulated, so that the entire paper fits on the initial screen. No
significant difference was found between the two interfaces for the 36 subjects
satisfaction, memory for the text, or task completion time. Schaffer et al. [1996]
compared 20 subjects’ performance with a zoomable user interface and a fisheye
interface. Subjects had to locate a broken link in atelephone network and reroute the
network around the link. Subjects used 58% more time for completing the task in the
zoomabl e user interface. Subjects seem to prefer the fisheye interface, although thisis not
clearly described in the paper. Hightower et al. [1998] present two experiments that
compare the history mechanism in Netscape Navigator with agraphical history in a
zoomable user interface called PadPrints. In the first experiment, 37 subjects were
required to answer questions about web pages. No significant difference in task
completion time was found, but subjects preferred the PadPrints interface. In the second
experiment, subjects were required to return to already visited web pages. Subjects were
around 40% faster using the PadPrints interface and preferred PadPrints to Netscape
Navigator. Combs & Bederson [1999] compared four image browsers: two commercial
3D interfaces, one commercial 2D interface, and an image browser based on Pad++.
Thirty subjects searched for images in an image database, that they had just browsed.
Subjects were significantly faster using the 2D and the zoomable user interfaces,
especialy as the number of images in the database went from 25 to 225. The study also
presents some evidence that recall of imagesisimproved in the zoomable user interface,
but found no difference in subjective satisfaction between interfaces. Ghosh &
Shneiderman [1999] compared 14 subjects’ use of an overview+detail and a zoomable
user interface to personal histories, LifeLines[Plaisant et al. 1996]. The zoomable user
interface was marginally slower than the overview+detail interface. No differencein
subjective satisfaction was found.

In general, the experimental results about zoomable user interfaces are mixed,

reflecting the difference in the interfaces that zoomable user interfaces are compared to,
in the organization and size of the information spaces used, and in the implementation of

2 See http://www.mapquest.com/
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zooming. In addition, the characteristics of zoomable and overview+detail interfaces are
increasingly blended. Zoomabl e user interfaces are combined with other interfaces
techniques, such as transparent overviews [Pook et a. 2000]; some overview+detail
interfaces are extended with animated zooming [ Ghosh & Shneiderman 1999]; and some
effort has been put into extending zoomabl e user interfaces with navigation mechanisms
that supplement zooming and panning, see for example Jul & Furnas [1998]. The main
difference between research in zoomable user and overview+detail interfacesis that
research in zoomable user interfaces has investigated the usefulness of zooming as away
of navigating, while overview+detail research has focused on the impact of a coupled
overview. As overview+detail interfaces begin to use panning and zooming as their main
navigation technique and as zoomabl e user interfaces begin to provide overviews and
other navigational aids, the central research questions become: (1) what is the difference
between different techniques for controlling and executing zooming, possibly taking into
account the presence of an overview and other navigational supports; and (2) what is the
effect of an overview (or other navigational supports), given that the interface provide
pan and zoom techniques. In the experiment presented next, we address the latter
guestion.
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3 Experiment

To understand the differences in navigation patterns and usability between interfaces with
(called overview interface) and without an overview (called no-overview interface), we
conducted a controlled experiment. In the experiment, subjects used an interface with and
without an overview to solve ten tasks on each of two differently organized maps.

3.1 Hypotheses

In addition to the three aims mentioned in the introduction, four hypotheses guided the
design of the experiment. We hypothesized that:

(1) organization of information in multiple levels leads to more accurate and faster
solutions to task with the no-overview interface compared to the overview interface.
Organization of information in multiple levels provides landmarks in the information
space [Vinson 1999]. This organization of information gives richer cues for where to
navigate, diminishing the usefulness of the information on the overview. Thus, we
hypothesize that the tradeoff between complexity and benefit of an overview in the
case of multi-level information spaces will favor the no-overview interface. Note that
we are not concerned, per se, with the difference between different organizations of
information spaces (we expect multi-level organization to be superior), but with their
interaction with interface type;

(2) recall of objects on the map would be better in the no-overview interface. Zoomable
user interfaces have been speculated to improve understanding of large information
spaces, because of the integrated experience of the information space [Furnas &
Bederson 1995]. As mentioned in section 2, one experiment found improved recall in
zoomable user interfaces. While zooming is possible in both interfaces, we expect
subjects to also use the overview window for navigation in the overview+detail
interface. Thus, the benefit of an integrated zoom in the detail view will be clearest in
the no-overview interface;

(3) subjects prefer the overview interface, because of the information contained on the
overview window and the additional navigation features. This hypothesisis based on
the research on overviews in combination with non-zoomable detail views,
summarized in section 2;

(4) the overview interface is faster for tasks that required comparison of information
objects (e.g. by jumping between them) and scanning large areas. The literature
suggests that comparison and scanning tasks are particularly well supported by an
overview because the overview can be used for jumping between objects to be
compared and because it can help subjects to keep track of which parts of the
information space that has already been explored.

3.2 Subjects

Thirty-two subjects participated in the experiment, 23 males and 9 females. Subjects were
recruited at the University of Maryland and received 15 US dollars for participating in the
experiment. The age of the subjects ranged from 18 to 38; the mean age was 23.4 years.
Twenty-three subjects were computer science or engineering students, four had other
majors, and five were research staff or loosely affiliated with the university. Thirty-one
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subjects used computers every day. Twenty-three of the subjects had never used
zoomabl e user interfaces, while nine subjects had seen or used a zoomable user interface
prior to participating in the experiment. We required that subjects had spent less than two
weeks in the states of Washington and Montana, because the experiment used maps of
those states.

3.3 Interfaces

For the experiment, we constructed an overview and a no-overview interface; both based
on the zoomabl e user interface toolkit Jazz [Bederson et al. 2000]. When users hold down
the left mouse button, zooming in begins after a delay of 400 milliseconds. Users zoom
out by holding down the right mouse button. The maximum zoom factor is 20, meaning
that subjects can view the map at scale 1 through scale 20. At scale 1, the initia
unmagnified view of the map is shown; at scale 20 theinitia view of themap is
magnified 20 times. The zoom speed is eight factors per second, i.e. subjects can zoom
from the initial view of the map to the maximum magnification in 2.5 seconds. Users pan
by holding down the left mouse button and moving the mouse in the opposite direction of
what they wish to see (i.e. the map follows the mouse). In the lower right corner of both
interfaces is an icon showing the four compass points, which are referred to in some
tasks. Next to thisicon is a button labeled 'zoom out’, which when pressed will zoom out
to theinitial view of the map. This button is expected to help subjects return to the initial
view of the map if they are lost.

The no-overview interface is shown in Figure 1. Subjects may only interact with this
interface using the zoom and pan techniques described above.

The overview interface is shown in Figure 2. In the top-right corner of the interface, an
overview window shows the entire map at one-sixteenth the size of the detail window.
This choice was arbitrary, lacking design guidelines on overview sizes (see section 2.1).
However, it is similar to the average size of the overviews we are familiar with. The
current location of the detail window on the map isindicated in the overview window by
a 70% transparent field-of-view box. The overview and detail windows are tightly
coupled, so that zooming or panning in the detail window immediately updates the
overview window and dragging the field-of-view box change which part of the map is
shown in the detail window. The subjects can also click in the overview window outside
of the field-of-view box which will center the field-of-view box on the point clicked on.
The field-of-view box can be resized by dragging the resize handle in the bottom right
corner of the field-of-view box. The subjects can also draw a new field-of-view box by
holding down the left button and moving the mouse until the desired rectangle has been
drawn. Notice that the field-of-view box always keeps the same ratio between width and
height as the detail window and overview window.

3.4 Maps

The motivation for using maps for the experiment is threefold. First, interfaces for maps
constitute an important area of research. Second, maps include characteristics of other,
commonly used information structures, for example hierarchical information (nesting of
information objects) and network information (connections between information objects).
Therefore, results concerning maps may be generalized to other information structures.
Third, the direct relation between representation and physical reality aids interpretation of
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maps compared to the often difficult interpretation of abstract information spaces
[Hornbak & Frokjea 1999].

We created two maps based on data from the 1995 United States Census®. The maps
contain eight types of map objects. counties, cities, parks, airports, lakes, railroads,
military installations, and other landmarks. Each map object, except railroads, consists of
ashape and alabel. A distinct color identifies each type of map object. In addition,
county names are shown in bold type and city namesin italic type. Because we
hypothesized that different organization of the maps might influence the navigation and
usability measures, we created a multi-level and a single-level map. The maps are
organized by placing labels for map objects at different scales, changing the apparent size
of the labels as follows (see also Figure 3):

— The multi-level map shows map objects in the state of Washington at three levels of
scale: county level (scale 1, 39 labels), city level (scale 5, 261 labels), and landmark
level (scale 10, 533 labels). At the county level, labels are the same size as a 10-point
font when the map is zoomed out (i.e. at scale 1) and larger when the map is
magnified. When labels are shown at city or landmark level, they have the size of a
10-point font when the user has magnified the map 5 or 10 times, respectively.

— Onthe single-level map, all 806 labels are displayed at the scale 7, i.e. similar in size
to a 10-point font when the map is magnified 7 times. The single-level map shows the
state of Montana. To aid visual search, county names are also shown in capital |etters.

We intended the multi-level map to be similar to information spaces that present the user
with rich navigational cues everywhere in the information space (such as Y ahoo style
hierarchies or well designed semantic zooming). The main difference between the maps
isthe organization in levels. The multi-level and single-level maps are similar with
respect to the number of map objects (1591 vs. 1540) and the area the state occupies
(50% vs. 57% of theinitial screen). The information density, measured as the mean
distance in pixels from any map object to the nearest map object, isalso similar (7.1 vs.
7.8). Note that a within-subjects experiment requires the use of different geographical
regions for the maps, otherwise it would not be possible to control for learning effects.

3 See http://www.census.gov/geo/wwwitiger/ or http://www.esri.com/data/online/tiger/.
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Figure 1—No-overview interface showing the multi-level map. The user may zoom
and pan to change the area of the map shown. In the lower right corner of the window a
button is shown that will zoom out to the initial view of the map. Next to this button isan
indication of the four compass points. The colors of the map are reproduced here as
different shades of gray. The map is shown at scale one, i.e. theinitial view of the map.
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Figure 2—The overview interface showing the single-level map. In the top right corner
of the interface is the overview window, which shows an overview of the entire map. The
gray areain the overview window is the field-of-view box that indicates which part of the
map is currently shown in the detail window. In the bottom right corner of the field-of -
view box is the resize handle that alows the user to make the field-of-view smaller or
larger, i.e. zooming in or out. The two buttons in the lower right corner is similar to the
buttons in the zoomabl e user interface. The map is shown at scale four, meaning that the
objectsin the detail window are magnified four times.
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Figure 3—Eight screenshots of the maps. The four screenshots in the left column show

the multi-level map; the right column shows the single-scale map. From top to bottom the
maps are shown at scales 1, 3, 7, and 20. On the multi-level map, map objects are labeled
at three different levels: county level (39 counties, for example Snohomish in the |eft
column, screenshot 2 from the top), city level (261 cities, for example Everett in the lower
left screenshot), and landmark level (533 landmarks, barely readable in the lower |eft
screenshot). On the single-level map, all maps objects are labeled at the same scale, i.e.,

all labels are same size but can appear very small at low scales. At scale 7 on this map,
labels are as big as a 10-point font.
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3.5 Tasks

Tasks were created to cover alarge number of the types of tasks previously discussed in
the literature [Plaisant et al. 1995] and to investigate specific hypotheses about when an
overview would be especially useful (hypothesis 4, section 3.1). We created ten tasks for
each map, five navigation tasks and five browsing tasks, which are described in the
appendix.

— Navigation tasks required subjects to find a well-described map object. All of the
navigation tasks specify the names of the objectsto be located. In addition, the
counties the objects are to be found in are named, greatly limiting the areato be
searched. Two navigation tasks require subjects to locate an object on the map, two
tasks require subjects to find and compare objects, and one task requires the subject to
follow aroute between two places specified in the task.

— Browsing tasks required subjects to scan alarger area, possibly the entire map, for
objects fulfilling certain criteria. Two browsing tasks required a scan of the entire map
for objects of a certain type; two tasks require subjects to scan an area of the map to
find the county with most cities or the largest citiesin the area, and one task required
subjectsto find the first object of a certain type east of some county.

Between the maps, the tasks differed only in the map objects referred to. The answers to
the tasks were evenly distributed over the map, and answers were also located at different
scales.

We also gave the subjects two recall tasks that test their memory of the structure and
content of the map. Thefirst recall task consisted of five small maps showing the outline
of the state depicted on the map. For three of these small maps, a part of the map was
darkened and the subjects were asked to write down as many objects within the dark area
as they remembered. For two of the maps, subjects themselves could mark a county on
the map with a cross, and write down any map objects they remembered within that
county. The second recall task consisted of three county names, each associated with a
list of ten cities. Subjects weretold to circle al cities within a county and cross out cities
they were confident were not located in the mentioned county. Thelist of cities consisted
of the three largest cities within the county mentioned, the three largest citiesin counties
just next to the county mentioned, and four citiesin entirely different areas of the map.

3.6 Experimental Design and Dependent Variables

The experiment varied interface type (no-overview vs. overview), map type (multi-level
vs. single-level map), and task type (navigation vs. browsing tasks) within-subjectsin a
balanced, factorial design. The experiment consisted of two parts. In the first part,
subjects used one interface giving access to one map and performed five navigation and
five browsing tasks. In the second part, subjects used the other interface in combination
with the not yet explored map. Subjects were randomly assigned to one of the four
possible combinations of interface and map type. Within each of these four combinations,
subjects were further randomly assigned to one of four permutations of task typesin the
two parts. Each of the resulting 16 groups contained two subjects. The order of the five
tasks within atask type was the same for al subjects.

56



We used arange of dependent variables to capture information about usability and
navigation:

— Accuracy in answering questions. Accuracy was calculated as the number of correct
(all map objects given as answer to atask are correct), partially correct (one correct
and one wrong map object), and wrong answers (all map objects are wrong).

— Recall of map objects. For the recall task that required subjects to mark counties and
cities on the map, we counted as correct the number of counties and cities within one
centimeter from the actual location of the county or city. For the recall task that
required subjects to recognize the cities in a county after they had finished using the
interface. We measured the number of correct indications, corrected with a penalty for
guessing (the number of wrong guesses divided by the number of wrong answer
possibilities for the question).

— Task completion time. Task completion time was measured as the time subjects could
see the map. The time subjects used for theinitial reading of the task, aswell asthe
time used for entering answers, was not included.

— Preference. Preference was determined from subjects’ indication of which interface
they preferred using and from the reasons subjects gave for their indication.

— Satisfaction. Satisfaction was measured using seven questions with nine-point
semantic differentials. Five of the questions were taken from the Questionnaire for
User Satisfaction [Chin et al. 1988] and two questions were custom made. The
wording of the questions appearsin Figure 6.

— Navigation actions. We logged all interaction with the interfaces and measured the
number of pan actionsin the detail window and on the overview window (centering or
dragging the field-of-view). We a so measured zoom actions in the detail window and
on the overview (resizing the field-of-view). An action is initiated when the mouse
button signifying that action is pressed and is ended either when the button is released
or when more than one second passes without any logged mouse movements. To
compare these measures across interfaces, we combined them into a measure of total
distance panned and the sum of scale changes, i.e., amount zoomed.

In section 4, this design is analyzed in two ways: (a) for measures related to task
completion (accuracy, task completion time, and navigation measures), we use one
solution to atask as an observation. The factors in the models used are interface (1 degree
of freedom, df), map type (1 df), the interaction between interface and map type (1 df),
experiment part (1 df), task type (1 df), the interaction between task and interface (1 df),
subjects nested within interface and map type (60 df), and tasks nested within task type
and map type (17 df). This model leaves 553 df for the error term in the multivariate
analysis, 556 for univariate analysis; (b) for measures related to the use of one interface
(subjective satisfaction and recall), we use as factors interface (1 df), map type (1 df), and
the interaction between interface and map type (1 df), leaving 52 and 60 dfs for the
multivariate and univariate analysis, respectively.

3.7 Procedure

The interfaces were run on a 650MHz Pentium 111 laptop with an ordinary mouse. The
screen was 13 inches with aresolution of 1024* 768.
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Upon arriving to the lab, subjectsfilled out a questionnaire about gender, occupation
and familiarity with computers. Then, subjects were introduced to the two interfaces and
tried three practice tasks that |asted on average 11 minutes.

The main phase of the experiment consisted of two parts, each containing 10 tasks. For
each task, subjectsinitially saw awindow that covered the entire map. After reading a
piece of paper that described the task, subjects clicked on a button to see a zoomed out
view of the map. When subjects were ready to answer atask they entered their answer
using atightly coupled text field and list box containing the labels of all objects on the
map. For all tasks, subjects were asked to proceed to the next task when they had
searched for five minutes. After solving al tasks in the first part of the experiment,
subjects received the recall task and filled out a satisfaction questionnaire about the
interface just used. After a five-minute break, subjects began the second part of the
experiment, which used the same procedure as the first part.

After the second part of the experiment, subjects filled out a form about which
interface they preferred. On average, the experiment lasted one hour and 30 minutes.
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4 Results

To control the experiment-wise error, we first analyzed data using a multivariate analysis
of variance on all the performance measures related to task completion. We find a
significant difference at the .05 significance level between interfaces, Wilk’s A=.77,
F(4,553)=41.99; between map types, A=.84, F(4,553)=25.56; and for the interaction
between map type and interface, A=.942, F(4,553)=8.56. In a similar analysis of
measures of subjective satisfaction and recall of map objects, significant differences are
found for interface, A=.73, F(9,52)=2.20; between map types, A=.68, F(9,52)=2.77; and
for the interaction between map type and interface, A=.68, F(9,52)=2.69. In the next
sections we use univariate analyses of variance to investigate further the differences
between accuracy of answers to tasks, recall of map objects, preference and satisfaction,
and how subjects navigate.

4.1 Accuracy and Recall

Figure 4 summarizes the accuracy of the answers to the experimental tasks. Using a rank-
based test, we find no difference in the accuracy between interfaces, F(1,556)=.40, p>.5.
Between the two map types, a significant difference in the number of tasks correctly
answered can be found, F(1,556)=10.45, p<.001. Tasks solved on the multi-level map are
more often answered correctly than tasks solved on the single-level map.

Figure 5 shows the measures of recall of map objects for the two interfaces. With the
overview interface, subjects do better at the recall task with the single-level map
compared to the multi-level map. The no-overview interface shows the opposite pattern.

Accuracy
Correct -
(1) B No-overview
i B Overview
Partially
correct ]
(5
Wrong :
©) Multi-level map Single-level map

Figure 4—The average accuracy for the answersto the experimental tasks. The
figure shows the average accuracy for the two interfaces between map types. The answers
were scored as 1 for correct, .5 for partially correct, and O for wrong. A partially correct
answer mentions correctly only one out of two map objects. Error bars show the standard
error of the mean.
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These patterns are confirmed with a rank-based test for the number of marked cities and
counties by a significant interaction between interface and map type, F(1,60)=6.96,
p<.05. No such interaction was found for the number of recognized cities, F(1,60)=1.95,
p>.1, only amarginally significant difference between interfaces for the multi-level map
was found, F(1,60)=3.27, p<.08.

Large individual differences exist in accuracy and recall of cities and counties. One
subject correctly answered 19 of the 20 questions; another subject answered only nine
guestions correctly. In the recall task, one subject marked on average 11 cities or counties
on the map; another subject marked none.

Mean of marked cities and counties a Mean of recognized cities b
- 5 -
B No-overview = No-overview
B Overview = QOverview
4 4

T 0
Multi-level map Single-level map Multi-level map Single-level map

Figure 5—Mean number of correct answersto recall tasks. Panel a shows the mean
number of correctly marked cities and counties; panel b shows the mean number of
correctly recognized cities, adjusted for guessing. Error bars show the standard error of
the mean.

4.2 Preference and Satisfaction

Twenty-six subjects stated that they preferred using the overview interface, while six
subjects preferred the no-overview interface. Thus, significantly more subjects prefer the
overview interface, x*(1,N=32)=12.5, p<.001. Subjects explained their preference for the
overview interface asfollows:

— The overview window provides information about the current position on the map, for
example one subject wrote “It is easier to keep track of where | am”. N=9 subjects
made similar comments.

— The overview window supports navigation (N=7), for example: “[It was] easier to
navigate in the overview box while looking at the detail map for answers’. Two
subjects wrote similar comments at the end of the part of the experiment in which they
had used the overview+detail interface.

— The overview window is helpful when scanning a large area (N=4), for example: “It
made surveying alarge map less disorienting especially when small landmarks had to
be spotted”.

— The overview window is useful for zooming (N=2), for example “The zoom feature in
the top right was extremely helpful”.
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— The overview window supports comparing objects (N=2), for example: " Easier to
move between counties while at the same zoom level -> easier to compare the size of
objects’.

The six subjects who preferred the no-overview interface mentioned that:

— Locating objects felt faster using the no-overview interface (N=2), for example “I
found myself answering my tasks much quicker using the [no overview] interface’.

— One subject preferred the no-overview interface because the overview window got in
the way when using the overview interface: “Overview+detail would seem to be more
powerful, but the abundance of features got in the way to the effect of imposing on
usability”. Three subjects made similar comments at the end of the part of the
experiment where they used the overview+detail interface. Nevertheless, these
subjects preferred the overview interface.

In addition, four subjects commented that they found it hard to resize the field-of -view
box; three subjects commented that the map seemed larger using the no-overview
interface; two subjects commented that when using the no-overview interface it was
sometimes unclear where they were on the map; and two subjects commented that it was
useful that the overview window gave avisual indication of the current zoom factor.

Figure 6 shows the subjects’ satisfaction with the overview and no-overview
interfaces. The overview interface scored significantly higher than the no-overview
interface on the dimensions ‘ Terrible... Wonderful’, F(1,60)=10.26, p<.01,
‘Rigid...Flexible', F(1, 60)=7.33, p<.01; and ‘Keeping track of objects were
difficult...easy’, F(1,60)=9.54, p<.01). Between map types, we find a significant
difference for four satisfaction questions, showing that subjects give the interfaces higher
satisfaction scores when they use the multi-level map.
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Mean satisfaction score

9
O No-overview
8 B Overview
7 ** *%
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Terrible - Frustrating - Dull - Confusing - Rigid - Finding objects Keeping track
Wonderful Satisfying Stimulating Clear Flexible onthe map of the objects
were: Easy -  on the map
Difficult were: Easy -

Difficult

Figure 6—Satisfaction with the interfaces. The figure shows the mean score for the
seven satisfaction questions in the two interfaces. Error bars indicate the standard error of
the mean. The questions were answered on a nine point semantic differential going from
1 (lowest score) to 9 (highest score). Significant differences at the .01 level are marked in
the figure with two asterisks (**).

4.3 Task Completion Time

Figure 7, panel a, shows the task completion time with the two interfaces and on the two
maps. We found a significant interaction between interface and map type, F(1,556)=6.08,
p<.05. Tasks solved with the no-overview interface on the multi-level map are solved
22% faster (M=68.76, SD=43.38) than tasks solved with the overview (M=84.23,
SD=59.42). Tasks solved on the single-level map are solved with comparable mean
completion times (No-overview: M=107.81, SD=68.05; overview: M=105.85,
SD=59.42). A significant difference is aso found between interfaces, F(1,556)=4.01,
p<.05, indicating that the no-overview interface is faster overal. Finally, the multi-level
map is faster overall compared to the single-level map, F(1,556)=73.5, p<.001.

Going into more detailed analysis, we found no significant interaction between task
types and interfaces, F(1,556)=1.98, p>.1. However, as can be seen in Figure 7, panel b,
the no-overview interface is significantly faster for navigation tasks (M=86.9, SD=60.4),
compared to the overview+detail interface (M=99.1, SD=64.4), F(1,556)=6.01, p<.05.

62



Mean task completion Mean task completion

0 time in seconds a time in seconds b
= No-overview 120 9 No-overview
100 = Overview 100 " Overview
80 80
60 60
40 40
20 20
0 0 .
Multi-scale map Single-scale map Navigation tasks Browsing tasks

Figure 7—Task completion timein seconds. This figure shows the mean task
completion time in seconds. Error bars show the standard error of the mean. Panel a
shows the task completion time for the multi-level and the single-level map. Panel b
shows the task completion time for navigation and browsing tasks.

All navigation tasks solved on the multi-level map with the no-overview interface had
faster task completion times compared to the overview interface. Contradicting our task
level hypothesis (hypothesis 4, section 3.1), we find that one of the navigation tasks that
reguired subjects to compare map objects was solved significantly faster with the no-
overview interface (estimated marginal mean=73.5, SE=11.12) compared to the overview
interface (estimated marginal mean =113.9, SE=11.12), F(1,556)=6.47, p<.05. On the
multi-level map, four of five browsing tasks were completed faster with the no-overview
interface. One of these, atask that requires finding the first airport east of some county, is
solved significantly faster using the no-overview interface (estimated marginal mean
=81.81, SE=11.3) compared to the overview interface (estimated marginal mean =122.2,
SE=11.2), F(1,556)=6.20, p<.05. This also contradicts our hypothesis.

For the single-level map, no significant differences between interfaces for individual
tasks were found. This rejects our hypotheses that comparison tasks should be performed
faster using the overview interface and that browsing tasks involving scanning the entire
map should be solved faster using the overview interface.

Large differences between subjects exist. The slowest subject used on average 169
seconds per task, or 3.4 times as much as the fastest subject. For individual tasks,
differences between subjects are as 1 to 23.

4.4 Navigation on the Map

In the following, we investigate the differences between navigation in the two interfaces
and try to provide some data that might explain the differences in task completion time,
recall tasks, and satisfaction measures discussed on the preceding pages.

4.4.1 Number of Pan and Zoom Actions

Dragging the field-of-view box isthe preferred way of panning on the overview. Half of
the tasks solved with the overview used this way of panning. Figure 8, panel a, showsthe
mean number of panning actions made by panning in the detail view or by centering the
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field-of-view. We find an interaction effect between map type and interface type,
meaning that more pan actions happen with no-overview on the single-level map,
F(1,556)=18.72, p<.05. However, with the overview subjects drag or center the field-of-
view more frequently on the multi-level map. Hence, as can be seen in Figure 8, panel b,
the overall distance panned, i.e. the sum of the distance panned both on the overview and
on the detail view, is 51% higher with the overview (M=8690 pixels, SD=10554),
compared to no-overview interface (M=5751 pixels, SD=6943), F(1,556)=22.94, p<.001.

Number of pan actions a Distance panned (pixels) b
14 14000
. )
No-overview _ = No-overview
1248 Overview: pan on detail 12000 .
o Overview: pan on overview = Overview
101 10000
81 8000
61 6000
41 4000
21 2000
0 ‘ 0
Multi-level map Single-level map Multi-scale map Single-scale map

Figure 8—Panning in the two interfaces. Panel a shows the mean number of pan
actions per task in the detail window without overview (left bar) and in the detail window
with overview (middle bar), and the panning done by dragging or centering the field-of -
view (right bar). Panel b shows the mean distance panned in screen pixels without the
overview (left bar) and with the overview (right bar). In both panels, error bars show the
standard error of the mean.
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Figure 9—Zooming in the two interfaces. Panel a shows the mean number of zoom
actions per task in the detail window without overview (left bar) and in the detail window
with overview (middle bar), and the zooming done by resizing or redrawing the field-of -
view (right bar). Panel b shows the mean scale change without the overview (left bar) and
with the overview (right bar). In both panels, error bars show the standard error of the
mean.



In 28% of the tasks solved with the overview, the field-of-view box isresized; in less
than 4% of the tasks is the field-of-view box redrawn. Figure 9, panel a, summarizes the
zoom actions made by resizing the field-of-view. We find a significant interaction
between interface and map type, F(1,556)=35.08, p<.001, meaning that a comparable
number of zoom actions is done in the two interfaces on the multi-level map, but that on
the single-level map twice as much zooming happens with the no-overview interface
compared to the overview interface. Subjects seldom zoom by changing the field-of-view
box compared to how often they zoom on the detail view. Looking at the sum of changes
in scale (Figure 9, panel b), we find a significant interaction between interface and map
type, F(1, 556)=25.51, p<.001. On the single-level map, the no-overview interface (M=57
scales, SD=58.9) has a 33% higher number of scale changesis higher than the overview
interface (M=43 scales, SD=43.2), F(1,556)=42.79, p<.001.

4.4.2 Use of the Overview Window

In 55% of the 320 tasks solved with the overview, subjects actively interacted with the
overview window, i.e. they moved or resized the field-of-view box. Tasks in which the
overview window was used were frequently solved by first interacting with the detall
view then switching to navigating using the overview and then possibly back to the detail
view. To understand better the benefit of the overview window, we compare the tasks
that are solved by actively using the overview window with the tasks solved without
using the overview. Tasks solved with active use of the overview are solved 20% slower
(marginal mean=103.93, SE=3.98) than tasks where the overview window is not actively
used (marginal mean=86.32, SE=4.57), F(1,267)=6.75, p<.01. Another way of
understanding the use of the overview window isto look at the transitions between the
overview and the detail window. We find that the number of transitionsis strongly
correlated with the time usage, Spearman’ s r=.404, p<.001. The more transitions between
the overview and the detail window, the longer the task completion time.

Two subjects did not use the overview at all, while three subjects used the overview at
least once for all ten tasks solved with the overview+detail interface.

4.4.3 Observations from the Experiment

We use our notes from observations during the experiment to make three points. First,
many subjects experienced occasional problems with the combined zoom and pan button.
Even though subjects practiced this combination button during the training tasks, 18
subjects at |east one time zoomed when they verbally indicated that they wanted to pan.
The delay before zooming begins is sometimes too short, perhaps when subjects begin
initiating a pan action without having made up their minds about which direction to pan.
Second, subjects’ habit formation highlighted some limitations in the interfaces. At
least eight subjects tried to use away of navigating from the overview window in the
detail window or vice versa. Some subjects tried to click on the detail window, probably
with the intention of jumping to the place where they clicked. Thisway of navigating
seems to be taken from the overview window, where clicking on a point centers the field-
of-view box on that point. Similarly, some subjects tried to zoom in and out while they
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had the mouse over the overview window. Thisway of interacting seems to be mimicked
after the interaction with the detail view.

Third, we repeatedly observed that at least six subjects experienced what has been
called desert fog [Jul & Furnas 1998], i.e. zoomed or panned into an area of the map that
contained no map objects. When we observed the desert fog, two of these subjects were
using the overview interface, four the no-overview interface.

66



5 Discussion

5.1 Usability and Navigation Patterns

Subjects preferred the overview interface. Subjects also scored this interface significantly
higher on the seven satisfaction questions, and commented that the overview helped to
keep track of the current position and that the overview window was useful for
navigation. This result confirms our third hypotheses (see section 3.1) and is coherent
with previous empirical work on overviews [North & Shneiderman 2000; Hornbak &
Frakjea 2001] and recommendations in the design literature [Plaisant et al. 1995,
Shneiderman 1998].

We found that for tasks solved on the multi-level map the interface without an
overview was faster than the interface with an overview—this partially confirm our first
hypothesis. We also found that subjects who actively used the overview window were
slower than subjects who only used the detail window. Our results are surprising
considering previous studies, e.g. Beard & Walker [1990] and North & Shneiderman
[2000], which found that having an overview leads to faster task completion times.
However, in the studies by Beard & Walker [1990] and North & Shneiderman [2000]
navigation in the detail-only interface is done with scrollbars. Our study shows that a
direct manipulation zoomable user interface and the use of a multilevel map design
reduces — and possibly eliminates — the need for a separate overview. We did not find any
support for our forth hypothesis about an advantage for the overview interface for certain
tasks. On the contrary, when considering the difference between browsing and navigation
tasks, our results are similar to those of Hornbask & Frekjaa [2001]. In that study, asin
ours, a detail-only interface was significantly faster for navigation tasks than an
overview+detail interface.

In the context of our experiment, we consider four explanations of the differencein
task completion time between the overview and the no-overview interfaces. First, the
overview might be visually distracting, continuously catching subjects’ attention and thus
affecting task completion time. While we can not definitively reject this explanation from
the data collected, we note that subjects who do not actively use the overview window
achieved task completion times comparabl e to tasks solved with the zoomable user
interface (see section 4.4.2). The straightforward explanation that since the interface with
an overview presents more information it takes more time to use, is aso weakened by this
observation. A second explanation of the task completion times suggests that switching
between the detail and the overview window requires mental effort and time moving the
mouse. Our data modestly support this explanation, since the number of transitions
between overview and detail window was positively correlated with task completion
time. A third explanation is that navigation on the overview window is coarse and that
resizing the field-of-view box can be difficult at low zoom factors. Subjects commented
that the overview is hard to resize. In support of those comments, we note that the
overview window used in the experiment occupies 256* 192 pixels. When a zoom factor
of 20 isreached the field-of-view box is only 13* 10 pixels, which is probably hard for
most usersto resize and move using the mouse. Finally, it is conceivable that users never
became competent in effectively using the added complexity of the overview. However,
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it should be noted that our experiment lasted longer than other experiments, e.g. North &
Shneiderman [2000], that did found an advantage for overviews.

When using the multi-level map, subjects were faster, more accurate, and scored the
interface higher on subjective satisfaction measures, irrespectively of which interface
they use. Theresult is consistent with the literature on landmarks [Vinson 1999], since
the top-level landmarks, for example the labels at the lowest scale on the multi-level map,
arevisible at all navigational scales. Besides being faster with the multi-level map, the
no-overview interface also improved recall for map locations, partially confirming our
second hypothesis. The reason for these results might be that the richer navigational cues
on the multi-scale map help the subjects to concentrate navigation and attention on the
detail window, thereby relying less on the overview window. Feeling lost and having to
reorient oneself, possibly by using the overview window, might be less common with the
multi-level map than with the single-level map.

We also set out to investigate how subjects navigated with and without an overview.
Interesting, subjects only directly used the overview in half of the tasks where the
overview were available. This rather low figure might indicate that adding zooming to an
interface diminishes the use of the overview for navigation purposes compared to non-
zoomabl e interfaces. Subjects panned 51% longer using the overview interface compared
to the no-overview interface. One possible explanation for this large difference might be
that the overview window does not support fine-grained navigation (as suggested above)
and that subjects therefore have to do additional navigation on the detail view. Our data
also show that subjects made more scale changes in the no-overview interface when
searching the single-level map. On the single-scale map, there islessinformation to help
navigation. The difference observed might be one indication that the overview helps both
navigation and keeping an overview: afunction that subjects in the no-overview
condition have to substitute for more zooming.

In summary, we found a trade-off between the two interfaces, with the no-overview
interface being fast and the overview interface leading to higher satisfaction. Our results
challenge some of the common criticism of zoomable user interfaces without an
overview, e.g. that userslose their overview when zooming [Card et al. 1999, p. 634]. We
found the two interfaces to be comparable with respect to accuracy; on the multi-level
map, the no-overview interface was faster than the overview interface. We do not know
whether the speed difference observed might diminish when users learn to cope with the
complexity of the overview interface.

5.2 Recommendations for Designers and Further Research

An interpretation of our study with the aim of providing advice for designers of
information systems offers four main points. First, we found multi-level mapsto be
preferable to single-level mapsin terms of accuracy, task completion time, and
satisfaction. They should be used whenever possible.

Second, we recommend that designers closely consider the trade-off in subjective
satisfaction and task compl etion time between providing an overview or not. We expect,
in most cases, that an overview should be provided, but this depends on the critical
usability parameters in the particular context designed for. A walk-up-and-use kiosk
should perhaps aim for high satisfaction, while a navigation system for use in time-
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sensitive situations could dispense with the overview if the information space contains
rich cuesfor navigation and if the interface provides a flexible way of zooming.

Third, we believe that overview+detail interfaces should eliminate navigation
commands that are specific only to the overview window or to the detail window, i.e. aim
at unifying navigation [Raskin 2000]. All zoom and pan actions should therefore be
similar across windows.

Fourth, to obtain the benefit of easy navigation provided by overviews (see section
2.1), designers should use overviews at |east one-sixteenth the size of the detail window.
For overviews coupled to a detail view less than the size of one screen or for screens on
small devices, the overview might need to be larger to support navigation. For systems
where much navigation is expected on the overview, for example in support of
monitoring tasks, a larger overview should be provided. For systems with zoom factors
over 20 as used in our system, more usability problems will occur when using the
overview, and consequently alarger overview will be necessary.

We propose five areas of further research. First, the method for interacting used in the
experiment occasionally causes subjects to zoom instead of pan. Experiments are needed
to find a method for interacting with zoomabl e user interfaces using a two-dimensional
input device that are intuitive and supports habit formation. We have used other
interaction techniques ourselves, but picked the present interface because we believed it
was easier to use for novices. Ideally, zooming and panning should be allowed to take
placein parallel.

Second, empirical research should explore integrating navigational cues within the
detail view. Our observations and subjects comments suggest that a detail-only interface
could include cues about the current zoom factor, e.g. Furnas et al. [2000], cues about the
current position in the information space, and aids for avoiding desert fog, e.g. Jul &
Furnas [1998]. If such cues are integrated into the detail view, the mental and motor
effort associated with shifting to the overview might be reduced, as would the screen real
estate |ost due to the presence of an overview.

Third, research should aim at improving the usability of the overview window.
Usability might be improved by increasing the size of the overview window or by the use
of distorted overview windows, which might give users better control over local
navigation without losing the possibility of coarse global navigation. Optional overviews,
or space multiplexed overviews, might also provide the navigation benefit without
constantly taking up screen real estate.

Fourth, in our study the use of the overview for keeping track of ones position in the
information space (as opposed to using the overview for navigation) was only addressed
in so far asit influenced usability. The problems users encounter when shifting visual and
mental attention to the overview without interacting with it should be further explored,
for example using eye tracking.

Fifth, future research could investigate in more details the effect on performance of
expertise with the information space and the interface. It seems especially important to
know how the satisfaction versus time tradeoff develops as users' expertise grows.

Finally, as a consegquence of focusing on the effect of an overview, the second main
research question about zoomable user interfaces—the difference between different
techniques for executing zooming—is still largely unanswered.
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6 Conclusion

We compared the navigation patterns and usability of an overview+detail interface and a
zoomable user interface. The interfaces differed in whether they had an overview or not.
Thirty-two subjects spent an average of one hour and 30 minutes on solving taskson a
single-level and a multi-level map. Our results suggest a tradeoff between the two
interfaces in subjective satisfaction and task completion time. Subjects score the
overview+detail interface higher on seven subjective satisfaction questions and 80%
prefer thisinterface. In contrast, subjects are faster with the zoomable user interface when
used with the multi-level map. Subjects prefer using the multi-level map independently of
the interface used; they are also significantly faster at completing tasks on this map. We
also find large individual differencesin subjects ability to navigate the map, in task
completion times, and in accuracy. Based on our work, we recommend that the usability
of overviews be improved, as should navigational aids for zoomable user interfaces. A
better understanding of visual and mental attention in information visualization interfaces
would help better explain the usability tradeoff found. Common expectations about
difficulties with zoomable user interfaces and the relation between overview+detail and
detail-only interfaces were not confirmed in this study. On the contrary, we found that
interfaces without an overview offer certain benefits compared to interfaces with an
overview.
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Appendix: Tasks Used in the Experiment

Multi-level map, navigation tasks:

1. Which city is closest to the city Colton in Whitman County?

2. Which state park is located north of the city lone in Pend Oreille County?

3. Which of the following two citiesis located most to the north: Shelton in Mason
County or Warden in Grant County?

4. Which of the following cities coversthe largest area: Sequim in Clallam County,
Sumas in Whatcom County, or Deer Park in Spokane County?

5. Which are the two largest parks passed on the railroad going from Westport in Grays
Harbor County to Vancouver in Clark County?

Multi-level Map, browsing tasks

1. Which two nationa parksin Washington are biggest?

2. Find and name two counties in Washington that contain two or more military facilities.
3. Find and name thefirst airport east of the county Skamania.

4. Which two cities in the counties on the northern border of Washington cover the
largest area?

5. Which of the counties on the southern border of Washington contains the most cities?

Single-level map, navigation tasks

1. Which city is closest to Baker City in Fallon County (in the eastern part of Montana)?
2. Which city is located west of the city Eurekain Lincoln County (in the north-west part
of Montana)?

3. Which of the following two citiesis located most to the north: Darby in Ravalli County
(western part of Montana) or Columbusin Stillwater County (southern part of Montana)?
4. Which of the following citiesin the eastern part of Montana covers the largest area:
Wolfpoint in Roosevelt County, Glendive in Dawson County, or Ekalakain Carter
County?

5. Which are the two largest cities on the railroad from the city Wibaux in Wibaux
County (eastern part of Montana) to the city Red Lodge in Carbon County (southern part
of Montana)?

Single-level map, browsing tasks

1. Which two lakes in Montana are biggest?

2. Find and name two counties in Montana that contain at |east three airports or airfields.
3. Find and name the first state park east of Furgus County (central Montana).

4. Which two citiesin the counties on the northern border of Montana cover the largest
area?

5. Which of the counties on the southern border of Montana contains the most cities?

71



8 References

Ahlberg, C. & Shneiderman, B. 1994. Visual Information Seeking: Tight coupling of
dynamic query filters with starfield displays. In Proceedings of ACM Conference on
Human Factorsin Computing Systems (CHI 94, Boston MA, Apr. 24-28). ACM
Press, New York, NY, 313-317.

Baldonado, M. Q. W., Woodruff, A., & Kuchinsky, A. 2000. Guidelines for Using
Multiple Viewsin Information Visualization. In Proocedings of the 5th International
Working Conference on Advanced Visual Interfaces (AV1°2000, Palermo, Italy, May
24-26). Tarrantino, L. Ed. ACM Press, New York, NY, 110-119.

Beard, D. B. and Walker, J. Q. 1990. Navigational Techniques to Improve the Display of
Large Two-Dimensiona Spaces. Behaviour and Information Technology, 9, 6, 451-
466.

Bederson, B. B. & Boltman, A. 1999. Does Animation Help Users Build Mental Maps of
Spatial Information. In Proceedings of |EEE Symposium on Information Visualization
(INFOVI1Z'99, San Fransisco, CA, Oct. 24-29). IEEE Press, New York, NY, 28-35.

Bederson, B. B. & Hollan, J. D. 1994. Pad++: A Zooming Graphical Interface System. In
Proceedings of the 7th ACM Symposium on User Interface Software and Technology
(UIST'94, Marinadel Rey,CA, Nov. 2-4). ACM Press, New York, NY, 17-26.

Bederson, B. B., Meyer, J., & Good, L. 2000. Jazz: An Extensible Zoomable User
Interface Graphics ToolKit in Java. In Proceedings of the 13th Annual ACM
Symposium on User Interface Software and Technology (UIST’00, San Diego, CA,
Nov. 6-8). ACM Press, New York, NY, 171-180.

Card, S. K., Mackinlay, J. D. & Shneiderman, B. 1999. Readingsin Information
Visualization. San Francisco CA: Morgan Kaufmann.

Card, S. K., Robertson, G. G., & Mackinlay, J. D. 1991. The information visualizer, an
information workspace. In Proceedings of the ACM Conference on Human Factorsin
Computing Systems (CHI'91, New Orleans, LA, Apr. 27- May 2). ACM Press, New
York, NY, 181-188.

Carr, D., Plaisant, C., and Hasegawa, H. 1998. Designing a real-time telepathol ogy
workstation to mitigate communication delays. Interacting with Computers, 11, 1, 33-
52.

Chen, C. and Czerwinski, M. P. 2000. Special Issue on Empirical Evaluation of
Information Visualizations. International Journal of Human-Computer Sudies, 53, 5.

Chin, J. P., Diehl, V. A., & Norman, K. L. 1988. Development of an instrument for
measuring user satisfaction of the human-computer interface. In Proceeding of the
ACM Conference on Human Factors in Computing Systems (CHI '88, Washington,
DC, May 15-19). Soloway, E., Frye, D., and Sheppard, S. B. Eds. ACM Press, New
York, NY, 213-218.

Combs, T. & Bederson, B. B. 1999. Does Zooming Improve Image Browsing? In
Proceedings of the ACM Conference on Digital Libraries (DL '99, Berkeley, CA,
Aug. 11-14). ACM Press, New York, NY, 130-137.

Druin, A., Stewart, J., Proft, D., Bederson, B., & Hollan, J. D. 1997. KidPad: A Design
Collaboration Between Children, Technologists, and Educators. In Proceedings of the
ACM Conference on Human Factors in Computing Systems (CHI 97, Atlanta, GA,
Mar. 22-27). Pemperton, S. Ed. ACM Press, New York, NY, 463-470.

72



Eick, S. G., Steffen, J. L., and Sumner, E. E. 1992. Seesoft-A Tool for Visualizing Line
Oriented Software Statistics. |IEEE Transactions on Software Engineering, 18, 11,
957-968.

Frank, A. U. and Timpf, S. 1994. Multiple Representations for Cartographic Objectsin a
Multi-Scale Tree-An Intelligent Graphical Zoom. Computers & Graphics, 18, 6, 823-
829.

Furnas, G. W. & Bederson, B. B. 1995. Space-Scale Diagrams. Understanding Multiscale
Interfaces. In Proceedings of the ACM Conference on Human Factors in Computing
Systems (CHI '95, Denver, CO, May 7-11). Katz, I. R., Mach, R., Marks, L., Rosson,
M. B., and Nielsen, J. Eds. ACM Press, New York, NY, 234-241.

Furnas, G. W. & Zhang, X. 1998. MuSE: a multiscale editor. In Proceedings of the 11th
Annual ACM Symposium on User Interface Software and Technology (UIST 98, San
Fransisco, CA, Nov. 1-4). ACM Press, New York, NY, 107-116.

Furnas, G. W. & Zhang, X. 2000. Illusions of infinity: feedback for infinite worlds. In
Proceedings of the 13th Annual ACM symposium on User Interface Software and
Technology (UIST 2000, San Diego, CA, Nov. 5-8). ACM Press, New Y ork, 237-238.

Ghosh, Partha and Shneiderman, Ben 1999. Zoom-Only vs Overview-Detail pair: A
study in Browsing Techniques as Applied to Patient Histories. University of Maryland
Technical Report, CS-TR-4028, ftp://ftp.cs.umd.edu/pub/hcil/Reports-Abstracts-
Bibliography/99-12html/99-12.html.

Guo, Huo, Zhang, Weiwei, and Wu, Jing 2000. The Effect of Zooming Speed in a
Zoomable User Interface. Report from Student HCI Online Research Experiments
(SHORE), http://otal.umd.edu/SHORE2000/zoom/.

Hightower, R. R., Ring, L. T., Helfman, J. |., Bederson, B. B., & Hollan, J. D. 1998.
Graphical Multiscale Web Histories: A Study of PadPrints. In Proceedings of the
Ninth ACM Conference on Hypertext (Hypertext '98, Pittsburgh, PA, June 20-24).
ACM Press, New York, NY, 58-65.

Hornbak, K. & Frekjaa, E. 1999. Do Thematic Maps Improve Information Retrieval ? In
IFIP TC.13 International Conference on Human-Computer Interaction (INTERACT
'99, Edingburgh, Scotland, Aug. 30- Sep. 3). 10S Press, Amsterdam, 179-186.

Hornbak, K. & Frekjaa, E. 2001. Reading Electronic Documents: The Usability of
Linear, Fisheye, and Overview+Detail Interfaces. In Proceedings of the ACM
Conference on Human Factorsin Computing Systems (CHI 2001, Seattle, WA, Mar.
31- Apr. 5). ACM Press, New York, NY, 293-300.

Igarishi, T. & Hinckley, K. 2000. Speed-dependent automatic zooming for browsing
large documents. In Proceedings of the 13th Annual ACM Symposium on User
Interface Software and Technology (UIST 2000, San Diego, CA, Nov. 5-8). ACM
Press, New York, NY, 139-148.

Jul, S. & Furnas, G. W. 1998. Critical zonesin desert fog: aids to multiscale navigation.
In Proceedings of the 11th Annual ACM Symposium on User Interface Software and
Technology (UIST '98, San Fransisco, CA, Nov. 1-4). ACM Press, New York, NY,
97-106.

North, C. and Shneiderman, B. 2000. Snap-Together Visualization: Evaluating
Coordination Usage and Construction. International Journal of Human Computer
Sudies, 53, 715-739.

North, C., Shneiderman, B., & Plaisant, C. 1995. User controlled overviews of an image
library: A case study of the Visible Human. In Proceedings of the 1st ACM

73



International Conference on Digital Libraries (DL '96, Bethesda, MD, Mar. 20-23).
ACM Press, New York, NY, 74-82.

Péez, L. B., daSilva-Fh., J. B., & Marchionini, G. 1996. Disorientation in Electronic
Environments. A Study of Hypertext and Continuous Zooming Interfaces. In
Proceedings of the 59th Annual Meeting of the American Society for Information
Science (ASIS '96, Baltimore, MD, Oct. 19-24). Harding, S. Ed., 58-66.

Perlin, K. & Fox, D. 1993. Pad: An Alternative Approach to the Computer Interface. In
Proceedings of the 20th Annual ACM Conference on Computer Graphics
(SIGGRAPH '93, Anaheim, CA, Aug. 2-6). Kgjiya, J. T. Ed. ACM Press, New Y ork,
NY, 57-64.

Paisant, C. M. B., Rose, A., & Shneiderman, B. 1996. Life Lines: Visualizing personal
histories. In Proceedings of the ACM Conference on Human Factors in Computing
Systems (CHI '96, Vancouver, Canada, Apr. 13-18). ACM Press, New York, NY, 221-
227.

Paisant, C., Carr, D., and Shneiderman, B. 1995. Image browsers: Taxonomy,
guidelines, and informal specifications. |IEEE Software, 12, 2, 21-32.

Pook, S., Lecolinet, E., Vaysseix, G., & Barillot, E. 2000. Context and Interaction in
Zoomable User Interfaces. In Proocedings of the 5th International Working
Conference on Advanced Visual Interfaces (AVI 2000, Palermo, Italy, May 23-26).
ACM Press, New York, NY, 227-231.

Raskin, J. 2000. The Humane Interface: New Directions for Designing Interactive
Systems. Reading, MA: Addison-Wesley.

Schaffer, D., Zuo, Z., Greenberg, S., Bartram, L., Dill, J., Dubs, S., and Roseman, M.
1996. Navigating Hierarchically Clustered Networks through Fisheye and Full-Zoom
Methods. ACM Transactions on Computer-Human Interaction, 3, 2, 162-188.

Shneiderman, B. 1998. Designing the User Interface. Reading, MA: Addison-Wesley.

Vinson, N. G. 1999. Design Guidelines for Landmarks to Support Navigation in Virtual
Environments. In Proceedings of the ACM Conference on Human Factorsin
Computing Systems (CHI '99, Pittsburg, PA, May 15-20). Williams, M. G., Altom, M.
W., Ehrlich, K., and Newman, W. Eds. ACM Press, New York, NY, 278-285.

Ware, C. 2000. Information Visualization: Perception for Design. San Fransisco, CA:
Morgan Kaufmann Publishers.

Woodruff, A., Landay, J., & Stonebreaker, M. 1998. Constant Information Density in
Zoomable Interfaces. In Proocedings of the 4th International Working Conference on
Advanced Visual Interfaces (AVI '98, L'Aquila, Italy, Maya 24-27). 110-119.

Woodruff, A., Landay, J., & Stonebreaker, M. 1998. Goal-Directed Zoom. In Summary of
the ACM Conference on Human Factors in Computing Systems (CHI '98, Los
Angeles, CA, Apr. 18-23). Karat, C.-M., Lund, A., Coutaz, J., and Karat, J. Eds. ACM
Press, New York, NY, 305-306.

74



Paper 5—Reading Patterns and Usability in
Visualizations of Electronic Documents

K. Hornbak & E. Fregkjag (2001), ‘Reading Patterns and Usability in Visualizations of
Electronic Documents’, 26 pages, under review.

This work has been submitted for publication. Copyright may be transferred without
further notice and the accepted version may then be made avail able by the publisher.

75



Reading Patterns and Usability in Visualizations of
Electronic Documents

Kasper Hornba,

Department of Computing,
University of Copenhagen,
Universitetsparken 1,

DK-2100 Copenhagen, Denmark,
Phone +(45) 35321452,

Fax +(45) 35321401,

E-mail kash@diku.dk

Erik Frokje,

Department of Computing,
University of Copenhagen,
Universitetsparken 1,

DK-2100 Copenhagen, Denmark,
Phone +(45) 35321456,

Fax +(45) 35321401,

E-mail erikf@diku.dk

Abstract:

We present an exploration of reading patterns and usability in visualizations of electronic
documents. Twenty subjects wrote essays and answered questions about scientific documents
using an overview+detail, afisheye, and alinear interface. We study reading patterns by
progression maps that visualize the progression of subjects’ reading activity; and visibility maps
that show for how long different parts of the document are visible. The reading patterns help
explain differences in usability between the interfaces and show how interfaces affect the way
subjects read. With the overview+detail interface, subjects get higher grades for their essays. All
but one of the subjects prefer thisinterface. With the fisheye interface, subjects use more time on
gaining an overview of the document and less time on reading the details. Thus they read the
documents faster, but display lower incidental learning. We also show how subjects only briefly
have visible the parts of the document that are not initially readable in the fisheye interface. This
happens even though subjects express a lack of trust in the algorithm underlying the fisheye
interface. When answering questions, the overview is used for jumping directly to answersin the
document and to already-visited parts of the document. However, subjects are slower at
answering questions with the overview+detail interface. From the visualizations of the reading
activity, we find that subjects using the overview+detail interface often explore the document
further even when a satisfactory answer to the given question has already been read. Thus
overviews occasionally grab subjects' attention and possibly distract them.

Keywords:
Electronic documents, digital documents, information retrieval, information visualization,
reading, reading patterns, overview+detail interface, fisheye interface
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1 Introduction

Reading of electronic documents has become ubiquitous and deeply integrated in our everyday
activities. Such documents are read on the World Wide Web, in electronic journals, in
professional work, and as part of recreational activities. Sellen & Harper [1997] describe the use
of paper and el ectronic documents among analysts at the International Monetary Fund and assess
that 14% of the time analysts worked with documents they used el ectronic documents only.
Analysts used a combination of paper and electronic documents 35% of thetime. Byrne et a.
[1999] studied World Wide Web usage and found that users spend at |east twice as much time
using the information they find, compared to searching, browsing, or any other activity. In the
study of Byrne et al., reading is the main activity in using information.

Unfortunately, users experience a variety of difficulties when reading electronic documents.
These difficulties include cumbersome navigation [Dillon 1994; O'Hara & Sellen 1997], alack of
overview of the document [O’'Hara & Sellen 1997], lower tangibility of electronic documents
compared to paper [Hansen & Haas 1988], an unclear awareness of the length of documents
[OHara & Sellen 1997], lower reading speed caused by the poor resolution of most screens
[Mills & Weldon 1987; Dillon 1994], learning of lower quality compared to paper documents
[Hertzum & Frekjaar 1996], and possible fatigue if reading for extended periods of time.

Asapotential solution to these problems and with the aim of improving the ubiquitous reading
activity, visualization techniques have been used for presenting electronic documents [Eick et al.
1992; Hornbak & Freakjear 2001]. Some visualizations of electronic documents show the contents
of a document together with an overview of that document [Eick et al. 1992; Graham 1999].
Others show a distorted version of the document compressed to fit alimited amount of screen
space [Robertson & Mackinlay 1993] or consisting of only the important parts of the document
[Furnas 1986; Kaugars 1998]. However, the usability of visualizations of electronic documentsis
largely unexamined and to our knowledge no one has investigated if such interfaces change how
usersread.

In this paper, we analyze how visualization technigues support reading of electronic
documents. We compare a linear, afisheye, and an overview+detail interface used in an
experiment by 20 subjects for writing essays and answering questions about scientific documents.
We use logged data about the interaction process to visualize subjects’ reading activity. Our
visualizations help describe reading patterns by showing how reading progresses and for how
long certain parts of a document are visible. The reading patterns give insight into how the
interfaces affect subjects’ reading activity and into how we can design interfaces that better
support reading. In addition, we investigate the common hypothesis that overview+detail and
fisheye interfaces improve usability. Extending our previous analysis [Hornbak & Frakjaar 2001],
we use the reading patterns to explain differences in usability between the interfaces. This gives
rise to some hypotheses about how the visualizations affect subjects mentally.

In the next section, we outline previous work on visualization and on studies of reading
patterns in electronic documents. Section 3 describes our experiment on visualizing electronic
documents. Section 4 describes the reading patterns. Section 5 present the differencesin usability
between interfaces and explain them with reference to the reading patterns. In section 6 the results
are discussed and section 7 presents our main conclusions.

77



2 Background

2.1 Visualization of Electronic Documents

Visualizations of electronic documents are of two kinds: overview+detail and distortion-based
interfaces. Overview+detail interfaces show an overview of the document separated from the
detailed content [Plaisant et al. 1995]. The overviews show zoomed out representations of the
document [Eick et al. 1992; Boguraev et al. 1998; Graham 1999] or thumbnail representations of
the pages in the document [Adobe Acrobat®; Ginsburg et al. 1996]. On some overviews
occurrences of query terms in the document are colour coded [Graham 1999; Byrd 1999]. Besides
the present paper, we know of no evaluations of overview+detail interfaces for electronic
documents. However, Chen & Rada [1996]’s review of research in hypertext suggests that
overviews improve the users' effectiveness. Studies of text overviews also suggest improved
performance from having an overview of an electronic document. Three studies of Superbook
[Egan et al. 1989] compared the performance of subjects who used a 562-pages paper manual for
a statistics package to subjects searching an electronic version of the manual using an expandable
table of contents (i.e. atext overview) combined with the detailed contents of the manuals. In the
third study, 10 subjects performed 25% better with Superbook than subjects searching in paper
manual. In two experiments Dee-L ucas & Larkin [1995] compared linear text to overview
interfaces in which the overview and the detailed contents were not visible simultaneously. When
reading an approximately 2000-words physics text, the subjects using the overview had better and
broader recall of text topics compared to subjects without the overview.

Distortion-based interfaces show the entire document in a limited amount of screen space or
show only the most important parts of the document. Robertson & Mackinlay [1993] proposed an
interface that shows only one part of a document in focus and the other pages of the document
zoomed out to fit the remaining space. Holmquist [1997] describes a similar interface that can use
semantic zooming on the pages that are out of focus. In other distortion-based interfaces only
important parts of the document are readable. Importance may be determined by structural
properties of the document, such as sections and subsections [Paez et al. 1996]; by the current
view of the document [Furnas 1986]; or by similarity between the terms used for retrieving the
document and the sections of the document [Kaugars 1998]. Paez et al. [1996] describe a
zoomable user interface for electronic documents where title, headings, and key sentences are
larger than other parts of the document. Initially, the entire document is visible on the screen.
When comparing this interface to a hypertext interface, Paez et al. [1996] found no difference
between interfaces in 36 subjects’ satisfaction, task completion time, or memory for the
document.

2.2 Reading Patterns

A large literature describes how interface designs, tasks, genre characteristics, and reader traits
influence performance when reading electronic documents [Wright 1987; Hansen & Haas 1988;
Dillon 1994; Muter 1996; Schriver 1997]. Here we focus on characterizing patternsin reading
activity, i.e. how readers navigate and manipulate documents as they try to accomplish their aims
with reading. Three kinds of reading patterns are discussed in the literature.

As one reading pattern, documents are read in a non-linear fashion, occasionally with multiple
readings of some sections. Bazerman [1988, p. 235-253] discusses how the purposes and
background knowledge influence the way seven physicists read academic papers. In general,
papers were read selectively with jumps between different sections. Readers often looked for new

! http://www.adobe.conmvproducts/acrobat
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information or for particular sections, such as the method section in descriptions of empirical
research. In addition, parts of the documents were given multiple readings at different intensity.
Dillon [1994, p. 93-101] describes two series of 15 interviews about how participants read
academic papers and software manuals. For academic papers, most readers skim titles and author
names, after which they scan the abstract and main sections. Then, important sections are read
non-linearly or the whole paper is read serialy. In software manuals, the participants most often
consulted the table of contents or the index sections to get afeel for the contents and locate useful
places for reading. Horney & Anderson-Inman [1994] describe the reading patterns of 17 middle
school studentsin two hypertext stories. From logged interaction with the stories, they identify
different processes in the reading activity such as skimming, checking, reading, responding,
studying, and reviewing. Horney & Anderson-Inman [1994] also show how students read the
stories multiple times and how students sometimes read the story from end to beginning.

As asecond reading pattern, linear reading occurs under some circumstances. Goldman &
Saul [1990] showed that the most common reading strategy among students reading informational
texts was to read linearly through the text once. Foltz [1996] compared the reading strategiesin
two hypertexts and alinear document. Independently of task type (reading for general knowledge
vs. reading for finding specific information) and document type, 80 to 90% of the transitions to
new sections and pages were coherent with the overall organization of the text. In a second
experiment, Foltz used verbal reports to show that when subjects answered specific questions
they read linearly from text preceding the desired information and towards that information,
apparently trying to maintain the coherence of the text. Similarly, subjectsin the experiment of
Hertzum et a. [2001] often begin reading sections preceding the section containing the answer to
the question posed. Seemingly, subjects try to establish the context of the answer.

A third group of reading patterns is formed by the various roles played in reading by different
parts of adocument. For academic papers, certain sections, e.g. those containing dense formulas
or problem formulations, might be skipped entirely [Bazerman 1988]. Bishop [1999] used focus
groups and interviews to investigate how readers of scientific papers use document components.
She shows how readers use document components, such as the abstract or figures, for orientation,
for gaining an overview of the paper, for directing attention, for comprehension, and for inspiring
additional reading. In addition, readers often jump non-linearly between different parts of the
paper.

In summary, reading patterns are diverse and no one has studied reading patterns for
visualizations of electronic documents. New in this study are therefore the investigations of
reading patterns in overview-+detail or distorted interfaces and the detail of the descriptions of
reading patterns.
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3 Experiment

To investigate how visualizations of e ectronic documents influence reading patterns, we
conducted an experiment where subjects answered questions and wrote essays about documents
on object-oriented systems devel opment. Subjects completed these tasks using a linear, afisheye,
and an overview+detail interface. Below we describe the interfaces and the experiment; Hornbask
& Frokjaa [2001] contained a preliminary account of the usability data from the experiment but
only a brief mention of reading patterns, our main focus here.

Our experiment is exploratory, aiming at describing reading patterns and how interfaces affect
reading. In addition to this aim, we had two hypotheses about differences between interfaces.

1. Based on the literature described in section 2 we expected the overview+detail interface
to improve satisfaction and task completion time over the linear interface. We expected
this because the overview+detail interface facilitates navigation by providing the
overview pane and because this interface presents the reader with an overview of the
structure and contents of the entire document.

2. We also expected the fisheye interface to decrease task completion time because the
documents are compressed in the presentation and therefore less time-consuming to
navigate. The fisheye interface was also expected to support readers in employing an
overview-oriented reading style, so-called outlining [Anderson & Armbruster 1982]. One
measurable implication of thisisfaster reading, since subjects quickly establish an
overview of the text.

3.1 Interfaces

We compared alinear, afisheye, and an overview+detail interface. In these interfaces, documents
can be navigated using the mouse or the keyboard. Subjects may highlight words in the
documents. By entering one or more words in a dialog box, all instances of the entered words are
highlighted in red in the document. Figur 1 shows the three interfaces.

In the linear interface, the document is shown as alinear sequence of text and pictures. This
interface is similar to most interfaces in practical use and serves as a baseline against which the
other interfaces can be compared.

In the fisheye interface, certain parts of the document are considered more important than
other parts. The most important parts of a document are always readable. The other parts of the
document areinitially distorted below readable size, but can be expanded and made readable if
the user clicks on them with the mouse. Because of the distortion, the initial size of the
documents in the fisheye interface was on average 25% of their sizesin the linear interface. Two
strategies are used for determining which sections are important. First, sentences selected from
the beginning and end of a document unit are among the best indicators of the contents of that
unit [Bradow et al. 1995; Kupiec et a. 1995]. Therefore, the first and last paragraphs of a section
are considered important. This schemeis recursively applied to subsections, so that when a
section is expanded only the first and last parts of the subsections are readable. Second, as
mentioned in section 2 readers often attend to and find certain components of a document
especialy useful [Dillon 1994; Bishop 1999]. Therefore abstracts and section headings are
aways visible, and graphics and tables are diminished less than text.

In the overview+detail interface, the document is shown as alinear sequence of text and
pictures (the detail pane) together with atightly coupled overview of the document (the overview
pane). For the six documents used in the experiment, the ratio between the length of the overview
pane and the length of the entire document was on average 1:17. A rectangular field-of-view
covering a part of the overview pane indicates which part of the document is currently shown in
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Figur 1—The interfaces. Thisfigure shows from bottom to top the linear, the

fisheye, and the overview+detail interface.
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the detail pane. The field-of-view can be moved to change which part of the document is shown
in the detail pane. On the overview pane, section and subsection headings are shown at a fixed
size. Except for the headings, the contents of a section are zoomed to fit the remaining space
alocated to show that section. We believe that the readability of headings and the stability of the
overview pane are the main improvement over previous overview-+detail interfaces for electronic
documents, e.g. Graham [1999].

3.2 Tasks and Documents

Subjects were given two types of tasks. essay tasks and question-answering tasks. The essay tasks
and the question-answering tasks correspond to reading to understand a document and reading to
answer aguestion. These aims of reading are central in several accounts of typical reading tasks,
e.g. Schriver [1997]. Although answering guestions is obviously atypical task with electronic
documents, it may be argued that no one reads an entire document from the screen. However, our
intention with the overview+detail and the fisheye interface is to make online reading more
attractive and thus we need to look at tasks that make subjects read to understand.

In essay tasks, subjects read a document to learn the main contents of that document.
Afterwards and without access to the document, they were required to write a one-page essay,
stating the main theses and ideas of the document, and one page of personal comments about the
document. After writing the essays, subjects were given six incidental-learning questions. An
example of an incidental-learning question is: *Which integrity problems can occur in what the
author calls the simple business application architecture?

In question-answering tasks, subjects were required to answer six questions about a document,
one question at atime. The six questions were varied asto (1) position in the document where the
answer can be found (in the first or last part of the document), (2) how easily accessible the
sentences or sections containing the answer are (whether they are near section beginnings, tables
or figures), and (3) the usefulness of the words of the question as terms for highlighting (whether
or not the question contained terms that were |ocated near the answer). An example of a question
is: ‘What is, according to the paper, the biggest problem in relation to automatically transforming
procedural code to object-oriented code?

The documents used in the experiment were six |EEE journal papers from the Digital Library
Initiative test bed at University of Illinois at Urbana-Champaign [Bishop 1995]. All documents
were on topics within object-oriented systems devel opment. The paper versions of the documents
were between 8 and 14 pages long. The documents contained figures, tables, formulas, and text.
From our presence during the experiment we conclude that no subjects had previously read any of
the papers. For uninterrupted reading and increased realism, we did not impose atime limit on the
tasks. However, subjects were made aware of how much time they had used when reading one
paper for more than one hour, or when they took more than 30 minutes to answer one of the six
guestions about a document. The descriptions of the tasks, the answers to the tasks, the training
material, and the satisfaction questionnaires were all in the native language of the subjects,
Danish.

3.3 Subjects

The subjects in the experiment were students at the Department of Computing, University of
Copenhagen, who chose to participate in a course involving the experiment. The subjects had
studied computer science for amean time of 6.5 years. Of the 20 subjects, 15 were males and five
femal es, with amean age of 27. Sixteen subjects reported to use computers every day, four
subjects several times aweek. Fourteen subjects reported familiarity with object-oriented systems
development from courses, 11 subjects had such familiarity from systems devel opment projects.
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3.4 Design

The experiment employed awithin-subjects factorial design, with the independent variables being
interface type (linear vs. fisheye vs. overview+detail) and task type (essay vs. questions-
answering). The experiment consisted of three sessions. In each session the 20 subjects used one
interface to solve atask of each type. Each session lasted approximately one hour and 45 minutes,
giving atotal of 106 hours of experimental data. Tasks and interfaces were systematically varied
and counterbalanced. We formed six groups based on permutations of the three interfaces. Using
L to designate the linear, F the fisheye and O+D the overview+detail interface, these groups used
the following orders of interfaces: LeF*O+D, L*O+DeF, FeL*O+D, FeO+DesL, O+DeL¢F,
O+DeFeL. Because six was not a divisor of the number of subjects, four groups comprised three
subjects and two groups comprised four subjects. The tasks for these six groups were found by
randomly choosing L atin squares such that the three interfaces and the three sessions had an
approximately equal number of different tasks.

3.5 Reading Patterns and Usability Measures

One of the contributions of this paper is the description of reading patterns based on
visualizations of reading activity described in section 4. Reading patterns are described in terms
of reading modes and events. To ensure that modes and events were reliably detected, one of the
authorsfirst developed a classification of reading modes and events and applied it on all
visualizations of reading activity. This happened blind to which interface the subjects had used.
Afterwards, the other author classified a random sample of 20% of the visualizations of reading
activity. The Pearson correlation between the authors’ estimation of the duration of reading
modes in essay tasks were between .96 and .99. For reading events, only the classification of one
task differed. For guestion-answering tasks, the correlations were between .89 and .97. For the
analysisin section 4, we used the classification of visualizations in the sample agreed upon by the
authors. Visualizations not in the sample were adjusted to reflect the consensus among the
authors.

To uncover the usability of the interfaces, we measured the following:

— Gradeswere given to al tasks. The answers were graded blind by the first author, i.e.,
without any knowledge of which subject had made the answer or with which interface the
answer had been made. We used a five point grading scale, ranging from zero—a missing or
completely wrong answer—to four—an outstanding and well-substantiated answer. For the
question-answering tasks, grades were given according to how many aspects of the question
the answer covered. A classification of the main ideas in the documents and important aspects
of questions were developed to assist a systematic and uniform grading.

— Incidental learning was measured as the number of correct answers to incidental learning
guestions, resulting in a score from 0 to 6.

— Task completion time was used as the indicator of efficiency. All subjects’ interactions with
the interfaces were logged and the task compl etion times were derived from the data logged.
For essay tasks, only the time spent reading is considered task completion time, leaving out
the time spent writing the essay.

— Satisfaction was measured in three ways. After using each interface, subjects answered
twelve questions about the perceived usability of the interface and their experiences with
solving the tasks. After having used all three interfaces, subjects indicated which they
preferred. Subjects also wrote comments about the interfaces after using each of them, and
described why they preferred using one of the interfaces.
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3.6 Procedure

The experiment took place in alab without external disturbances. Two subjects participated at a
time. Upon arriving, subjects filled out a questionnaire on background information and on their
familiarity with object-oriented systems devel opment. Then, subjects were trained until they felt
confident in operating the interfaces. Training was supported by a two-page description of how to
operate the interfaces. The subjects also completed three training tasks, which introduced them to
the interfaces, and the question-answering and essay tasks. The mean time used to complete the
training tasks was 35 minutes. After training, the subjects completed the first session of the
experiment. Subjects returned the next day to the lab and completed the remaining two sessions.

The subjects received the tasks on sheets of paper, on which they also wrote the answers for
the question-answering tasks. After finishing reading documents, the subjects proceeded
immediately to the writing of essays, for which they received paper and pencil. The subjects were
not allowed to take notes while reading the documents.

3.7 Analysis

The experimental design was expected to result in 20* 3 solutions to the essay tasks, but one
subject did not complete atask, and one solution was dropped from the analysis because of atime
usage three interquartile ranges above the 75-quartile, leaving 58 solutions. The task completion
time for that solution was 163 minutes, in comparison to the overall average of 42 minutes. For
the question-answering tasks, the design should give 360 (20* 3*6) answers, but one subject failed
to complete atask, leaving 354 answers.

We analyzed the data by ANOV As with interface type, task, session, and subject as factors.
Essay tasks and question-answering tasks were analyzed separately.



4 Reading Patterns
4.1 Reading in Essay Tasks

4.1.1 Progression Maps and Reading Modes

We visualize each subject’ s reading activity for an essay task using progression maps. The
progression maps show what parts of a document subjects have visible at which timein the
reading process. Figure 2 shows an example of a progression map for an essay task. On the

Initial Linear read-through Review
orientation

M — ~——
1 \

OBJECT ORIENTATION

Techuica] aystem architschre

Sttt ant s { = one screen height
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Figure 2—Progression map showing reading modes. This figure shows a
progression map for a subject doing an essay task. The reading modes are
indicated at the top of the figure. The horizontal axis shows time elapsed since
the beginning of the task. The vertical axis shows the position in the document
visible to the subject as the top-most position in the detail window. The vertical
axis also shows an overview of the contents of the document. In the figureis
indicated the height of one screen in the linear and overview+detail viewer. For
the fisheye interface, subjects can see approximately twice as much.
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progression maps, we identified three modes to describe how subjects read a document (see
Figure 2). Intheinitial orientation mode, subjects navigated through the document in a non-linear
fashion. We found this mode at the beginning of atask, if the subject attempted initial orientation.
Theinitial orientation mode ends when subjects began reading linearly through the document
from the beginning. In the linear read-through mode, subjects read through the document from
the beginning to the end in alinear way, with occasiona skips forwards and backwards. This
mode ended when subjects began to navigate non-linearly through the document for more than
one minute and do not return to continue the linear read-through. In the review mode, subjects
looked again at what appears to be the most important sectionsin the document in a non-linear
order. This mode was found at the end of atask. In every task we found an initial orientation
mode. In 34 tasks we found an initial orientation mode and in 56 tasks a review mode.

Figure 3 shows the average duration of the three reading modes. We found significant
differences in time spent in the modes for the initial orientation mode (F[2,32]=3.38, p<.05). In
the fisheye interface, more time was spent in the initial orientation mode (M=4.6 min., SD=5.5)
compared to the linear (M=2.1 min., SD=3.2, F[1,32]=5.02, p<.05) and the overview+detail
interface (M=2.0 min., SD=3.2, F[1,32]=5.11, p<.05). A significant difference between the
interfaces was also found in the time spent in the linear read-through mode, F(2,32)=10.86,
p<.001. A linear contrast shows that subjects spend only two-thirds as long time with the fisheye
interface in the read-through mode (M=26.6 min., SD=16.2) as with the other two interfaces
(linear: M=37.0 min., SD=10.6, F[1,32]=15.23, p<.001; overview+detail: M=37.5 min., SD=11.7,
F[1,32]=17.25, p<.001). For the review mode, we find no significant difference, F[2,32]=1.48,
p>.2.

We made two further observations about the reading behaviour in the initial orientation mode.
First, on the progression maps we repeatedly observed an orienting behaviour from the subjects
that we call flip-through. In aflip-through, subjects scrolled through the entire document in less
than 30 seconds (see Figure 2 for an example). Subjects did so at the beginning of an essay task.
This behaviour seems similar to flipping through the pages in a book or ajournal. We observed

Time in mode (min.)

40
O Linear

35 1 - B Fisheye
O Overview+detail

30 1
25
20 1
15 1
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*

0 T

Initial orientation Linear read-through Review
Reading mode

Figure 3—Time spent in reading modes. The figure shows the average time
subjects spend in the three reading modes for each of the interfaces. Subjects
without a certain mode were counted as spending zero minutes in that mode. An
asterisk denotes a significant difference between interfaces. Error bars show the
standard error of the mean.
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Figure 4—Per centage expanded sectionsin each reading mode. Thisfigure
shows the average number of sections that subjects expanded or that were kept
expanded in the three reading modes. The rightmost bar shows the number of
sections open in any reading mode. Error bars show the standard error of the
mean.

flip-throughsin 30 out of the 59 essay tasks, with no difference between interfaces. Subjects may
have used flip-throughs for obtaining an overview of the documents, atask that is notoriously
difficult for electronic documents [O'Hara & Sellen 1997].

Second, we noticed that subjects during the initial orientation mode almost exclusively looked
at the introduction and the conclusion of the paper, see Table 1.

4.1.2 Expansion and Collapsing of Sections in the Fisheye Interface

When using the fisheye interface, subjects on the average expanded 90% (SD=18) of the sections
in a document, see Figure 4. Six subjectsin one or more tasks expanded all sections at once by
selecting the pop-up menu item ‘expand all’; the rest of the subjects expanded sections by
clicking with the mouse on the section. We also examined in what reading modes subjects
expanded sections or kept previously expanded sections expanded. Our hypothesis was that the
fisheye interface should support an overview-oriented reading style, meaning that subjects
expanded sections primarily in the linear read-through mode. In the initial exploration mode,
subjects expanded or kept expanded approximately one fourth (M=22%, SD=32) of the sections
in the document. In the linear read-through mode, subjects expanded or kept expanded 85%
(SD=24) of the sections. In the review maode, subjects expanded or kept expanded approximately

Document part Percentage tasks
with partsvisible
Introduction and abstract 76%
Conclusion 41%
Other sections 18%
References and appendices 12%

Table 1—Document partsvisiblein theinitial orientation mode. The table
shows the percentage of the 34 tasks with an initial orientation mode where the
document parts described in the left-most column are visible for more than one
minute.
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half (M=57%, SD=37) of the sections.

4.1.3 Visibility Maps

For all essay tasks, we also visualize reading activity by visibility maps. The maps were made by
arbitrarily dividing the document into 100 parts of equal length. For each subject, we replayed the
logged interaction and registered which parts were visible and for how long. Figure 5 shows an
example of avisibility map for one essay task. To test the differences between interfaces reveaed
by casual inspection of the visibility maps, we compared the average percentage of the reading
time spent in collapsed versusinitially readable parts of the documents, see Figure 6. These maps,
and the accompanying tests, reveal three interesting patterns about how long different parts of the
documents were visible.

First, the visibility maps show that the relative duration for which different parts were visible
differs between interfaces, see Figure 6. Here, we look at those parts of the documents that in the
fisheye interface were initially readable. We found a significant difference between the duration
these parts were visible between interfaces, F[2,32]=35.2, p<.001 (we used the arcsine
transformation on the percentage values before running ANOV As). In the fisheye-interface
(M=13%, SD=4.4) theinitially readable parts were visible for approximately 50% longer than in
the linear interface (M=8%, SD=2.7, F[1,32]=56.3, p<.001) and the overview+detail interface
(M=9%, SD=3.2, F[1,32]=48.8, p<.001). Similarly, we find a difference between interfacesin
how long parts, which in the fisheye interface were initially collapsed, were visible, F[2,32]=36.0,
p<.001. Linear contrasts show that in the fisheye interface (M=5%, SD=1.5) these parts were
visible shorter compared to the other two interfaces (linear: M=7%, SD=1.9, F[1,32]=60.2,
p<.001, overview+detail: M=7%, SD=1.3, F[1,32]=46.9, p<.001).

OBJECT ORIENTATION

Coppte usinss ppiecon

Linear (N=7)
- — Fisheye (N=6)

cccccccccc

~=== Overview+detail (N=7)

20 30

Time (%)

Figure 5—Visibility map for one of the three essay tasks. The horizontal axis
shows the average time a part of the document is visible for each interface. The
vertical axis shows position in the document, as indicated by the overview of
the document. The grey squares along the vertical axis indicate parts of the
document that were initially readable in the fisheye interface.
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Figure 6—Time spent in parts of the documentsthat areinitially readable
vs. initially collapsed in the fisheye interface. This figure shows the average
time spent in those parts of the documents that in the fisheye interface are either
initially readable or initially collapsed. An asterisk indicates a significant
difference between the interfaces. Error bars show the standard error of the
mean.

Second, in the overview+detail interface and the linear interface, subjects have sectionsvisible
acomparable length of time.

Third, for the linear and overview+detail interface we find a difference between how long
certain parts of the document are visible. The time spent in parts of the document that in the
fisheyeinterface areinitially readable, islonger with the overview+detail and linear interface
compared to the time spent in parts that are initially collapsed in the fisheye interface. This
suggests that the algorithm for the fisheye interface chooses sections to be initially readable that
subjects spend relatively long time reading.
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4.2 Reading in Question-answering Tasks

For question-answering tasks, we visualize reading activity for each subjects answer to each of
the six questions on a progression map. To analyse these maps, we use a notion of targetsin the
documents, of reading events called first contact, and reading modes called target reading and

further explorations (see Figure 7). A target is a part of the document in which an answer to the

Target  Further
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Figure 7—An example of a progression map for one question in a question-
answering task. The reading modes are indicated at the top of the figure. The
horizontal axis shows time elapsed since the beginning of the task. The vertical axis
shows the position in the document visible to the subject as the top-most position in
the detail window. The vertical axis also shows an overview of the contents of the
document. In addition, targets and reading events are shown on the map. In the figure
isindicated the height of one screen in the linear and overview+detail viewer. For the
fisheye interface, subjects can see approximately twice as much.
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current question can be found. In two questions for each of the question-answering tasks, the
answer to the question (or a substantial part of it) can be found in more than one place. On the
progression maps the target is shown as a point, but obviously both text right before and after the
target point are important. Thus we consider a subject to do target reading as long as the target is
visible in the browser window and when the target is less than half a screen-length above the top
of the detail window. For the fisheye interface the length of the document parts visible in the
window varies, because contents in the visible area may be collapsed. For thisinterface, we
therefore used one screen length above the top of the window to delimit the target area.

4.2.1 First Contact with a Target and Direct Jumping

First contact is the moment when any target for the first time becomes visiblein the detail part of
the interface. To be considered afirst contact, the target area must be visible for at least 20
seconds. If thetarget is at the beginning of the document, the subject might have been reading the
task description. Therefore we begin to look for afirst contact after 10 seconds. Figure 8 shows
the average time passed from the beginning of the task to the moment where subjects make first
contact. We find no difference between interfaces in how fast subjects made first contact,
F[2,313]=.341, p>.5.

Figure 8 also shows that the number of targets found differed between interfaces,
F[2,313]=6.97, p<.001. A linear contrast between interfaces suggest that 10% more targets were
located in the overview+detail interface (M=1.16, SD=.44) compared to the linear interface
(M=1.05, SD=.21), F[1,313]=13.2, p<.001. Note that only one third of the tasks contains multiple
targets. The difference in number of targets located suggests that subjects keep exploring the
document in the overview+detail condition, even when a satisfactory answer has been found.

In some tasks, subjects went directly to atarget by clicking on the overview pane, adirect
jump. In 54 out of the 120 tasks solved with the overview+detail interface, subjects made first
contact this way. Subjects therefore seem able to relate the information on the overview to the
questions. In 13 tasks, subjects return to an already visited target by a direct jump. Since subjects
only return in 44 of the tasks solved with the overview+detail interface, this account for 30% of
the returns. The use of the overview pane for returning to targets suggests that subjects remember
the position of previoudly visited parts of the document on the overview pane.

Time (min.) a Number of targets b
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Figure8—Timeto first contact and number of targetsreached. Panel a
shows the average time to first contact in the three interfaces. Panel b shows the
average number of targets found in the three interfaces. Error bars show the
standard error of the mean. This figure only includes tasks in which one or more
targets are reached (N=335).
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Figure 9—Further explorations. This figure shows the frequency of tasks with
one or more further explorations and the average duration of further explorations
in the three interfaces. Error bars show the standard error of the mean.

4.2.2 Further Explorations

When subjects, after having made first contact, stop target reading and navigate to a non-target
area, we say they make further explorations. We do not consider it afurther exploration if the
subject navigated directly to another target. Further explorations had to last more than 10 seconds.

Figure 9 shows the average number of question-answering tasks in which subjects explore the
document further. The number of further explorations were significantly different between
interfaces, ¥ [2, N=354]=7.59, p<.05. Subjects explored the document further in 48% more tasks
in the overview+detail interface compared to the linear and the fisheye interface. Figure 9 aso
shows that subjects explore the document for different lengths of time, F[2,313]= 3.87, p<.05.
Compared to the linear interface (M=1.6 min., SD=.26), significantly more timeis used exploring
the document in overview+detail interface (M=2.4, SD=.32, F[1,313]=7.46, p<.01).

Table 2 shows the different actions with which subjects started further explorations. Note that
this table shows the total number of further explorations, not just the number of tasksin which a
further exploration occurs (asin Figure 9). In the overview+detail interface, subjects clicked on
the overview pane to navigate to the area clicked on. The progression maps show that subjects
used this feature to begin further exploration twenty-two (26%) times.

Interface Highlight  Scroll Seroll Jump on
up down overview

Linear (N=50) 11(22%) 16(32%) 23 (46 %) NA

Fisheye (N=53) 10(19%) 18(34%) 25(47 %) NA

Overview+detail (N=84) 8(10%) 22(26%) 32(38%) 22 (26 %)

Table 2—How do Further Explorations Begin? The table shows the number
(and percentage in parenthesis) of further explorations started by the actions
shown in the top row.
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5 Usability Measures

This section presents the differences in measures of usability between interfaces. We use the
reading patterns presented in the previous section to explain these differences.

5.1 Grades and Incidental Learning

Figure 10 shows the average grade and incidental-learning score for the three interfaces. For
essay tasks, we found a significant influence of interface on the average grade obtained,
F[2,32]=4.16, p<.05. Linear contrasts show that tasks solved with the overview+detail interface
(M=2.47, SD=.84) on average got half a grade higher compared to the linear (M=2.00, SD=.86,
F[1,32]=5.26, p<.05) and the fisheye interface (M=1.95, SD=.78, F[1,32]=7.10, p<.05). Based on
the reading patterns, we have no direct explanation for this finding. However, the question-
answering tasks suggest that subjects are able to use the overview pane to navigate and that they
remember the position of information on the pane. In addition, we specul ate that the overview
pane may indirectly have helped subjects to organize and recall text.

The number of correctly answered incidental learning questions differed significantly between
interfaces, F[2,32]=6.80, p<.01. Subjects correctly answered fewer questions in the fisheye
interface (M=3.42, SD=1.22) compared to the linear interface (M=4.20, SD=1.24, F[1,32]=8.22,
p<.01) and the overview+detail interface (M=4.58, SD=1.22, F[1,32]=11.83, p<0.01). On the
average, around one question less was correctly answered when subjects used the fisheye
interface. The visibility maps suggest that subjects pay less attention to initially collapsed
sections, thereby missing information for some incidental learning questions. The overview-
oriented reading style of the fisheye interface apparent from the analysis of reading modes,
suggests a similar reason for subjects’ low incidental-learning score.

For guestion-answering tasks, we found no difference between interfaces for the grades given
to the tasks, F[2,313]=.18, p>.5.

5.2 Task Completion Time

Figure 11 shows the task completion time for essay and question-answering tasks. For essay tasks
we find a difference in task completion time, F[2,32]=4.92, p<.05. A linear contrast analysis
shows that the fisheye interface (M=37.4 min., SD=12.4) were approximately 16% faster than the

Average Grade/Score a Average Grade

5
B Essay grade B Question-answering task
O ncidental-learning score

4 2

3

2 1

1

0 0

Linear Fisheye Overview+detail Linear Fisheye Overview+detail
Interface Interface

Figure 10—Grades and incidental learning. Panel a shows for the essays
tasks the average incidental learning score and grade for the three interfaces
(N=58). Panel b shows for the questions-answering tasks the average grade for
each question (N=354). Error bars show the standard error of the mean.
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linear interface (M=44.4 min., SD=11.9, F[1,32]=8.13, p<.01) and the overview+detail interface
(M=44.5 min., SD=12.2, F[1,32]=6.51, p<.05). The reading patterns explain why subjects are
faster with the fisheye interface. The overview-oriented reading style and the short time subjects
look at initially collapsed sections appear as the main reasons. Note that subjects using the fisheye
interface have to expand most of the sections in the document: what is different from the other
interfaces is the duration these sections are visible.

For the question-answering tasks we also found a significant difference between interfaces,
F[2,313]=4.235, p<.05. The overview+detail interface (M=7.1 min., SD=4.1) were 20% slower
compared to the linear interface (M=5.9 min., SD=3.5, F[1,313]=8.33, p<.01). Note, as explained
in section 3.2 we imposed no time limit on the subjects work with the tasks. According to the
reading patterns, thistime difference is not due to difficulty in locating a target. However, in the
reading patterns further explorations are more frequent and last longer in the overview+detail
interface. Another indicator of thisisthat the number of targets found with the overview+detail
interface is higher than in the other interfaces. Interestingly, subjects initiated many further
explorations by clicking on the overview pane.

5.3 Satisfaction

Nineteen of the subjects preferred using the overview+detail interface; one subject preferred the
linear interface. In their motivation for preferring the overview+detail interface, 10 subjects
mentioned the overview of the documents structure and headings as an important reason; six
subjects mentioned that the overview+detail interface support easy navigation; and five subjects
liked that highlighted words show up in the overview pane. Fourteen subjects mentioned that they
found it hard to overview the document using the linear interface. With respect to the fisheye
interface, nine subjects commented that they did not like to depend on an algorithm to determine
which parts of the document should be readable. Subjects were divided as to whether the fisheye
made it easier (N=5) or harder (N=2) to get an overview of an article. Figure 12 shows the
subjects answers to the questionnaires received after using each of the interfaces. We compared
interfaces using paired t-tests with a Bonferroni-adjustment of 0.05/12* 3=.0013. The
overview+detail interface scored higher than the two other interfaces on satisfaction questions
about overall satisfaction, and on the dimensions terrible-wonderful and frustrating-pleasant.
Subjects scored the fisheye interface lower compared to the overview+detail interface on the
dimension confusing-clear. Subjects also scored the overview+detail interface higher compared to

© Time (min.) Essay tasks a . Time (min.) Question-answering tasks b
P T - :
35] I 6 =
301 57
25 41
207 3
15 5]
10
51 Y
0 T 0 T T
Linear Fisheye Overview Fisheye Linear Overview+detail
Interface Interface

Figure 11—Task completion time. Panel a shows the average task completion
time of essay task grade for the three interfaces. Panel b shows the average task
completion time for question-answering tasks. Error bars show the standard
error of the mean.
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Figure 12—Satisfaction. To theleft, initalics, is shown the questions subjects
were given. Negative and positive concepts on a seven-point semantic differential
are shown to the left and right of the chart. Low scores were given to the negative
concept of the differential scale. The bars show the average satisfaction scores for
the three interfaces. An asterisk denotes a significant difference using a

Bonferroni adjustment of .0013.

the linear interface on the question whether the documents were easy or hard to overview. We

found no difference for the questions intended to investigate whether the subjects’ perception of
their tasks differed between interfaces (question 7 and 8 in Figure 4).

The satisfaction with the overview is supported by several of the reading patterns. The
overview pane support jumping directly to targets; it helps returning to previously visited parts of
the document; and it invites to and supports further explorations. Subjects using the fisheye
interface depend extensively on the algorithm that determines which sections to collapseinitially,
even though subjects do not trust this algorithm.
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6 Discussion

The overview+detail interface was slow for question-answering tasks. Further explorations were
more frequent in the overview+detail interface compared to the two other interfaces and were
often initiated by clicking on the overview pane. These observations support the explanation
previously proposed [Hornbak & Frakjaa 2001] that the overview pane grabs subjects’ attention,
and thereby lead them to explorations that strictly speaking are unnecessary. Seemingly, this
happens because of the visual appearance of the overview and because of the navigation
possibilities afforded by the ability to click the overview pane. The reading process we observed
thus seems more unpredictable and shaped by situation-dependent inspiration compared to the
description offered by Guthrie’s model [Guthrie 1998] of locating information in documents,
which suggests a rational, goal-oriented process. Another point is that the overview in our
experiment slow down task completion time. Thisresult isin contrast to the expectationsraised in
previous work (see section 2) and our hypothesis (see section 3) about the usability of
overview+detail interfaces. Our results are similar to the empirical results of [Dee-Lucas &
Larkin 1995; Hornbak et al. 2001] who found that overviews may lead to higher task completion
times.

However, the overview+detail interface leads to higher quality essays and subjects strongly
preferred this interface. We found several indicators why this happened: the overview support
navigation, invite explorations, and support jumping directly to previously read text. Thus, we
think designers should be well advised to use overview+detail interfaces for electronic
documents.

For essay tasks, the fisheye interface was approximately 16% faster. Subjects opened almost
al collapsed sections, but spent less time on the initially collapsed sections compared to the other
interfaces. Subjects aso used more timein the initial orientation mode and less time in the linear
read-through mode. On one hand, our hypothesis about the fisheye interface was confirmed: the
fisheye interface shortens navigation time and supports an overview-oriented reading style. On
the other hand, we were surprised that the initial status of sections influenced the duration they
were visible as strongly as observed. We suspect that subjects assume that the contents of the
initially collapsed sections are not important, independently of what they read in the sections.
This behaviour is akin to premature cognitive commitment [Langer 1991], where humans commit
themselves to one view on or use of information and at a later time fail to reconsider their
commitment. This premature commitment comes about even though many subjects expressed a
lack of trust in the algorithm. Thus, fisheye interfaces may fundamentally change the way
subjects perceive and interact with documents. The lower task completion time might account for
the lower incidental learning scores obtained by subjects using the fisheye interface. Together,
these observations suggest that fisheye interfaces should be used mainly for time-critical tasks
and for tasks where a detailed understanding of the document is not the main aim, for examplein
relevance judgements such as judging whether it is worthwhile to download or thoroughly read a
document.

Thelinear interface isin many ways clearly inferior with respect to usability compared to the
two other interfaces. We recommend that designers rely less on thisinterface type and use the
overview+detail and, in special cases, the fisheye interface.

Our visualizations of reading patterns suggest four interesting observationsin addition to those
mentioned above. First, the flip-through behaviour suggests that subjects devel op techniques for
coping with the low tangibility of electronic documents [Hansen & Haas 1988; O'Hara & Sellen
1997]: flipping through the document might give subjects an initial indication of the length,
structure and key elements of the document. Many subjects seem to like doing a flip-through to
set the scene for amore careful reading of the documents. Second, in question-answering tasks
the reading patterns show how subjects used the overview-pane to navigate back to previously
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visited targets. Thisindicates that the overview pane supports memorizing important document
positions, perhaps in away analog to the way readers remember the position of information in
paper documents [Rothkopf 1971]. Third, our observations on reading patterns confirm and
extend previous research on reading, e.g. Bishop [1999]. Non-linear navigation occurred
extensively, but mostly at the beginning and end of the reading activity. We also found, similarly
to [Foltz 1996], that most of the reading time consisted of linear reading through the document.
Fourth, large differences between individuals in reading strategies were also found, as do for
example Goldman & Saul [1990]. However, in this paper we concentrated on examining the
influence of interface on reading patterns.

Concerning techniques for studying reading patterns, progression maps offer an intermediate
analysistool of user behaviour in reading electronic documents, between coarse measures, such
astask completion time, and fine detail analysis, such as eye-tracking analysis. The most
important limitation of our technique is that we only register the visible parts of the documents,
not what subjects actually looked at.

In relation to the aims set forth in the introduction to this paper, we have investigated both the
usahility and the reading process in visualizations of electronic documents. To follow up this
investigation, we suggest three areas of further research. First, we need to improve visualizations
of electronic documents. The algorithm for making the fisheye interface may be improved based
on our descriptions of reading patterns. The overview pane may aso benefit from more
information-rich semantic zooming. Second, we need a more thorough study of reading activity
during actual work as performed by subjects who have gained full familiarity with the
experimental interfaces. Third, we need some better theories of how attention is shaped by
visualizations. The role of the overview in triggering further explorationsis not well described by
theories of information visualization we are aware of.
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7 Conclusion

In an experiment, we compared three interfaces for el ectronic documents. Two of the interfaces
were based on overview+detail and fisheye visualizations; the third was a linear interface that
served as a baseline. Subjectsin the experiment answered questions and wrote essays about
scientific documents. In an attempt to better understand how the interfaces supported reading and
to understand the differences in measures of usability between interfaces, we created
visualizations of subjects’ reading activity by two kinds of maps. Progression maps were used to
depict how the reading progressed; visibility maps were used to compare the average time
different parts of the document were visible. From these visualizations we describe how the
interfaces shape subjects’ reading patterns.

Subjects clearly preferred the overview+detail interface, especially because of the overview
gained and the ease of navigation. With this interface, essays received a higher grade. For
guestion-answering tasks, the progression maps show that subjects with the overview+detail
interface explore the document more often than with the other interfaces. Consequently, subjects
use longer time answering questions. The visibility maps reveal that subjects with the fisheye
interface have visible for less time the parts of the document that are not initially readable. With
the fisheye interface, subjects also read the documents using an overview-oriented reading style.
Therefore subjects read faster with this interface, but display lower incidental learning.

Asfor the practical problem of using visualizations to support reading, visualization interfaces
improve the usability of electronic documents. However, visualizations also change how subjects
read documents. The most common interface in practical use, the linear interface, wasinferior on
most usability aspects compared to the other two interfaces. Visualizations are thus recommended
to devel opers as usable interfaces for electronic documents. For researchers, further
improvements of visualizations of electronic documents are feasible, as are use of progression
and visibility maps to study and improve reading activity.
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ABSTRACT

Understanding human thinking is crucia in the design and
evaluation of human-computer interaction. Inspired by
introspective psychology, we present five metaphors of
human thinking. The aim of the metaphors is to help
designers to consider important traits of human thinking
when designing. The metaphors capture aspects of human
thinking virtually absent in recent years of the CHI
Conference Proceedings. As an example of the utility of the
metaphors, we show how a selection of good and poor user
interfaces can be appreciated in terms of the metaphors.
The metaphors are also used to reinterpret central notions
in human-computer interaction, such as consistency and
information scent, in terms of human thinking. Further, we
suggest the metaphors be used for evaluating interfaces.

Keywords

Human thinking, habit, automaticity, stream of thought,
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INTRODUCTION

We present severa metaphors related to the human
thinking activity, and show by examples how the
metaphors may serve to clarify aspects of designs of
human-computer interaction (HCI).

For some years our research and teaching in human-
computer interaction have been inspired by William
James's and Peter Naur's descriptions of human thinking
[20,23-26]. Similar descriptions along with many brilliant
design discussions have lately been introduced to HCI in
Jef Raskin's book The Humane Interface [32]. Naur's and
Raskin's work are complementary to most psychology used
in HCI, but is supported by extensive evidence from classic

* The authors contributed equally to the paper.
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introspective psychology [20], and from experimental
psychology and neurology [1,2]. Several of the aspects of
human thinking described in this work are of critica
importance to human-computer interaction: (1) the role of
habit in most of our thought activity and behaviour—
physical habits, automaticity, all linguistic activity, habits
of reasoning; (2) the human experience of a stream of
thought—the continuity of our thinking, the richness and
wholeness of a person's mental objects, the dynamics of
thought; (3) our awareness—shaped through a focus of
attention, the fringes of mental objects, association, and
reasoning; (4) the incompleteness of utterances in relation
to the thinking underlying them and the ephemeral nature
of those utterances; and (5) knowing—human knowing is
always under construction and incomplete.

In this paper we present five metaphors of human thinking
that cover the phenomena mentioned above. The
contribution of the metaphors is threefold. First, the
metaphors introduce a clear and recognizable way of
talking about human thinking which we find absent in
recent CHI Conference Proceedings. Second, we use the
metaphors to analyse commonly available user interfaces.
This shows the utility of the metaphors in recognizing and
exploiting important characteristics of human thinking. In
addition we show how central notions in HCl can be
understood in terms of the metaphors, which we claim lead
to a gain in clarity and immediate understandability of
these notions. Third, we suggest further application of the
metaphors to user interface design and evaluation.

In the next section, we present the metaphors and show
how they describe aspects of human thinking crucial to
HCI. Then we show how the metaphors can be used to
describe important phenomena in HCI. Finally, we discuss
some limitations in our presentation and suggest possible
further uses of the metaphors.

THE METAPHORS OF HUMAN THINKING

We describe thinking through five of its aspects which
combined and separately catch highly important general
properties that seem to be shared by human beings. Each
aspect is described aso by a metaphor meant to support the
reader in keeping a clearer understanding useful in further



studies and discussions. The five aspects of human thinking
emphasized are habit, stream of thought, awareness,
utterances, and knowing.

We have chosen to present these aspects of human thinking
by quotations from James [20] and Naur [25-27]. Naur has
carefully studied the 1377 pages of Jamess book The
Principles of Psychology and through quotations,
summaries and extended discussions illuminated James's
work and to us made it more accessible. For readers who
might not be aware of the continued importance of James's
classical work in psychology, and who therefore might feel
uncomfortable with our paper’s building so directly on
sources published more than hundred years ago, we quote
the renowned cognitive psychologist Bernard Baars who in
1997 writes:

‘Remarkably, the best source on the psychology of
consciousness is  till - William  Jamess  elegant
'Principles of Psychology’, first published in 1890. [...]
Jamess thought must be understood in historical
context, but the phenomena he describes so well have
not changed one hit.’, [2], p. 35.

For the purpose of improving our understanding of human
thinking, we have not found any sources in psychology
better suited than The Principles of Psychology.

The Eroded Landscape Metaphor of Habits

Every person is like a landscape eroded by water. By this
metaphor we mean to indicate how a person's formation of
habits leads to more efficient actions and less conscious
effort, like a landscape through erosion adapts for a more
efficient and smooth flow of water. Creeks and rivers will,
depending on changes in water flow, find new ways or
become arid and sand up, in the same way as a person's
habits will adjust to new circumstances and, if unpracticed,
vanish.

According to James the most important general property of
the thinking and behavior of people is that each person is a
bundle of habits. Building on James, Naur writes [27]:

‘All our grasping of things around us that we see, hear,
feel, that which we call perception, is entirely a question
of the habits each of us has trained. In addition our
locomotion, the way we move our arms and legs while
moving around, is almost entirely habitual. In addition,
our talking with each other, the way we grasp what
others say to us and the way we move our tongue, lips,
and other organs of speech while talking, all this has
been trained as habits. All education is a matter of
training habits.

Any part of a human organism may be involved in a
habit. In a certain sense every habit involves the entire
person.’

Further, James discusses the possible physiological basis of
habits which also sheds light on the nature of habits:

‘Plasticity, then, in the wide sense of the word, means
the possession of a structure weak enough to yield to an
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influence, but strong enough not to yield all at once.
Each relatively stable phase of equilibrium in such a
structure is marked by what we call a new set of habits.
Organic matter, especialy nervous tissue, seems
endowed with a very extraordinary degree of plasticity
of this sort; so that we may without hesitation lay down
as our first proposition the following, that the
phenomena of habit in living beings are due to the
plasticity* of the organic materials of which their
bodies are composed. *Note: In the sense above
explained, which applies to inner structure as well as to
outer form.” [20], val. I, p. 105.

Human Thinking as a Stream of Thought

The metaphor of human thinking as a stream of thought is
the result of Jamess own choice. He says [20], vol. | p.
239:

‘Consciousness, then, does not appear to itself chopped
up in bits. Such words as ‘chain’ or 'train' do not
describe it fitly as it presents itself in the first instance.
It is nothing jointed; it flows. A river' or a 'stream’ are
the metaphors by which it is most naturally described.
In talking of it hereafter, let us call it the stream of
thought, of consciousness, or of subjective life.’

Naur summarizes James's description of human thinking as
stream of thought in this way [26], p. 85:

‘In William Jamess Principles of Psychology the
stream of thought denotes something happening in al of
our wake moments, to wit our experience of thinking
and feeling. The stream of thought is known to every
one of us through introspection, that is through our
turning the attention inward, towards the way we
experience our thoughts and feelings. What we may
register through introspection is merely a picture of
rough outlines. The stream of thought changes
incessantly and has a vast number of details, most of
which are present only vaguely, far more than may be
seized by introspection.

The stream of thought happens independently of our
desire. We may, when we so wish, more or less
successfully think of something definite, but we cannot
make the stream of thought cease, as experienced by
every person suffering from insomnia.

The stream of thought may be described as something
that flows, an incessantly changing, complicated
mixture of something that may be denoted explicitly as
images, sounds and bodily impressions, with additional
vague moods and feelings. As stressed by James we do
not in the stream of thought experience sharply
delimited parts or elements of any kind. At each
moment our thought is occupied by something that is
complicated, but that is experienced as a whole. These
wholes James calls thought objects [Our remark: also
called 'mental objects]. Within each thought object one
may distinguish between something more at the center,
that which is the subject of our attention, and something



that forms a fringe. [...] [E]very thought object
embraces feelings, including those of the personal well-
being, moods and bodily presence.

In its continued changing the stream of thought
alternates between substantive states of relative repose
and transitive states of rapid change. During the
transitive states the changes of the thought objects
happen so rapidly that they cannot be seized by
i ntrospection.

In the experience of the stream of thought the present
moment has a duration of a few seconds. As one
thought object fades away by being replaced by another
one, it is retained in the fringe of the coming one. Every
sudden impression is always experienced as a whole
with what was there immediately before it happened.’

Awareness as a Jumping Octopus

‘The mental activity is like a jumping octopus in a pile of
rags, says Naur [25] and continues to illustrate the
dynamics of thinking:

‘This metaphor is meant to indicate the way in which
the state of consciousness at any moment has a field of
central awareness, that part of the rag pile in which the
body of the octopus is located. The arms of the octopus
stretch out into other parts of the rag pile, those parts
presenting themselves vaguely, as the fringes of the
central field. [...] The jumping about of the octopus
indicates how the state of consciousness changes from
one moment to the next.’

The rags of the pile may through focusing come to the field
of central awareness. Here associations play a central role.
On this Naur [26], p. 11, summarizes from James:

‘One object of thought is replaced habitualy by the
next. We say then that the two thoughts are associated
or that the next thought appears through its association
to the first one. [...] [W]hat enters into the association of
thoughts is not elementary 'ideas, but complicated
thought objects which are experienced as wholes but
each of which includes more central parts and a fringe
of vague connections and feelings.’

Associations may happen by contiguity and by similarity.
Association by contiguity is essentially a matter of habit
formation. James [20], val. |, p. 561 says:

‘[...] objects once experienced together tend to become
associated in the imagination, so that when any one of
them is thought of, the others are likely to be thought of
also, in the same order of sequence or coexistence as
before. [...] it expresses merely a phenomenon of mental
habit, the most natural way of accounting for it is to
conceive it as aresult of the laws of habit in the nervous
system.’

Association by similarity is:
‘[...] association between thought objects that have
become connected in the thought merely by having the
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same abstract property in common, in other words by
being similar in some respect.’ [26], p. 12.

Association by similarity plays an important role in
reasoning. Reasoning is concerned with solving problems,
or answering questions, related to situations involving
certain known things, having certain known properties, in
which the person cannot reach the solution or the answer by
direct association from the known properties. James
explains how successful reasoning builds upon the person's
noticing and attending to certain definite properties of the
situation at hand, to wit such properties that point to a way
of reaching the goal by direct association. James makes
clear how reasoning in this sense is a decisive factor in
human inventiveness and discovery, including that of
scholars and scientists, see [27].

Utterances as Splashes over the Waves

‘A person's utterances relate to the person's insights as the
splashes over the waves to the rolling sea below’, says
Naur [25] and continues:

‘This metaphor is meant to indicate the ephemeral
character of our verbal utterances, their being formed,
not as a copy of insight already in verbal form, but as a
result of an activity of formulation taking place at the
moment of utterance.’

The metaphor also emphasizes how utterances are vague
and incomplete expressions of the complexity of a person’s
current mental object, in the same way as the splashes tell
little about the sea below.

Human Knowing as a Site of Buildings

Human knowing is like a site of buildings in an incomplete
state of construction, developed through maintenance and
rebuilding. In Naur's [25] formulation:

‘A person's insight is like a site of buildings in
incomplete state of construction. This metaphor is
meant to indicate the mixture of order and inconsistency
characterizing any person's insight. These insights
group themselves in many ways, the groups being
mutually dependent by many degrees, some closdly,
some dlightly. As an incomplete building may be
employed as shelter, so the insights had by a person in
any particular field may be useful even if restricted in
scope. And as the unfinished buildings of a site may
conform to no plan, so a person may go through life
having incoherent insights.’

USING THE METAPHORS

Below we show how the metaphors can describe human-
computer interaction phenomena known from research and
commonly available user interfaces. For each metaphor, we
describe examples that are coherent or in conflict with the
metaphor, and an example where a notion commonly used
in HCI with the aid of the metaphors appear to us as
described simpler and clearer.

Habit in HCI

There is an abundance of examples of user interfaces that
violate human habits. One example is adaptive menus, used



for example in Microsoft Office 2000 [22]. Adaptive
menus change the layout of the menu according to how
often menu items are used, for example by removing or
changing the position of items seldomly used. However,
adaptive menus make it impossible to form habits in the
selection of menu items [32], since their position may be
different from when they were previously selected. A study
by Somberg [34] showed the efficiency of constant position
placement of menu items compared to menus that change
based on use frequency. Somberg, however, did not
explicitly link habit formation to the usefulness of constant
placement of menu items. Note that the common practice of
adding a fixed number of, say, recently used files or fonts
to the bottom or top of a menu does not interfere with habit
formation and may decrease time taken to select a menu
item[33].

The discussion of consistency in user interfaces may be
illuminated in terms of habit. In a classic paper on
consistency [16], Grudin argues that focusing on
consistency per se leads to a lack of focus on users and
their tasks. In severa examples he show how consistency
can be interpreted in different ways and how different
aspects of usability contradict each other in what some call
consistent designs. From our point of view, Grudin's
critique of the notion of consistency concerns the role of
habit in the interface. With a focus on habits, the aim of
consistency is to allow the habits that users develop to be
transferable within or between systems they use. In
addition, a system should also allow effective habits to be
established in the first place, especially for often-used
functions. Consistency between systems is not critical if
interface elements or functions are not a habitual part of the
users’ repertoire of actions. Habitual association of words,
however, might be useful for grouping or naming interface
elements.

The central design issue with respect to consistency, and
thus habit formation, is whether to utilize existing habits in
the design of the system or create new ones. Grudin’s [16]
discussion of choosing effective keyboard layouts (e.g.
QWERTY or DVORAK) is an example where it is
essential for users to establish effective habits, rather than
transferring real-world habits (such as associating lettersin
alphabetical order) to the interface. One reason why
consistency is a problematic notion is that it obscures long-
term usability—especially the efficiency gained by
supporting inattentive, i.e. habitual, use. Perhaps designers
in HClI more often should aim for establishing new,
effective habits. Even the most radical changes of
interfaces may be mastered if the interface is used often.
An analogue of thisis shown in Stratton's experiments with
glasses that turned his visual field upside down [15]. When
wearing the glasses constantly, in less than 7 days he had
become habituated to viewing the world upside down and
could walk, write, etc.

An example of a user interface that exploits that habit
formation is not always wanted, is found in the evaluation
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version of the compression utility WinZip [37]. When
WinZip is run, an initial screen with five buttons is shown.
Three buttons alow the user to get access to license
information, to a screen for registration, and to information
about how to order. The last two buttons are of interest
here. One button quits the utility; another lets the user
proceed to the main screen of WinZip. To prevent users
from going straight to the main screen, the designers of
WinZip randomly interchange the position of the two
buttons when the utility is run. Effectively, this prevents the
user from establishing a habit of clicking the proceed
button without noticing the license and ordering
information on the initial screen.

Walker et a. [36] compare two different designs of a
spoken language interface to email: (a) a mixed-initiative
dialogue, where the users can flexibly control the dialogue,
and (b) a system-initiative dialogue, where the system
controls the dialogue. The results show that even though
the mixed-initiative dialogue is more efficient, users prefer
the system-initiative dialogue. A correlation analysis with
user satisfaction as the dependent variable uncovers how:

‘Users preferences are not determined by efficiency per
se, as has been commonly assumed. One interpretation
of our results is that users are more attuned to
qualitative aspects of the interaction.”, [36], p. 587.

The number of automatic speech recognition rejects
contributed the most to user satisfaction. Walker et al.
suggest that the users preference for the system-initiative
dialogue arises from it being easier to learn and more
predictable. This result was contrary to the authors' initial
hypothesis. Evaluated from the aspect of habit formation
especially the speech recognition rejects must be damaging.
Even though the system-initiative dialogue requires a larger
number of dialogue turns, this interface is preferred
because it better supports habit formation.

Stream of Thought in HCI

A simple, yet effective, attempt to recreate part of the
richness of the stream of thought when users return to
resume interrupted work, is Raskin's design of the Cannon
Cat [32]. When the Cannon Cat is started, the display
immediately shows up as it was before work was
suspended. Not only does this alow the user to
immediately start thinking about the task at hand. It aso
provides help in remembering and recreating the stream of
thought as it was when work was interrupted.

The fragility of the stream of thought is not well protected
in many user interfaces. E-mail notifications, instant
messengers, news on demand, automatic spelling and
grammar corrections are useful at times, but may also
disrupt concentrated work. Research on instant messengers,
for example, has documented the harmful effects of
interruptions on task completion time [11]. As a personal
note, one of the authors of this paper has recently removed
all notifications of arriving e-mails from his computer.
Even the .5 cm x.5 cm icon in the lower right corner of the
screen that show the arrival of new e-mail could create an



intense feeling of urge to check the e-mail—which would
initially be in the fringe of the current object of attention,
but eventually would lead to start of the e-mail program.
This seemed especially to happen when that author was
struggling with a difficult task. In general, we find that
most user interfaces fail to support shifting between what
we experience as two phases of work: concentrated
working, where interruptions and distractions are
detrimental, and explorative working, where a free flow of
associations, inspirations, breaks, and even interruptions
can be useful.

An example of the dynamics of thinking that is closely
related to the stream of thought is found in information
retrieval  studies concerning changes in relevance
judgments of documents. One study [12] showed that the
order in which subjects viewed document descriptions
influenced the subjects perception of the relevance of those
descriptions. While this effect in part may be due to the
categorical rating scales used, a psychological explanation
is also possible. When looking at document descriptions,
the themes of the previous descriptions will be in the fringe
of the subject's mental object. Those fringes will influence
the perception of the task and the judgment of the current
document description. Thus, different orderings of
documents will give different relevance judgments. The
study also describes how significant differences in
relevance judgments can be found even between random
orderings of the documents to be judged. Thus, relevance
judgments seem to be dynamic in a sense closely related to
the metaphor of the stream of thought.

Awareness in HCI

The metaphor of the octopus is well illuminated with
studies of awareness presented at previous CHI
conferences, e.g. [14,17]. Common to these studies is an
aspiration to design for peripheral awareness, to design also
for the fringes of the octopus so to speak. As an example
consider Grudin's study [17] of how multiple monitors are
used. Grudin found that among 18 users who used multiple
monitors simultaneously, the multiple monitors were not
used as additional space, but to partition the information
used. Users would for example delegate secondary tasks
such as debugging windows in a programming environment
to the second monitor, and some users would have e-mail,
news aerts, and instant messengers on the secondary
monitor. Grudin's study is coherent with and supportive of
the metaphor of awareness in two important ways. First,
users employ the degree of attention they give information
as a principle for dividing their work between monitors.
Less important information is in the periphery of the eye
and thereby to some extent in the fringes of the current
mental object. This may reflect how subject introspectively
realize that some information sources may in subtle ways
distract us, but that they may be useful for creating fringes.
Second, Grudin's work and other recent papers on
awareness show opportunities for designing for peripheral
attention and even in-attentive use of computers [35]. It is
evident from the metaphor of the octopus that the fringe of
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mental objects form a large part of our thinking and this
should be taken into account when designing.

The characteristics of awareness and the association of
objects thought of with other objects are not unfamiliar
descriptions of human thought in HCI. Vannevar Bush's
vision of the Memex [5] may exemplify this:

‘When data of any sort are placed in storage, they are
filed alphabetically or numericaly, and information is
found (when it is) by tracing it down from subclass to
subclass. It can be in only one place, unless duplicates
are used; one has to have rules as to which path will
locate it, and the rules are cumbersome. Having found
one item, moreover, one has to emerge from the system
and re-enter on a new path.

The human mind does not work that way. It operates by
association. With one item in its grasp, it snaps instantly
to the next that is suggested by the association of
thoughts, in accordance with some intricate web of
trails carried by the cells of the brain. It has other
characteristics, of course; trails that are not frequently
followed are prone to fade, items are not fully
permanent, memory is transitory. Yet the speed of
action, the intricacy of trals, the detail of mental
pictures, is awe-inspiring beyond all else in nature. Man
cannot hope fully to duplicate this mental process
artificially, but he certainly ought to be able to learn
fromit.’

However, as pointed out by Wendy Hall at the
Hypertext' 01 Conference, links that take the user to web
pages associated with the link description are fairly
uncommon at the web [18]. In hypertext research, such
links are called associative or referential links [9], as
opposed to for example navigational or organizational
links. According to Hall, less than 1% of links on the
World Wide Web are associative: the rest are
predominantly navigational links. On one side this suggests
that Bush's warning has been taken seriousy—human
awareness and association are not directly modelled on the
WWW. On the other side, we feel that the lack of
associative links might suggest that designers have paid too
little attention to awareness, associations, and how to craft
links that use this fundamental trait of human thinking.

As an example of a notion in HCI that may become clearer
from the metaphor of the octopus, we would like to briefly
discuss information scent. Information scent refersto:

‘... the (imperfect) perception of the value, cost, or
access path of information sources obtained from
proximal cues, such as bibliographic citations, WWW
links, or icons representing the sources [30].

In HCI this notion has recently received much attention in
relation to web design [7]. From our perspective,
information scent is the ability of proximal cuesto createin
the mind of the user associations related to the content
looked for. The degree to which WWW links or icons have
‘information scent’ is only a matter of the associations they



create for individua users. In some studies of information
scent, e.g. [31], an information scent score is developed.
Subjects are given the top levels of a hierarchical link
structure and the information scent score is the proportion
of subjects who correctly identify that a certain link
contains the answer to some task. Thus, subjects assess the
links from the associations created in relation to the task.
The second aspect of the definition of information scent—
the cost of accessing information sources—is related to
habit. We most often follow our habits in traversing
information structures rather than pondering the cost of
certain ways of navigation. That way, information scent is
adequately described by the metaphors of awareness and
habit.

Utterances in HCI

One conseguence of the metaphor of utterances as splashes
over the ocean is that we must expect users to describe the
same objects and functions in an application program in a
variety of ways. Furnas et al. [13] investigated the diversity
in words used for describing commands and everyday
objects. On the average, two participants described the
same command or object by the same term with less than
20% probability. The most popular name was chosen only
in 15-35% of the cases. Furnas et al.'s suggestion for
relieving this problem is caled the unlimited alias
approach. Instead of using a fixed set of words for
commands and functions, the unlimited alias approach lets
users enter any term they want. If the term is not in the
range of terms initially suggested by the designer of the
system—which the data of Furnas et al. and the metaphor
suggest it often will not be—the system may interactively
suggest appropriate commands or object names. This
approach is coherent with the metaphor and uses
interactivity to clarify the intentions of the user.

Examples of user interfaces that do not respect the
metaphor of utterances are plentiful. Many of these involve
systems that try to predict, given a few utterances, the
needs and wishes of the user—something that is unlikely to
succeed given the ephemeral and incomplete nature of
utterances. One example is the attempt of the Office
Assistant in Microsoft Word to infer which kind of
document the user iswriting given one or two words.

We believe that the relation between queries made on the
WWW and what users are looking for may be made easier
understandable by use of the metaphor. Queries on the
WWW are on the average 2.2 words long [21]. However,
such short queries cannot possibly reflect all aspects of the
pages users are looking for, nor can they reflect the myriads
of interests, questions, etc. that may suddenly become the
locus of attention when triggered by otherwise irrelevant
web pages. In information retrieval, the difficulty in
interpreting the intention (or information need) behind the
gueries has long been recognized as problematic, as have
the difficulty of expressing one's information need in the
first place [4]. Harter [19] has gone as far as to suggest that
the information need is indeed our full mental
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congtitution—which is impossible to express in a few
words or queries. This is in accordance with the metaphor
of utterances as splashes over the ocean and respects the
complexity of mental objects, as described by the stream of
thought and the octopus metaphors.

Human Knowing in HCI

One example that shows how effective it can be to respect
the incomplete and developing character of human
knowing, is found in object oriented programming, for
example in the class libraries sometimes used to support
development of user interfaces. Users of class libraries do
not have to know the internal workings of the classes. Thus,
they can program without having a complete understanding
of the classes they use and gradualy build up an
understanding of how the class works, should that be
necessary. The intuition from the metaphor would be that
object oriented programming would give a faster and
broader understanding of the program. A recent empirical
study [10] treats differences of program comprehension
during maintenance between 30 expert programmers of
object oriented and procedural languages. The study
suggests that the initial phase of program understanding is
easier in OO programming languages because programmers
gradually build their understanding from partia insights
about alarge part of the program:

‘The OO programmers tended to use a strongly top-
down approach to program understanding during the
early parts of familiarization with the program, but used
an increasingly bottom-up approach during the
subsequent maintenance tasks. The procedural
programmers used a more bottom-up orientation even
during the early phase, and this bottom-up approach
became even stronger during the maintenance tasks.’
[10], p. 1.

However, the study also suggests that eventually both the
OO and the procedural programmers built a systematic
understanding of the program.

Examples where the metaphor of a person's knowing is not
respected are easy to find. Systems that require a full
understanding of the system before they may be used are
cases in point. An example is described in Chen & Dhar's
study [8] of an online library catalogue. They observe how
30 subjects take wrong actions in using the system, how
they use wrong query terms, and how they use sub-optimal
procedure for accomplishing tasks. The faulty actions arise
from the subjects’ misconceptions about the topic they are
searching for, about the way the online catalogue works,
and about the nature of the classification system used. Each
subject displayed at least one misconception. First of all
this shows that even for a common task like searching a
library system, the subjects knowing about the program
was incomplete. Second, Chen & Dhar's results show that
the design of the online catalogue violated the metaphor of
the site of buildings in severa ways. As one example, the
system only recognizes officia Library of Congress subject
headings, which in essence requires the subjects to have a



complete and precise understanding of how their problem
relate to the official terms. The lack of support for cross-
referencing and inferring correct headings worsen this.

Mental models have been extensively discussed in HCI.
Consider as an example Norman’s [29] description of the
use of calculators. He argues that the use of calculators are
characterized by users incomplete understanding of the
caculators, by the instability of the understanding, by
superstitions about how calculators work, and by the lack
of boundaries in the users understanding of one calculator
and another. These empirical observations by Norman are
coherent with the ideas expressed by the metaphor of
knowing. In summary, the OO programming example, the
library catalogue, and the use of calculators show that users
solve the actual tasks despite inconsistencies and
incompleteness of their knowing. Conversely, systems that
require a precise and complete understanding are awkward
to use.

DISCUSSION

Readers who consider this description of human thinking to
be mainly common sense may examine Table 1. We find it
striking how essential descriptive terms in psychology of
human thinking such as habit, thought, and
knowing/knowledge are virtually absent from the CHI
Conference Proceedings. Further, our examples have
shown how an extended awareness of the five aspects of
human thinking here emphasized can be useful in
understanding important qualities of user interfaces and
selected notionsin HCI.

The aim of the paper was to describe HCI issues in the
context of human thinking. We have not attempted to

Word CHI 2001 | CHI 2000 | CHI 99 | CHI 98 | CHI 97

Habit/
automati-
city/auto-
matization

Thought/
Thinking/
Think

Association

0 0 0 0 0

0(1)

Awareness/ 3 2

Aware

6 (1) 3() 4 (1)

Utterance 1 0 0 0

Knowing/
Know/
Knowledge

3(4) 2(6) 2(1) | 0@M) | 1

Table 1—Number of papers in CHI Conference
Proceedings 1997-2001 containing specified words in
titles, keywords, or abstracts that describe human thinking
(as found by searching ACM's Digital Library, September
2001). Numbers in parenthesis show the number of papers
with only non-psychological uses of the word, as in
‘...littleisknown about...".
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provide novel designs—readers with this interest should
consult Raskin's work [32] for examples. More systematic
exploration of the posshilities in design of using
descriptions of the human thinking activity is desirable.

For evaluation, one idea would be to develop from the
metaphors a usability evaluation approach, similar to expert
inspection techniques such as heuristic evaluation [28]. The
metaphoric descriptions are psychologicaly recognizable
and may be more inspiring to use and create more
associations for the evaluators compared to e.g. heuristics
or guidelines. Further, the metaphors may serve to uncover
certain types of usability problems not found with
traditional evaluation methods. Such problems might
concern how well the interface supports habit devel opment,
the use of utterances in the interface, and the associations
created by functions and descriptions of commands.
However, to investigate the viability of this idea a series of
experiments are needed.

The metaphors offer a high-level description of aspects of
human thinking, whereas cognitive models commonly
discussed in HCI, e.g. GOMS [6] or Interacting Cognitive
Subsystems [3], focus on detailed descriptions of the
operations and goals involved in solving tasks. Therefore,
the metaphors may more conveniently create focus on
human thinking, from early design ideas through evaluation
to implementation and maintenance.

CONCLUSION

The human thinking activity was summarized through
guotations from the work of William James and of Peter
Naur. General properties of thinking activity known to all
of us by introspection were emphasized through five
metaphors. The metaphors catch psychological aspects of
habit formation, stream of thought, awareness, utterances,
and knowing. From commonly available user interfaces and
from a selection of empirical studies, the utility of the
metaphors was illustrated by showing their ability to clarify
designs and notions in HCI. Since the metaphors address
basic aspects of thinking, we suggest that the metaphors
will be useful in design and evaluation of user interfaces.
With the possible exception of awareness, these aspects of
human thinking are virtually absent in recent years of the
CHI Conference Proceedings.
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