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MOSART is a major network project, funded by the Brussels Increasing Human Potential
Program. The network consists of thirteen nodes, all active in the cross field of technology and
musical activity. The network theme is Musical Orchestration Systems in Algorithmic Research
and Technology (MOSART), and it invites young researchers to participate in the three year
network project program.

During three days, August 29 - 31, a meeting will be held in Esbjerg in Denmark, in order to
assess the progress of the work done in the network. All participants will be there together with
the Brussels officials for a formal review of the project. We furthermore has invited Ph.D.
students and their supervisors and related seniors to attend the meeting as well.

The joint program of work is broken down into the following seven tasks, T1 .. T7:

T1 Analysis of Current Methods for Music Orchestration Systems.
T2 Musical Sound Understanding and Timbre Modeling.
T3 Control and Virtualisation of Instruments.
T4 Detection of Human Motion and Interactive Musical Performance.
T5 Symbolic Recognition of Musical Patterns and Recomposition.
T6 Computer Music Composition Tools.
T7 Technology transfer and Industrial exploitation.

Each tasks has a task leader, and a number of associated partners, as detailed in the MOSART
Contract Annex 1.

The MOSART Midterm Meeting consist of an scientific part, where Senior partners and invited
young researchers present their scientific work, and an administrative part, where the networking
aspects of the project are detailed. Please find below the program of the meeting, and the papers
submitted to the MOSART Midterm Meeting. In addition, the final panels from the Barcelona
MOSART Meeting are included in the proceedings.

Jens Arnspang, Aalborg University Esbjerg, Coordinator of MOSART for Brussels

Kristoffer Jensen, University of Copenhagen, Editor of the Proceedings of the MOSART
Midterm Meeting
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Meeting Agenda
Thursday, August 29

9:00-9.15 Raymond Monk, Eu representatitive Overview

9:15-10.00 Jens Arnspang, Mosart Network Activities Overview

10:00-10:20 Völker Krüger, Gesture Recognition for Conducter and Dancer
Interpretation

Our principle goal is to design, develope and evaluate a novel system using digital
cameras for the detection and interpretation of human motions for interaction with
musical performances, e.g. for the interpretations of conducters, the control of musical
instruments or the automatic choreographic assistances for dancers.
Such a system will provide 3-D measurements of human movements of the whole bodies,
body parts and joints. The availability of these descriptions will allow
us to describe, manipulate and interpret the human movements according to our goals.

10:20-10:40 Kristoffer Jensen, Timbre Model Research at DIKU

This presentation will give an overview of the research at DIKU music informatics
laboratory. In particular, the cooperative nature of the research is outlined, the
dissemination and publications are given. Piano modeling, sound quality, expression and
control, gesture capture are some related topics with relevance to the timbre research.

10:40-10:50 Jan Tro (NTNU, Norway)

- Discussing the research activities primarily connected to the Task 3 (Control and
Virtualization of Instruments) concerning research strategy and status;
- Activities at the NTNU-Acoustics Group related to T3.

10:50-11:10 Gabriele Boschi, Performing Control Parameters

Research activities at the NTNU stay:
- Memo on performing control parameters;
- Study on SoC implementation of controller for contemporary music:
- Multiple Digital recordings (40) of a flute piece in different acoustical environment.

11:10-11:40 Coffe break

11:40-11:50 Johan Sundberg, KTH activities overview

11:50-12:10 Erwin Schoonderwald, Vibrato in violin performance



Erwin Schoonderwaldt has analysed vibrato in violin performance. He summarised his
results in terms of performance rules that have been implemented in the Director Musices
performance grammar. Applying these rules seems to substantially reduce the highly
articifial quality of violin synthesis typically obtained even from high quality
synthesizers.

12:10-12:30 Kjetil Falkenberg Hansen, Scratching overview

A number of experiments and analyses involving scratching (using a turntable and a
mixer as a musical instrument) were done. The main goal of the first experiments was to
record a professional musician (DJ) and acquire useable data to analyse and get an
overview on the matter. From the initial experiments a report was written and published.
Following the more general recordings, the subject DJ visited TMH again to perform
explicit playing techniques and short musical phrases. The analyses from these built the
ground for making a virtualisation of scratching using Miller Puckette’s Pd (Pure data)
application. All experiments were performed on the same equipment, one turntable and
one scratch-mixer. For the first experiment only audio signal was recorded, for the later
experiments also the result of the hand movements (on the vinyl against the needle and
on the crossfader) were recorded. The analyses show that the turntable/mixer should not
be treated as a conventional instrument with traditional tonal and rhythmical aspects, and
they make clear that even small variations in hand movements have impact on the sound
produced. A crucial issue is the use of the mixer’s crossfader in shaping the sound onsets
and offsets.
With MOSART, I got the opportunity to get me started with a research topic that is both
new and uncommon, and during the six months I learned a lot. These experiences helped
me continue the research in the SOb (Sounding Objects) European project. Some of the
work in the MOSART project is naturally reflected in SOb and vice versa.

Publications
Hansen, K F. and Bresin, R. (2002) Scratching: from analysis to modeling. In Models and
Algorithms for Control of Sounding Objects , Deliverable 8, EU-IST Project no. IST-
2000-25287, 15-48 (http://www.soundobject.org/papers/deliv8.pdf)
Hansen (2001). Playing the turntable. An introduction to scratching. TMH-QPSR, Speech
Music and Hearing Quarterly Progress and Status Report, Volume 42/2001, Stockholm,
69-79. JNMR (submitted).

12:30-14:00 Lunch break

14:00 - 14:20 Esben Skovenborg, (DAIMI) A Computational Measure of Sensory
Consonance.

A current model of pitch perception, based on cochlear filtering and
periodicity detection, is extended to characterise the sensory consonance
of pitch intervals. This auditory model is implemented, and a simple
scalar measure of sensory consonance is developed. To evaluate the measure
as a perceptually related feature, the consonance is studied for musical



pitch intervals.

14:20 - 14:30 Jens Holger Rindel, DTU young researchers project work and network
experience

14:30-14:50, Felipe Otondo, Directional representation of a clarinet in a room

This overview presents a study of the directional characteristics of a clarinet in the
context of a real performance. Anechoic measurements of the directivity of a Bb clarinet
have been done in the horizontal and vertical planes for isolated frequency tones. Results
are discussed comparing the particular directivity of tones and the averaged directivity
over the whole frequency range of the instrument. Room acoustic simulations with the
measured and averaged directivities have been carried out for a concert hall as an
example of a realistic application. Further developments will consider measurements with
other instruments as well as auralizations and tests with an alternative sound radiation
representation.

14:50-15:00 Barry Eaglestone, USFD Mosart research overview

This presentation will provide a brief overview of research at the University of Sheffield
on the mosart Task 6 (Composition Systems) and specifically, the contribution made by
the two (mosart) young researchers, Ralf Nuhn (German) and Kevin Dahan (French).
Also, detailed at the associated dissemination and
networking activities.

15:00-15:20 Kevin Dahan, Requirment for Electracoustic music composition

This presentation will develop ideas relating to the validation of the set of requirements
for electroacoustic music composition systems, derived in the first phase of the Mosart
Task 6. These requirements have been derived through an indepth study of composers at
work, conducted mainly at the University of Sheffield, but involving composers in the
UK, Spain and Sweden, using qualitative research methods. Specifically, the presentation
will describe a planned prototype composition system which will address many of those
requirements, and in particular support for creative (divergent) activities, wholistic
(Gestalt) approaches, and the ability to move seamlessly between different levels of
abstraction.

15:20 - 15:30 Henkjan Honing, NICI contribution to Mid-term review meeting

Presentation of NICI contributions to T1, T4 and T5, Network experience, and report on
project work on vibrato research (Stéphane Rossignol) and quantization (Torsten Anders)
[presented by Henkjan Honing, site coordinator].
Followed by a report on recent music performance research

15:30-15:50, Renée Timmers,  Research on grace notes timing and timing of melodies



This talk outlines three studies that were done at the NICI, University of Nijmegen, as
part of a PhD project that leaded to the publication of the book "Freedom and constraints
in timing and ornamentation". The common aim of the studies was to investigate factors
that influence the commonality and diversity between performances of classical piano
music. More in detail, the first study sought to answer the question whether diversity
between performances is constraint by the musical structure. The second study aimed to
demonstrate that performances have intrinsic rules; rules that do not lead to commonality
between performances, but ask for consistency in expression. And the third study
investigated the timing of grace notes and the principles that may commonly underlie
different interpretations. The formalization of these principles led to a model of grace
note timing, which is demonstrated with a web-demo that allows easy exploration of
original recorded performances and model-generated performances. The generated
performances add a grace note to an original recorded performance without grace notes.
This addition causes a shift in the surrounding notes and attributes a duration to the grace
notes in accordance with certain settings of the parameters.

15:50 - 16:00 Gerhard Widmer, ÖFAI young researchers project work and network
experience

I will briefly present recent and ongoing work at our institute that is related to the
MOSART project, in particular, task T5 ("Symbolic Recognition of Musical Patterns").
At OFAI, MOSART research is embedded in a long-term research program that
investigates expressive music performance with Artificial Intelligence methods. Large
databases of performance measurements have been compiled, and these data are studied
with intelligent data analysis methods (machine learning, data mining).
Within MOSART, a young researcher (post-doc) worked on the problem of automatic
performer identification based on a set of global performance features, with surprising
results. In addition, a number of cooperations with other MOSART partners will be
briefly reported on.

16:00:16:20 Efstathios Stamatatos, Learning to quantify the differences between music
performers

In this study we deal with the problem of automatic music performer recognition given a
set of performances of the same musical piece by a number of skilled performers.
Following a comparative study of features for representing the performer's style, we
introduce the norm-based features which are obtained from the comparison of a given
performance with the average performance of a set of reference performances of the
piece.
We show empirically that the norm-based features are more accurate and stable in
comparison to the score-based features. Moreover, the combination of different features
based on machine learning techniques are examined and the resulting classifiers have
given promising results in multi-class automatic music performer recognition
experiments, unlikely to be matched by human listeners under similar conditions.



16:20-16:50 Invited Speaker: Marc Leman, IPEM - Dept. of Musicology, Ghent
University

Tendencies, Perspectives, and Opportunities of Musical Audio-Mining

Content-based music information retrieval and associated data-mining opens a number of
perspectives for music industry and related multimedia commercial activities. Due to the
great variability of musical audio, its non-verbal basis, and its interconnected levels of
description, musical audio-mining is a very complex research domain that involves
efforts from musicology, signal processing, and statistical modeling. This paper gives a
general critical overview of the state-of-the-art followed by a discussion of musical
audio-mining issues which are related to bottom-up processing (feature extraction), top-
down processing (taxonomies and knowledge-driven processing), similarity matching,
and user analysis and profiling.

Friday, August 30

9:00-9:10 Giovanni de Poli, DEI young researchers project work and network
experience

9:10 - 9:20 Antonio Camurri, DIST young researchers project work and network
experience

9:20 - 9:30 Leonello Tarabella, CNUCE young researchers project work and network
experience

9:30-9:50, Laura Hyland, The human voice as a controller

Laura Hyland is currently investigating the use of the human voice as a real time
controller for a sound sythesis engine.
This is a two-part project; the first part concerns the design and implementation of voice
analysis algorithms which will extract usful information from the voice.
The second part concerns design and implementation of a sound synthesis engine which
generates sounds that complement the timbre of the voice."

9:50-10:10 Declan Murphy, Gesture Capture for Manipulation of Music

This work focuses on capturing hand gestures, and their subsequent use
in manipulating music.  Gestures are captured by multiple digital
video cameras, and later serve both as a means of
constructing/re-arranging musical structure for composition, and as a
means of real-time control of musical parameters for performance.

The approach pursued started out with the Handel system from cART,
CNR, Pisa, and considered other approaches in the literature.  An



accurate physical model is constructed beforehand.  For each video
frame, the outline of the hand and edges from knuckles and overlapping
fingers are extracted.  Finally these processed edges are reconciled
with the model by considering their inverse projection.

10:10-10:20 Richard Kronland-Martinet, Research at the CNRS-LMA

Richard Kronland-Martinet will briefly present the activity of the CNRS-LMA Mosart
node and the collaborations with the Mosart partners.

10:20-10:40 Snorre Farner, The Digital Clarinet

As the piano player has the digital keyboard which gives a world of
new ways to play music, we seach to give for instance the clarinet player
a digital clarinet with corresponding possibilities.  As a first step
towards this goal, it is important to understand the control of the
clarinet and connect this to its sound.

The harmonic balance method is well suited for finding steady-state
solutions of suggested models also for other wind and string instruments.
It takes playing parameters as input and returns the steady-state
spectrum, i.e. the characteristics of the sound, which in turn can be
compared to real instrumental sound.  The present work has been to make a
computer program that makes these calculations, and thus a systematic
study of suggested models can be performed.

10:40 - 10:50 Xavier Serra, UPF young researchers project work and network
experience

10:50-11:40 Coffe break

11:40-12:10 Invited Speaker: Cynthia M. Grund, University of Southern Denmark
Leader of the Danish network NTSMB

A BRIEF INTRODUCTION TO NTSMB

NTSMB is the abbreviation for *Netværk for tværvidenskabelige studier af music og
betydning*, the English version of which is *The Danish Network for Cross-Disciplinary
Studies of Music and Meaning.*  NTMSB is an open research network. It was officially
founded September 1, 2001 on a grant from the Danish Research Council for the
Humanities (SHF), and currently has over 140 members. The purpose of NTSMB is to
establish and maintain contact among geographically and institutionally dispersed



researchers within Denmark and the broader international research community who have
interests relating to the study of music and meaning, and to enable ongoing discussions
and on-line publication of research results.

The conviction that music is in some way meaningful raises a number of basic questions
related to the concept of meaning, and to human cognition in general. Theoretical
reflection over the concept of meaning has so far primarily come from within philosophy
of language, or taken language as its point of departure. We are seeing, however, a
growing interest in extending theoretical reflection over the concept of meaning to
include issues regarding non-linguistic meaning in general and musical meaning in
particular.

By disseminating knowledge through the network‚s web site and by organizing public
conferences, seminars, and lectures, NTSMB is working to increase awareness of
national and international research within the field of music and meaning. A related
objective of the network is to promote cross-disciplinary research in issues regarding
non-verbal meaning in general.

12:10-12:40 Invited Speaker: Carol Krumhansl, Department of Psychology, Cornell
University, USA

The dynamics of musical experience

In a series of subsequent experiments, I have used the Nielsen (1983) methodology in a
variety of studies on music cognition and emotion. The interplay between expectations
and the sounded events is hypothesized to play a central role in creating musical tension
and relaxation. The research to be presented investigates how this dynamic aspect of
musical emotion relates to the cognition of musical structure. Consistent with the earlier
results, tension covaries with both surface features (such as melodic contour, tone
density, dynamics) as well as deeper levels of musical structure (harmony, tonality,
form). Musical emotions change over time in intensity and quality, and these covary with
psychophysiological measures, such as heart and respiration rate, skin conductance and
temperature, and blood pressure. Emotion-specific patterns of emotion physiology are
suggested. A schema of temporal organization is described that relates episodes of
tension and relaxation to musical form and expressive aspects of musical performance,
specifically tempo. In addition, some results suggest that the expression of emotion in
music shares properties with emotion in speech and dance. Finally,  a number of
experiments have been conducted recently investigating the dynamics of tonality
induction, and the music theoretic account of musical tension proposed by Lerdahl's
(2001) Tonal Pitch Space model.

12:40-14:00 Lunch Break

14:00-14:10 Kristoffer Jensen, Proceedings of the Mosart Midterm Meeting

14:10-14:20 Xavier Serra, Task 1 progress and networking remarks



14:20-14:30 Giovanni de Poli, Task 2 progress and networking remarks

14:30-14:40 Jan Tro, Task 3 progress and networking remarks

14:40-14:50 Jens Arnspang, Task 4 progress and networking remarks

14:50-15:00 Gerhard Widmer, Task 5 progress and networking remarks

15:00-15:30 Coffee break

15:30-15:40 Barry Eaglestone, Task 6 progress and networking remarks

15:40-15:50 Antonio Camurri, Task 7 progress and networking remarks

15:50-16:00 Jens Arnspang, Final MOSART Project remarks
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ABSTRACT

This is an introduction to the perception and modelling of timbre,
contributing to the MOSART deliverable d12: Definition of tim-
bre modelling. Timbre is a complex multidimensional sensation,
which is related to the spectral, temporal, and spectro-temporal at-
tributes of sound. Simplified models of timbre perception are uti-
lized in sound synthesis, automatic identification and classification
of sounds, and the building of timbre spaces for different groups
of sounds.

1. INTRODUCTION

The MOSART network (Music Orchestration Systems in Algo-
rithmic Research and Technology) aims at understanding aspects
of the use of computers in music analysis, digital music representa-
tion and computer assisted musical composition and performance.
Specifically, the task T2, Musical Sound Understanding and Tim-
bre Modelling, explores the perceptual dimensions of timbre per-
ception and studies how this knowledge could be utilized in the
analysis and synthesis of musical sounds. This report defines the
main lines of timbre modelling and draws together the advances
and applications in this field in the context of MOSART network.
The activity in this task is connected with task T3, Control and
Visualization of Instruments, specially regarding the control as-
pects of sound modelling and algorithms for virtual instruments,
and task T6, Computer Music Composition Tools, specially on the
musical use of timbre models for composition and as a composing
metaphor. The report is organized on a first part on general issues
and definition of timbre modelling with contribution and point of
views from different partners; then a second part presents specific
research aspects developed during the first 18 months of activity
of Mosart network, related to timbre modelling.

2. DEFINITION OF TIMBRE MODELLING

Giving a definition of timbre modelling is a complicated task. The
meaning of the term ”timbre” in itself is somewhat unclear. The
American National Standards Institute (ANSI) defines timbre as
”... that attribute of auditory sensation in terms of which a lis-
tener can judge that two sounds, similarly presented and having
the same loudness and pitch, are different”. This obviously leaves
lots of space for imagination, stating only that anything which is
not loudness or pitch belongs under the title ”timbre”. Sometimes
timbre is referred to as ”tone color”. Many previous, informal def-
initions agree that timbre is something which gives a musical in-
strument its identity, so that it may be distinguished from other in-
struments or instrument families. Another aspect of timbre is tone
quality: even though a sound maintains its identity under varying

conditions, its quality may change in many ways. For instance, the
voice of the same speaker sounds different heard acoustically from
a short distance than heard over the telephone line.

The attributes of sound that make up a timbre are numerous
and partly unknown. The desire to control timbre by a small num-
ber of parameters has lead to a hunt for the most important di-
mensions that contribute to the identity of a sound. This brings us
near to the idea of modelling: learning to understand a complex
system through a simplification. The modelling of timbre is fo-
cused around two viewpoints: modelling of perception and sound
modelling. The perceptional viewpoint aims at understanding the
mechanisms of our hearing system that are responsible for the
timbre sensation. The sound modelling viewpoint includes anal-
ysis, automatic identification and classification of sounds as well
as sound synthesis.

The afore mentioned identity and quality aspects relate timbre
to the sound source. This is important for the control of the timbre
of synthesized sounds. Once the identity of a musical instrument,
for instance, is created by a sound model, its timbre can be con-
trolled by a limited number of parameters in the range typical of
that instrument class. However, virtual synthetic sounds don’t be-
long to any well-defined timbre class. For the analysis of the tim-
bre of these sounds, new schemes should be developed to create
the concept of sound object which is not related to any physical
sound source.

Another aspect to be considered is the musical, or composi-
tional one. This calls for a higher-level cognitional view of timbre
as an information carrier. Timbre has a special meaning for musi-
cal sounds, produced both acoustically and electronically.

3. PERCEPTION OF TIMBRE

Timbre is described as anything which is not pitch, loudness or di-
rection. It is the only one of the four perceptual characteristics of
sound that cannot be described by numbers. The further definition
of timbre has been subject to speculations. One of the frequently
given is that timbre is the feature of sound that allows us to iden-
tify it and distinguish it from other sounds with the same pitch
and loudness [1]. Along with identifying the sound source, tim-
bre specifies its quality: for instance, a single speaker can create
many different vocal timbres. The ambiguity of timbre as a con-
cept creates many methodological problems for measuring timbre
perception. For a presentation of these issues, see [2].

What results as timbre is a combination of several perceptual
dimensions, whose number and quality are partly unknown. The
main factors are obviously related to the spectral content. The
number and organization of the spectral components decides whether
a sound is perceived as tonal or harmonic, for instance. The spec-
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tral envelope, i.e. the relative amplitudes of the components, is
another important factor. Also dynamic (time-variant) attributes
seem to be salient.

Along with spectral characteristics, it has been shown that also
temporal events and modulations have a great effect on timbre.
The attack transients of musical instrument sounds contribute to
the characteristic timbre of each type of instrument so much that
if they are absent, it is hard to recognize the instrument any more,
see [3] for discussion. The same goes for instance for vibrato in
singing voice synthesis. Even though the temporal events do not
create a certain kind of timbre themselves, connected to the spec-
tral characteristics they seem to reinforce or bring out the unique
timbre of the sound source. It seems, however, that the attacks are
mostly important for the identification of sound sources, while the
attributes that are present throughout the sound help us judge the
timbre in a more general way [3].

The uniqueness of the timbre of a certain type of instrument,
for instance, leaves another open question in timbre perception.
Even though the spectro-temporal characteristics vary as a func-
tion of pitch and loudness, the identity of the sound source is un-
changed. In this sense, timbre should be considered in relation to a
sound source, a feature of a sound object whose other features are
pitch, loudness, and direction. This way the interaction between
each of the features could be captured in source-specific models.
This kind of object-based viewpoint should become attractive with
the development of the structured representations of sound [4], [5],
[6].

Along with the physical characteristics that cause a perceived
timbre, we should consider the information-carrying capacity of
timbre, i.e., the different aspects of timbre perception. The most
important one was mentioned earlier, the uniqueness of timbre
for different types of sound sources, which allows identifying the
sound or placing it to a certain category. Changes in timbre can
also carry musical information by means of affecting musical ten-
sion which seems to be related to roughness, a perceptual measure
for the effects of beats [7], [8]. Another example are vowel sounds
in speech. Timbral effects can also help us make conclusions about
the shape of the surrounding space, such as a concert hall. These
examples seem to engage also top-down processing, meaning that
our brain is sensitive to the kind of spectral patterns that are com-
mon in our environment and can recognize those [9].

3.1. Timbre space

During the past 20 years, there has been remarkable interest to es-
tablish a kind of perceptual space for timbre, i.e., to find a small
number of relevant perceptual dimensions of timbre. The features
of timbre are presented in a low-dimensional space whose orthog-
onal dimensions represent the most prominent components. A tim-
bre space is constructed by a perceptual study of the desired type
of sounds, for instance musical instrument sounds. Listeners will
judge the perceived similarity of each timbre against all others, and
from the similarity matrix derived from the ratings, the euclidean
distances between each of the timbres can be calculated and pre-
sented in what is called the timbre space. A short distance between
two timbres corresponds to high similarity and a long distance to
high dissimilarity. The method of measuring perceptual distances
is called multidimensional scaling (MDS) [10], and it is an effi-
cient way of reducing the dimensionality of the timbre features.

The results obtained by the multidimensional scaling tech-
nique differ to a certain extent at the number and quality of the

perceptual dimensions. For instance, for orchestral instruments a
three-dimensional timbre space was found, whose axes were spec-
tral energy, synchronization of the transients, and a temporal at-
tribute related to the beginning of the sound [11]. Expanding this
material by hybrid sounds brought more diverse findings. One of
these timbre spaces included the dimensions brightness, steepness
of the attack, and the offset between the rise of the high and the
low frequency harmonics [12]. Later on, the spectral flux, i.e., the
variation of the spectral content with time, was also found to be
important [13], but this wasn’t confirmed by a later study [14].

An important point is that the studies mentioned above used al-
most entirely string and wind instruments. When the set of sounds
was extended to percussive instruments [15], it was found that
although two or three common dimensions could be found re-
lated to the spectral centroid and rise time, the results were gen-
erally context-dependent. This shows that a unitary timbre space
is hardly likely to be found even for the timbres of musical instru-
ments.

For this reason the instrument sound description in the context
of MPEG-7 [16] is based on separate timbre spaces for harmonic
and percussive sounds [17]. A number of physical attributes, or
signal descriptors, that best correlate with the similarity ratings and
the qualitative axes of the timbre space, were derived according to
the results of Krumhansl [13] and McAdams [14] for harmonic
sounds: Log-attack-time, spectral centroid, spectral spread, spec-
tral variation, and spectral deviation. For percussive sounds, three
descriptors were found based on the work of Lakatos [15]. They
are the Log-attack-time, temporal centroid and spectral centroid.

3.2. Quantization of timbre sensations

A draw-back of the MDS technique is that it is non-metric. How-
ever, the timbre sensation can also be described on many metric
levels. Semantic bipolar rating scales are commonly used to ac-
quire subjective descriptions of timbre. Typically, the same timbre
is judged on a number of scales, for instance dull-brilliant, cold-
warm, pure-rich, dull-sharp, full-empty, and compact-scattered.
After an analysis, some of the scales may be found not to be inde-
pendent, but correlated with others. Usually the timbre sensation
can be described by a few most important scales [2]. The prob-
lem is that the semantic scales are hard to relate directly to certain
physical attributes of the sound.

Between the semantic descriptions and numeric spectral mea-
sures there are a number of psychoacoustic indices, developed
for quantitative description of sound quality and perceptual re-
sponse to sounds. Measures like sharpness, roughness, or fluctu-
ation strength have been derived by matching the results of lis-
tening experiments to the physical characteristics of the sound.
The sharpness measure, for instance, is connected to the perceived
loudness measure suggested by Zwicker [18], which integrates the
energy over the critical bands. Rather than for describing all kinds
of timbres, these measures are used in specific tasks to compose
more complex indices for instance for sound quality in vehicles or
consumer products.

The physical parameters that have been found reveal that many
perceptual timbre features correspond to physical characteristics
other than spectral envelope. Various temporal and spectro-temporal
measures are used to characterize timbre. For instance, the attack
time and the different decay times between harmonics contribute
to the timbre of musical instrument sounds. Measures related to
the interaural time and level differences (ITD and ILD) or the pro-
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portion of reflections and direct sound, etc. are used to compose
indices of concert hall acoustics, such as brightness, warmth, or
envelopment.

An interesting development is the search for the representa-
tion of timbre in the primary auditory cortex (AI) [19]. It was
found that some of the cells in the AI are specialized in extract-
ing the spectro-temporal features, which in psychoacoustic studies
have been found important to timbre perception, such as the local
bandwidth and asymmetry of spectral peaks, and their onset and
offset transition rates.

4. SOUND MODELLING

By sound modelling we wish to learn to understand the physical
attributes of sounds that create certain kinds of timbre sensations.
Practical applications include the identification and classification
of sounds as well as sound synthesis. However, sound modelling
is a wider concept than timbre modelling, covering all kinds of
sounds and synthesis methods and not only natural instruments.
An example is the FM synthesis of abstract sounds: even if we fo-
cus on traditional musical instruments, sound modelling can refer
to any kind of sounds that a composer wants to create.

4.1. Synthesis of natural instruments

There is a strong synthesis-viewpoint in sound modelling. How-
ever, not all sound synthesis techniques aim at direct control of
timbre. During the latest years, the techniques have been devel-
oped in two main categories: physical modelling and spectral mod-
elling. Timbre modelling is mostly related to the latter. The former
attributes a physical model to the sound source and emulates the
generation and behavior of sound in real musical instruments [20],
[21], [22]. The benefits of physical modelling include the easy
generation of natural sounding timbres by evoking the model by
the recorded impulse response of a real instrument. On the other
hand, control and arbitrary transformation of the timbre is not fea-
sible beyond the typical performance of the original instrument.

The spectral modelling technique is based on splitting the spec-
tral representation of the sound into its deterministic (sinusoidal)
and stochastic (noise) components [23], [24]. In this way the
emulation of natural timbres is more elaborate, because the time-
varying behavior of each partial has to be controlled individually.
On the other hand, the method gains control over the spectral en-
velope, which is mostly responsible of the alterations in timbre.

The control of timbre while pitch and loudness are kept con-
stant could be regarded as timbre modelling. In addition to the
sound synthesis technique described above, the applications of tim-
bre modelling include the automatic classification and identifica-
tion of sounds, and definitions of the typical timbre spaces for dif-
ferent types of sounds.

However, a great question is, how to isolate timbre effects
from pitch and even loudness effects. In natural sound sources,
these are usually interconnected and related to the same physical
attributes [1]. We should find a way to view sounds as objects with
a set of characteristic timbre features, whose prominence at certain
instants of time depend on the state of the sound source, such as
loudness and pitch. This kind of approach seems especially suit-
able for musical instrument sounds [25], which form a group of
fairly similar sound sources whose behavior is well understood.

4.1.1. Timbre models of musical instruments

Musical instrument sounds have long been a specific field of in-
terest for timbre modelling. This is maybe because timbre percep-
tion is closely related to musical sounds, and because the synthesis
of musical instrument sounds is well-developed. There is thus a
need for the classification, identification, and resynthesis of musi-
cal timbres. Another field of application is data reduction in sound
synthesis.

The timbre models apply a variable degree of parametrization
and perceptual knowledge. The least parametric technique in this
sense is spectral modelling, which is mainly used for the resynthe-
sis of musical instrument sounds [26]. The technique extracts at
first the harmonics of an existing sound and then generates a set of
time-varying sinusoids accordingly. To preserve all the remaining
features of the original sound, the sinusoids are subtracted from
it to create a residual noise signal. The sinusoids together with
the noise represent the original sound. Whole instruments or in-
strument families can be modelled by collecting a database that
includes the whole timbre space of the instrument type, and syn-
thesizing sounds accordingly.

The synthesizer presented by Jehan [27] models and predicts
the timbre of acoustic instruments based on a small number of per-
ceptual features. The parameters pitch, loudness, and brightness
are extracted from the audio stream of an instrument. This per-
ceptual sound data is combined to a timbre model, based on the
spectral decomposition of the audio signal. The timbre of the in-
strument or an entire instrument family contained in the spectral
model, the perceptual control parameters extracted from a new
stream of audio are used as input to the system. The output is a
vector of spectral data in real time, used to generate the determin-
istic part of the synthesized signal by additive synthesis. The noise
part is generated by a stochastic noise process.

The synthesizer thus predicts the spectral representation of the
audio data by controlling a timbre model by perceptual param-
eters. Possible application areas include the synthesis of musical
instruments, but also cross-synthesis and morphing are enabled. In
cross-synthesis, the instrument model is driven with control data
from another instrument, for instance a timbre model of the violin
could be controlled by parameters extracted from the clarinet. A
mixed timbre morphed between the violin and the clarinet could be
generated by running two simultaneous predictions and combining
the output components according to a chosen weight (morphing)
parameter. Applications of this kind of system could also be found
in transmission and compression of audio.

Jensen [28] proposes a method for the modeling and classifica-
tion of timbre that is based on three different levels of parametriza-
tion. This model is also based on the spectral presentation, from
which a great number of perceptual parameters are extracted that
fully define the timbre of the instrument. The parameters are re-
lated to the spectral envelope (the amplitudes of the partials at one
instant of time), time envelope (time-varying partial amplitudes),
and irregularity, which can be either spectral or temporal. The tim-
bre model is composed of timbre attributes which are derived from
these basic parameters. For instance, the parameters analyzed from
the spectral envelope include brightness, the odd/even coefficient,
the tristimulus and the irregularity. The first two levels are High
Level Attributes (HLA), in which each partial is parametrized in-
dividually, Minimum Definition Attributes (MDA), in which the
evolution of the attributes is defined in relation to each of the har-
monics. On the Instrument Definition Attributes level (IDA), the
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attributes are collected for one instrument, with varying pitch, in-
tensity, or other performance parameters.

Many temporal effects, for instance the attack transients and
vibrato, are not considered in this model, which makes practi-
cal sound synthesis problematic. However, the high degree of
parametrization makes the method more suitable for timbre classi-
fication and identification than the techniques that are more strictly
related to spectral modeling. Moreover, the whole performance of
an instrument, i.e., the different playing techniques related to mu-
sical interpretation, are presented in parametric form. For instance,
playing in high or low tempo is found to affect the attack and re-
lease time parameters.

4.2. Creation of new timbre classes

Each sound synthesis algorithm can be thought of as a computa-
tional model for the sound itself and for the timbre it generates.
Though this observation may seem quite obvious, its meaning for
sound synthesis is not so straightforward. As a matter of fact, mod-
elling sounds is much more than just generating them, as a compu-
tational model can be used for representing and generating a whole
class of sounds, depending on the choice of control parameters. In
the same sense an algorithm can define a new timbre class. The
idea of associating a class of sounds to a digital sound model is
in complete accordance with the way we tend to classify natural
musical instruments according to their sound generation mecha-
nism. For example, strings and woodwinds are normally seen as
timbre classes of acoustic instruments characterized by their sound
generation mechanism.

It should be clear that the degree of compactness of a class of
sounds is determined, on one hand, by the sensitivity of the digital
model to parameter variations and, on the other hand, the amount
of control that is necessary to obtain a certain desired sound. As an
extreme example we may think of a situation in which a musician
is required to generate sounds sample by sample, while the task
of the computing equipment is just that of playing the samples.
In this case the control signal is represented by the sound itself,
therefore the class of sounds that can be produced is unlimited but
the instrument is impossible for a musician to control and play. An
opposite extremal situation is that in which the synthesis technique
is actually the model of an acoustic musical instrument. In this
case the class of sounds that can be produced is much more limited
(it is characteristic of the mechanism that is being modelled by the
algorithm), but the degree of difficulty involved in generating the
control parameters is quite modest, as it corresponds to physical
parameters that have an intuitive counterpart in the experience of
the musician.

It can be noticed that the generality of the class of sounds asso-
ciated to a sound synthesis algorithm is somehow in contrast with
the “playability” of the algorithm itself. One should remember that
the ”playability” is of crucial importance for the success of a spe-
cific sound synthesis algorithm as, in order for a sound synthesis
algorithm to be suitable for musical purposes, the musician needs
an intuitive and easy access to its control parameters during both
the sound design process and the performance. Such requirements
often represents the reason why a certain synthesis technique is
preferred to others.

4.3. Sound models and music

From a mathematical viewpoint, the musical use of sound models
opens some interesting issues: description of a class of models that

are suitable for the representation of musically-relevant acoustic
phenomena; description of efficient and versatile algorithms that
realize the models; mapping between meaningful acoustic and mu-
sical parameters and numerical parameters of the models; analysis
of sound signals that produces estimates of model parameters and
control signals; approximation and simplification of the models
based on the perceptual relevance of their features; generalization
of computational structures and models in order to enhance versa-
tility.

It is important to notice, however, that the analysis and synthe-
sis of acoustical instruments will produce means of resynthesizing
the type of music which is based on pitch. This excludes elec-
tronic music almost totally. Since the sounds in electronic music
don’t necessarily originate from identifiable musical instruments,
it is clear that the concept of sound objects is also more abstract.
To analyze the timbre of these sounds is a vast task, firstly because
there are no restrictions regarding the type of sound source, which
results in a huge diversity of timbres, and secondly because the
other attributes of the sound objects are ill-specified. For instance,
should pitch be treated as a independent perceptual dimension, if
there is no clear pitch sensation.

Another point is that, concentrating on the timbre of single
isolated sounds, we ignore the effects of musical context. Artic-
ulation, i.e., the way that sequential sounds connect to each other
and form musical passages, can affect timbre in the same sense
as loudness or pitch. The difference is that sound attributes de-
rived from articulation depend on a larger time scale and cannot
be based on instantaneous spectral and temporal measures. In this
sense modelling of the musical performance and the player lead
sound modelling to a higher level towards music modelling.

5. CONTRIBUTED ARTICLES

Many aspects of timbre modeling are covered within the activity
of MOSART network. The collection of contributed papers gives
an overview to the ongoing research in the field. The first part of
the report gives a general introduction to three sub-topics of timbre
modeling: Extraction of timbre features from natural sounds, the
concept of abstract timbre, and the importance of directional issues
in timbre modeling and acoustic rendering.

5.1. Extraction of timbre features

The relevant dimensions of the timbre of natural musical instru-
ments are being studied both from a theoretical and practical point
of view. The search for a low-dimensional description of timbre
has lead to a number of psychoacoustic studies relating subjec-
tive ratings to physical attributes. Specific applications include au-
tomatic recognition and classification of musical instruments and
accurate resynthesis of natural instrument sounds.

5.1.1. Timbre recognition

Herrera et al. [29] present a review on automatic classification
of musical instrument sounds. The strongest motivation for au-
tomatic sound classification is the need to label existing audio
recordings or samples of isolated instrument sounds, or to locate
a certain instrument in a mixture of musical sounds. The two
approaches discussed in the paper include a perceptual method,
where psychoacoustic similarity functions are used for timbre clus-
tering and the search and retrieval of sounds. The taxonomic ap-
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proach finds signal-related indices for labeling sounds on a culture-
or user-dependent basis.

The descriptive features for both methods are either found di-
rectly from the audio signal, or through transformations such as the
Fourier or the Wavelet transform, or by use of a signal model or
an auditory model. The relevant features for the perceptual method
are selected on basis of similarity ratings of different timbres given
by listeners. Descriptors like spectral centroid, the logarithm of
the attack time, and spectral irregularity have been found to cor-
relate with the subjective ratings. The taxonomic approach uses
more general spectral methods for sound classification, such as
Linear Predictive Coding or Cepstral Coefficients with Mel scaling
(MCC), or energy measures. More specialized measures are also
used, such as brightness, inharmonicity, and spectral envelope. A
common problem to both methods is the selection of a small num-
ber of relevant descriptors from a high-dimensional space. Mul-
tidimensional Scaling (MDS) is often utilized in the perceptual
method for reducing dimensionality. The taxonomic approach uses
Principal Component Analysis, Genetic Algorithms, or Artificial
Neural Networks for the purpose. The paper by Herrera et al. gives
examples related to each of these techniques.

5.1.2. Analysis-synthesis

The contribution of Kronland-Martinet et al. [30] gives another
viewpoint to timbre modeling. While the objective in automatic
classification is to find a set of signal-based parameters that al-
low placing a given audio signal to a class of (musical instrument)
sounds, the aim of sound modeling is to produce a synthetic audio
signal that sounds identical to the original (musical instrument)
sound. The process of reconstructing a natural sound is called
analysis-synthesis. The main concern is how to produce a rele-
vant set of control parameters from the original sound. A some-
what different approach is needed for each synthesis technique.
The paper presents several sound synthesis methods related to sig-
nal modeling, physical modeling, and hybrid model synthesis, and
discusses the extraction and estimation of control parameters for
each of these models.

5.1.3. Timbre attributes

Jensen’s [31] contributed paper tackles the question of parameter-
ization of synthesis models of musical instruments. More specif-
ically, he describes the timbre model, which aims at resynthesis
of musical sounds by controlling the time-varying amplitudes and
frequencies of the harmonics by a perceptually relevant set of at-
tributes. These include spectral envelope for modeling the bright-
ness and resonances of the instrument body, frequency envelope
for reproducing the correct pitch and amount of inharmonicity,
amplitude envelope for the control of start, attack, sustain, release,
and end segments, and the amplitude and frequency irregularity
(shimmer and jitter).

Jensen’s model also extends the concept of timbre from the
identity of an instrument to features that are more related to expres-
sion and playing style, such as intensity, vibrato, tremolo, legato,
and staccato. The model catches the behavior of each timbre at-
tribute corresponding to different styles.

5.2. Abstract timbre

5.2.1. Timbre in electroacoustic music

The analysis-synthesis of natural instruments produces means of
resynthesizing voiced or percussive sounds but excludes electronic
music almost entirely. Producing imaginary timbres by electronic
means and creating music based on other attributes than pitch has
a history of more than 50 years, but until today the timbre of elec-
tronic musical sounds has not received much attention. A reason
for this might be that not even the timbre of natural instruments
has been deeply understood.

The work of Canazza and Marini [32] takes the first steps into
this unexploited area. The starting conditions for a study of timbre
in electronic music are perhaps more difficult than those for natural
instruments, because many of the “instruments”, scores and com-
poser’s notes from the early years of electroacoustic music have
disappeared. The study of Canazza and Marini can be seen as
analysis-synthesis or modeling of timbre in the historical electroa-
coustic music repertoire. Their aim is to define a methodology for
reconstructing the composing process and considering it in relation
to its time. The work consists of spectral analysis and resynthesis
of a selection of timbres taken originally from old recordings.

5.2.2. Generation of abstract timbres

The work of Rocchesso and De Poli [33] discusses the discordance
between the degree of abstraction and effective control of sound
models. A highly abstract model is free from instrument classes
and the physical behavior of a given sound source, thus having no
restrictions regarding pitch range, timbre space, evolution of tim-
bre over pitch and playing styles, or identity. On the other hand,
such a model might be hard to control, because no relations would
exist between synthesis parameters. What comes to good “playa-
bility”, it involves simple ways of controlling the synthesis model
in a musical context.

Physical models offer a realistic environment for effective con-
trol schemes, although research is still required in this field. Con-
trol of the synthesis model should also be reached from higher
levels of abstraction, i.e., musical gesture. In addition, a future
direction is the creation of abstract timbres on basis of the gen-
eral computational structures. This way new timbre classes could
be created with a relation to existing ones that are well-described
mathematically and acoustically, optimizing between a high de-
gree of abstraction and effective control.

5.3. Importance of direction

The papers by Otondo et al. [34] [35] brings directional issues into
the discussion of exact resynthesis of sounds. The directional pat-
tern of a musical instrument in a given space varies in time, and the
technique that aims at (re-)creating a realistic directional listening
experience is called auralization. The aim of the study is to model
the instrument-room interaction and to optimize the presentation
of the directional characteristics of musical instruments.

Phase is often not considered an important factor of percep-
tual quality of synthesized sounds. However, it is known to affect
the localization of the sound source. A study is reported by An-
dersen [36], in which the importance of the phase information for
the perception of natural musical sounds was investigated. Two
results are described in the paper – the importance of phase in bin-
aural recorded sounds and also in monaural conditions both during
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the transient and steady part of the sound.

5.4. Research and applications

The second section of the present report gives more concrete in-
sight into the relevant research areas in the context of MOSART
network. A number of papers are related to the physical model-
ing technique. The joint contribution of CNRS-LMA and DIKU
by Bensa et al. [37] describes the analysis-synthesis of the piano
sound by a hybrid model that consists of a waveguide-based reso-
nant part and an excitation part produced by subtractive synthesis.
Another work concerning the piano sound is reported in the paper
by Avanzini et al. [38] The compilation of a complete real-time
physical model of the piano is described from sound generation
principles to sound radiation issues and other effects. The paper
of Farner [39] introduces the Harmbal program to calculate the
steady-state spectrum of dynamic nonlinear systems, applied on
physical modeling of self-sustained musical instruments such as
the clarinet.

Examples of the extraction of timbre features are given in three
contributed papers. Automatic recognition of percussion instru-
ments is reviewed by Gouyon and Herrera [40]. Novel applications
of higher-level spectral models are presented in the paper by Am-
atriain et al. [41]. It is shown how a set of basic and more specific
digital sound effects can be created based on a musically meaning-
ful parameterization of the spectral model. The effects include
pitch transposition, vibrato, harmonization, gender change, and
pitch discretization. A progress report is given by Marentakis and
Jensen [42] on the Timbre Engine, a software synthesizer based on
the principles presented in a more general way in Jensen’s paper
in the first part of this report.

Timbre perception is considered in two papers. The work by
Ottaviani et al. [43] goes deeper into acoustic rendering, presenting
a study of perception of shape of 3-D resonators. The objective of
the study is to create shape controlled resonator models that could
be used for shape morphing. The question of how we perceive
physical dimensions of sounding objects, such as size, shape, or
material, is the starting point. The perception of synthesized mu-
sical sounds in relation to model parameterization is considered in
the paper by J̈arvel̈ainen [44]. The study aims at perceptual guide-
lines for parameter selection and quantization in sound modeling.

In the paper of Otondo and Rindel [45] a method is proposed
for the directional representation of musical instruments in aural-
izations. When musical instruments are used as (virtual) sound
sources in auralizations, the time-varying character of their direc-
tional patterns must be taken into account.

An example of modeling the higher level expressive musical
parameters is given in the paper by Schoonderwaldt and Friberg [46].
A rule-based model is proposed for the control of vibrato in rela-
tion to expressivity. The model can be used to provide vibrato
control for a violin synthesizer.
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Abstract 

 
We present an exhaustive review of research on automatic classification of sounds from musical 
instruments. Two different but complementary approaches are examined, the perceptual approach 
and the taxonomic approach. The former is targeted to derive perceptual similarity functions in 
order to use them for timbre clustering and for searching and retrieving sounds by timbral 
similarity. The latter is targeted to derive indexes for labeling sounds after culture- or user-biased 
taxonomies. We review the relevant features that have been used in the two areas and then we 
present and discuss different techniques for similarity-based clustering of sounds and for 
classification into pre-defined instrumental categories.  
 

1  Introduction  
The need for automatic classification of sounds arises 
in different contexts: biology (e.g. for identifying 
animals belonging to a given species, or for 
cataloguing communicative resources) (Fristrup & 
Watkins, 1995; Mills, 1995; Potter, Mellinger & 
Clark, 1994), medical diagnosis (e.g. for detecting 
abnormal conditions of vital organs) (Shiyong, 
Zehan, Fei, Li & Shouzong, 1998;  Buller & Lutman, 
1998; Schön, Puppe & Manteuffel, 2001), 
surveillance (e.g. for recognizing machine-failure 
conditions) (McLaughling, Owsley & Atlas, 1997), 
military operations (e.g. for detecting an enemy 
engine approaching or for weapon identification) 
(Gorman & Sejnowski, 1988; Antonic & Zagar, 
2000; Dubnov & Tishby, 1997), and multimedia 
content description (e.g. for helping video scene 
classification or object detection) (Liu, Wang & 
Chen, 1998; Pfeiffer, Lienhart & Effelsberg, 1998). 
Speech, sound effects, and music are the three main 
sonic categories that are combined in multimedia 
databases. Describing multimedia sound therefore 
means describing each one of those categories. In the 
case of speech, the main description concerns speaker 
identification and speech transcription. Describing 
sound effects means determining the apparent sound 
source, or clustering similar sounds even though they 
have been generated by different sources. In the case 
of music, description calls for deriving indexes in 

order to locate melodic patterns, harmonic or 
rhythmic structures, musical instrument sets, usage of 
expressivity resources, etc. As we are not concerned 
here with discrimination between speech, music and 
sound effects, we recommend interested readers 
consult the work by Zhang and Kuo (1998b; 1999a).  
Provided that we are interested in a music-only 
stream of audio data, one of the most important 
description problems is the correct identification of 
the musical instruments present in the stream. This is 
a very difficult task that is far from being solved. The 
practical utility for musical instrument classification 
is twofold: 

• First, to provide labels for monophonic 
recordings, for “sound samples” inside 
sample libraries, or for new patches created 
with a given synthesizer; 

• Second, to provide indexes for locating the 
main instruments that are included in a 
musical mixture (for example, one might 
want to locate a saxophone “solo” in the 
middle of a song); 

The first problem is easier than the second, and it 
seems clearly solvable given the current state of the 
art, as we will see later in this paper. The second is 
tougher, and it is not clear if research done on solving 
the first one may help.  
Common sense dictates that a reasonable approach to 
the second problem would be the initial separation of 
the sounds corresponding to the different sound 
sources, followed by the segmentationi and 
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classificationii on those separated tracks. Techniques 
for source separation cannot yet provide satisfactory 
solutions although some promising approaches have 
been developed (Casey & Westner, 2001; Ellis, 1996; 
Bell & Sejnowski, 1995; Varga & Moore, 1990). As 
a consequence, research on classification has 
concentrated on working with isolated sounds under 
the assumption that separation and segmentation have 
been previously performed. This implies the use of a 
sound sample collection (usually isolated notes) 
consisting of different instrument families and 
classes. The general classification procedure can be 
described as follows: 

• Lists of  features are selected to describe the 
samples. 

• Values for these features are computed.  
• A learning algorithm that uses the selected 

features to discriminate between instrument 
families or classes is applied.  

• The performance of the learning procedure 
is evaluated by classifying new sound 
samples (cross-validation).  

Note that there is a very important tradeoff in 
endorsing this isolated-notes strategy: we gain 
simplicity and tractability, but we lose contextual and 
time-dependent cues that can be exploited as relevant 
features for classifying musical sounds in complex 
mixtures. It is also important to note that the implicit 
assumption that solutions for isolated sounds can be 
extrapolated to complex mixtures should not be taken 
for granted, as we will discuss in the final section. 
Another implicit assumption that should not be taken 
for granted is that the arbitrary taxonomy that we use 
is optimal or, at least, good for the task (see Kartomi 

(1990)) for issues regarding arbitrary taxonomies of 
musical instruments). 
An alternative approach to the whole problem is to 
shift focus from the traditional transcription concern 
to that of description or understanding (Scheirer, 
2000). This is what some Computational Auditory 
Scene Analysis systems have addressed (Ellis, 1996; 
Kashino & Murase, 1997a). We will return to this 
distinction later but for the moment a clarifying 
practical example of this different focus can be 
provided with an “instrument browser” as the one 
depicted in figure 1. In order to develop this kind of 
application, we only need to detect the instrument 
boundaries. The boundaries can surround individual 
instruments or classes of instruments (Aucouturier & 
Sandler, 2001). For example, note how the “soprano 
singer” instrument has been drawn separately 
whereas the other instruments are grouped into 
classes. In Figure 1, the string section subsumes the 
phrases played by violins, violas and cellos. The goal 
of this approach is not to separate into distinct tracks 
each of the instrumental voices but, rather, to label 
their locations within the context of the musical 
work. Thus, the user, when clicking on one of the 
labels would not hear an isolated instrument; instead, 
the user would be taken to part of the piece where the 
desired instrument or instrument family can be 
clearly heard.  Manipulating the source file to bring 
to the foreground the selected instrument(s) is a 
possible enhancement of this boundary-based 
approach. In order to develop that kind of application 
we only need to detect the instrument boundaries.  
 
 

 

 
Figure 1. An imaginary instrument browser adapted from Smoliar and Wilcox ( Smoliar & Wilcox,
1997). 



A very different type of classification arises when 
our target is not an instrument class but a cluster  of 
sounds that can be judged to be perceptually 
similar. In that case, classification does not rely on 
culturally shared labels but on timbre similarity 
measures and distance functions derived from 
psychoacoustical studies (Grey, 1977; Krumhansl, 
1989; McAdams, Winsberg, de Soete & 
Krimphoff, 1995; Lakatos, 2000). This type of 
perceptual classification or clustering is addressed 
to provide indexes for retrieving sounds by 
similarity, using a query by example strategy. 
 
In the next sections we are going to review the 
different features (perceptual-based or taxonomic-
based) that have been used for musical sound 
classification, and then the techniques that have 
been tested for classification and clustering of 
isolated sounds. We have purposely refrained from 
writing mathematical formulae in order to facilitate 
the basic understanding to casual readers. It is our 
hope that the comprehensive list of references at 
the end of the chapter will compensate this lack, 
and will help in finding the complementary 
technical information that a thorough 
comprehension requires. 
 

2 Perceptual description versus 
taxonomic classification 
 
Perceptual description departs from taxonomic 
classification in that it tries to find features that 
explain human perception of sounds, while the 
latter is interested in assigning to sounds some 
label from a previously established taxonomy 
(family of musical instruments, instruments names, 
sound effects category…). Therefore, the latter 
may be considered deterministic while the former 
is derived from experimental results using human 
subjects or artificial systems that simulate some of 
their perceptual processes.  
Perception of sounds has been studied 
systematically since Helmholtz. It is now well 
accepted that sounds can be described in terms of 
their pitch, loudness, subjective duration, and 
something called ”timbre”. According to the ANSI 
definition (American National Standards Institute, 
1973), timbre refers to the features that allow one 
to distinguish two sounds that are equal in pitch, 
loudness, and subjective duration. The underlying 
perceptual mechanisms are rather complex but they 
involve taking into account several perceptual 
dimensions at the same time in a possibly complex 
way. Timbre is thus a multi-dimensional sensation 
that relies among others, on spectral envelope, 
temporal envelope, and on variations of each of 
them. In order to understand better what the timbre 

feature refers to, numerous experiments have been 
performed (Plomp, 1970; Plomp, 1976; Wedin & 
Goude, 1972; Wessel, 1979; Grey, 1977; 
Krumhansl, 1989; McAdams, Winsberg, de Soete, & 
Krimphoff, 1995; Lakatos, 2000).  
In all of these experiments, people were asked for a 
dis-similarity judgment on pairs of sounds. 
Multidimensional Scaling (MDS) analysisiii was 
used to process the judgments, and to represent the 
sound stimuli in a low-dimensional space revealing 
the underlying attributes used by listeners when 
making the judgments. Researchers often refer to 
this low-dimensional representation as a “Timbre 
Space” (see Figure 2). 
Grey (1977) performed one of the first experiments 
under this paradigm. Using 16 instrument sounds 
from the orchestra (string and wind instruments), 
he derived from MDS a timbre space with 3 
dimensions corresponding to the main perceptual 
axes. A qualitative description of these axes 
allowed him to assign one dimension to the spectral 
energy distribution, another to the amount of 
synchronicity of the transients and amount of 
spectral fluctuation, and the last one to the temporal 
attribute of the beginning of the sound. 
Wessel’s experiments (Wessel, 1979) used the 16 
sounds from Grey (1977) plus 8 hybrid sounds (in 
order to use non-existing sounds that avoided the 
class recognition effects and also for getting 

intermediate “timbral steps” between sounds). This 
research yielded a 2-dimensional space with one 
dimension assigned to the “brightness” of the 
sustained part of the sound, and the other to the 
steepness of the attack and the offset between the 
beginnings of the high frequency harmonics to the 
low frequency ones. 

Figure 2. Timbre Space coming from McAdams et al. 
(1995) experiment. It was derived from dissimilarity 
ratings on 18 timbres by 88 subjects with specificities and 
five latent subject classes. Acoustic correlates of the three 
dimensions: rise time, spectra 



Krumhansl (1989) used 21 FM-synthesis sounds 
from Wessel, Bristow & Settel (1987), mainly 
sustained harmonic sounds. She found the same 
results as Grey, but assigned the third dimension to 
something called “spectral flux” that was supposed 
to be related to the variations of the spectral 
content along time. McAdams et al. (1995), also 
used also these 21 FM-synthesis sounds in a new 
experiment and tested a new MDS technique that 
estimates the latent classes of subjects, instrument 
specificity values, and separate weights for each 
class. Compared to Krumhansl’s results, they 
confirmed the assignment of one dimension to the 
attack-time, another to the spectral centroid, but 
they did not confirm the “spectral flux” for the last 
dimension. 
Lakatos’ experiment (2000) used 36 natural sounds 
from the McGill University sound library, both 
wind and string (17) and percussive (18) sounds. 
The goal of this experiment was to extend the 
timbre space to percussive and mixed 
percussive/sustained sounds. This yields a two 
dimensional space and a three dimensional space. 
The conclusion of the experiment is that, except for 
spectral centroid and rise time, additional 
perceptual dimensions exist but their precise 
acoustic correlates are context dependent and 
therefore less prominent. 
An interesting practical application of this 
similarity-based research is that of setting up a 
given orchestration with some set of reference 
sound samples and then substituting some of them 
without radically changing the orchestration. 
Practical reasons for doing query-by-similarity of 
sound samples could include performance rights or 
copyrights issues, sample format compatibility, etc. 
Working examples of the timbre similarity 
approach are, for example, the Soundfisher system 
developed by Musclefishiv, and the Studio On Line 
developed by IRCAMv. Soundfisher, recently 
incorporated as a plug-in into a commercial video-
logger called Virage, is designed to perform the 
classification, indexing and search of sounds in 
general, though it can be used in a music context. The 
initial versions of Soundfishervi (Keislar, Blum, 
Wheaton & Wold, 1995) did not yield an explicit 
class decision but, rather, generated a list of 
mathematically similar sounds. Some kind of class 
decision procedure, however, seems to have been 
recently implemented (Keislar, Blum, Wheaton & 
Wold, 1999). The Soundfisher system implicitly 
implements the assumption that what is 
mathematically similar can be also considered 
perceptually similar; in other words, that the 
computed features accurately represent perceptual 
dimensions, an assumption that contradicts most 
empirical studies. In contrast, Studio On Line 
computes similarity by using features that have 
been extracted under the paradigm of the above-

cited perceptual similarity psychoacoustical 
experiments. The interested reader can find in 
Peeters, McAdams & Herrera (2000) a recent 
validation of the psychoacoustical approach in the 
context of MPEG-7. 

3. Relevant features for 
classification 

3.1  Types of features  
The term feature denotes a quantity or a qualityvii 
describing an object of the world. In the realm of 
signal processing and pattern recognition, objects 
are usually described by using vectors or lists of 
features. Features are also known as attributes or 
descriptors. Audio signal features are usually 
computed directly from the signal, or from the 
output yielded by transformations such as the Fast 
Fourier Transform or the Wavelet Transform. 
These audio signal features are usually computed 
every few milliseconds, for a very short segment of 
audio samples, in order to grasp their micro-
temporal evolution. Macro-temporal evolution 
features can also be computed by using a longer 
segment of samples (e.g. attack time, vibrato 
rate…), or by summarizing micro-temporal values 
(e.g. averages, variances…). 
A systematic taxonomy of features is outside the 
scope of this paper; nevertheless we could 
distinguish features at least according to four points 
of view: 
1. The steadiness or dynamicity of the feature, 

i.e. the fact that the features represent a value 
extracted from the signal at a given time, or a 
parameter from a model of the signal behavior 
along time (mean, standard deviation, 
derivative or Markov model of a parameter); 

2. The time extent of the description provided by 
the features: some description applies to only 
part of the object (e.g. description of the attack 
of the sound), whereas other apply to the 
whole signal (e.g. loudness); 

3. The “abstractness”, i.e. what does the feature 
represent (e.g. cepstrum and linear prediction 
are two different representation and extraction 
techniques for representing spectral envelope, 
but probably the former one can be considered 
as more abstract than the latter)  

4. The extraction process of the feature. 
According to this point of view, we could 
further distinguish: 
• Features that are directly computed on the 

waveform data as, for example, zero-
crossing rate (the rate that the waveform 
changes from positive to negative values); 

• Features that are extracted after 
performing a transform of the signal (FFT, 
wavelet…) as, for example, spectral 



centroid (the “gravity center” of the 
spectrum); 

• Features that relate to a signal model, as 
for example the sinusoidal model or the 
source/filter model; 

• Features that try to mimic the output of the 
ear system (bark or erb bank filter output). 

3.2.  Relevant features for perceptual 
classification 
 
For each of the “timbre” experiments, people have 
tried to qualify the dimensions of these timbre 
spaces, the perceptual axes, in terms of 
”brightness”, ”attack”, etc. Only recently attempts 
have been made to quantitatively describe these 
perceptual axes, i.e. relate the perceptual axes to 
variables or descriptors directly derived from the 
signal (Grey, 1978; Krimphoff, McAdams & 
Winsberg, 1994; Misdariis, Smith, Pressnitzer, 
Susini & McAdams, 1998). 
This quantitative description is done by finding the 
signal features that best explain the dis-similarity 
judgment. This is usually done using regression or 
multiple-regression between feature values and 
sound positions in the “timbre” space, and keeping 
only the features that yield the largest correlation. 
This makes the perceptual description framework 
different from taxonomic classification, since in the 
latter we’re not looking at features that “best 
explain” but at features that allow to “best 
discriminate” (between the considered classes). 
In the Grey and Gordon (1978) experiment, only 
one dimension correlated significantly with a 
perceptual dimension of their “timbre” space: the 
spectral centroid. Krimphoff et al. (1994) worked 
with Krumhansl’s space (1989) trying to find the 
quantitative parameters corresponding to its 
qualitative features and found, as Grey did, 
significant correlations with the spectral centroid, 
but also with the logarithm of the attack time and 
what they called the “spectral irregularity”, which 
is the average departure of the spectral harmonic 
amplitudes from a global spectral envelope. 
Krumhansl (1989) had labelled this dimension as 
“spectral flux”. Misdariis, Smith, Pressnitzer, 
Susini & McAdams, (1998) combined results 
coming from the Krumhansl  (1989) and McAdams 
et al. (1995) experiments. They found the same 
features as Krimphoff did plus a new one that 
explained one dimension of McAdams et al. (1995) 
experiment: spectral flux defined here as the 
average of the correlation between amplitude 
spectra in adjacent time windows. 
Peeters et al. (2000) considered also the two above-
cited experiments by Krumhansl and McAdams et 
al., called here “sustained harmonic sound space” 
as opposed to the “percussive sound space” coming 
from Lakatos (2000) experiment. Two methods 

were used for the selection of the features, a 
“position” method, which tries to explain from the 
feature values the position of the sound in the 
timbre space, and a “distance” method, which tries 
to explain directly the perceived distance between 
sounds from a difference of feature values. From 
this study the following features, now part of the 
MPEG-7 standard, have been derived to describe 
the perceived similarity. For the “harmonic 
sustained sounds”: log-attack time, harmonic 
spectral centroid, harmonic spectral spread (the 
extent of the spectrum’s energy around the spectral 
centroid), harmonic spectral variation (the amount 
of variation of the spectrum energy distribution 
along time), and harmonic spectral deviation (the 
deviation of the spectrum harmonic from a global 
envelope). For the “percussive sounds”: log-attack 
time, temporal centroid (the temporal centre of 
gravity of the signal energy), and spectral centroid 
(the centre of gravity of the power spectrum of the 
whole sound). 
Another approach is the one taken by the company 
Muscle Fish in the development of the Soundfisher 
system (Wold, Blum, Keislar & Wheaton, 1966). In 
this case the selected features are not derived from 
experiments but they constitute a set that is similar 
to the one discussed above: loudness (rms value in 
dB), pitch, brightness (spectral centroid), 
bandwidth (spread of the spectrum around the 
spectral centroid), harmonicity (amount of energy 
of the signal explained by a periodic signal 
model)... In order to capture the temporal trend of 
the features, it is proposed to store their average, 
variance and auto-correlation values along time.  

3.3.  Relevant features for taxonomic 
classification 
Mel-Frequency Cepstrum Coefficients (hence 
MFCCs) are features that have proved useful for 
such speech processing tasks as, for example, 
speaker identification and speaker recognition 
(Rabiner & Juang, 1993). MFCCs are computed by 
taking the log of the power spectrum of a 
windowed signal, then non-linearly mapping the 
spectrum coefficients in a perceptually-oriented 
way (inspired by the Mel scale). This mapping is 
intended to emphasize perceptually meaningful 
frequencies. The Mel-weighted log-spectrum is 
then compacted into cepstral coefficients through 
the use of a discrete cosine transform. This 
transformation reduces the dimensionality of the 
representation without losing information 
(typically, the power spectrum may contain 256 
values, whereas the MFCCs are usually less than 
15). MFCCs provide a rather compact representation 
of the spectral envelope and are probably more 
musically meaningful than other common 
representations like Linear Predictive Coding 
coefficients or curve-fitting approximations to 



spectrum. Despite these strengths, MFCCs by 
themselves can only convey information about static 
behavior and, as a consequence, temporal dynamics 
cannot be considered. Another important drawback is 
that MFCCs do not have an obvious direct 
interpretation, though they seem to be related (in an 
abstract way) with the resonances of instruments. 
Despite these shortcomings Marques (1999) used 
MFCCs in a broad series of classification studies. 
Eronen and Klapuri (2000) used Cepstral Coefficients 
(without the Mel scaling) and combined these 
features with a long list (up to 43) of complementary 
descriptors. Their list included, among others, 
centroid, rise and decay time, FM/AM rate and width, 
fundamental frequency and fundamental-variation-
related features for onset and for the remainder of the 
note. In a more recent study, using a very large set of 
features (Eronen, 2001), the most important ones 
seemed to be the MFCCs, their standard deviations, 
and their deltas (differences between contiguous 
frames), the spectral centroid and related features, 
onset duration, and crest factor (specially for 
instrument family discrimination). There are ways, 
however, for adding temporal information into a 
MFCCS classification schema. For example, Cosi, 
De Poli & Prandoni (1994) created a Kohonen 
Feature Mapviii (Kohonen, 1995) using both note 
durations and the feature coefficients. The network 
then clustered and mapped the right temporal 
sequence into a bi-dimensional space. As a result, 
sounds were clustered in a human perceptual-like 
way (i.e. not into taxonomic classes but into 
timbrically similar conglomerates). Brown (1999) 
used cepstral coefficients from constant-Q transforms 
instead of taking them after FFT-transforms; she also 
clustered feature vectors in a way that the resulting 
clusters seemed to be coding some temporal 
dynamics. 
One of the most commonly used descriptors for 
musical, as well as non-musical, sound classification 
is energy. In (Kaminskyj & Materka, 1995), Root 
Mean Square (RMS) energy was used for classifying 
4 different types of instruments with a neural 
network. In an additional, but apparently unfinished 
extension of this work (Kaminskyj & Voumard, 
1996), the authors also included brightness, spectral 
onset asynchrony, harmonicity and MFCCs. In a 
more recent and comprehensive work (Kaminskyj, 
2001) the main author used the RMS envelope, the 
Constant-Q frequency spectrum, and a set of spectral 
features derived from Principal Component Analysis 
(PCA from now on). PCA is commonly used to 
reduce dimensionality of complex data sets with a 
minimum loss of information. In PCA data is 
projected into abstract dimensions that are contributed 
with different –but partially related- variables. Then 
PCA calculates which projections, amongst all 
possible, are the best for representing the structure of 
data. The projections are chosen so that the maximum 

variability of the data is represented using the smallest 
number of dimensions. In this specific research, the 
177 spectral bins of the Constant-Q were reduced, 
after PCA, to 53 “abstract” features without any 
significant loss in discriminative power. 
Martin and Kim (Martin & Kim, 1998) exemplified 
the idea of testing very long lists of features and then 
selecting only those shown to be most relevant for 
performing classifications. Martin and Kim worked 
with log-lag correlograms to better approximate the 
way our hearing system processes sonic information. 
They examined 31 features to classify a corpus of 14 
orchestral wind and string instruments.  They found 
the following features to be the most useful: vibrato 
and tremolo strength and frequency, onset harmonic 
skew (i.e., the time difference of the harmonics to 
arise in the attack portion), centroid related measures 
(e.g., average, variance, ratio along note segments, 
modulation), onset duration, and select pitch related 
measures (e.g., value, variance). The authors noted 
that the features they studied exhibited non-uniform 
influences, that is, some features were better at 
classifying some instruments and instrument families 
and not others. In other words, features could be both 
relevant and non-relevant depending on the context. 
The influence of non-relevant features degraded the 
classification success rates between 7% and 14%.  
This degradation is an important theoretical issue 
(Blum & Langley, 1997) that unfortunately has been 
overlooked by the majority of studies we have 
reviewed. It should be noted that there are some 
classification techniques that also provide some 
indication about the relevance of the involved 
features. This is the case with Discriminant Analysis 
(see section 4.2.3). Using this technique “backward” 
deletion and “forward” addition of features can be 
used in order to settle into a good (though sometimes 
suboptimal) set. Agostini, Longari, and Pollastri ( 
2001) have used this method for reducing their 
original set of eighteen features to the eight ones that 
best separate the groups. The best features were: 
inharmonicity mean, centroid mean and standard 
deviation, harmonicity energy mean, zero-crossing 
rate, bandwidth mean and standard deviation, and 
standard deviation of harmonic skewness. 
Spectral flatness is a feature that has been recently 
used in the context of MPEG-7 (Herre, Allamanche 
& Hellmuth, 2001) for robust retrieval of song 
archives. It is a “newcomer” in musical instrument 
classification but can be quite useful because it 
indicates how flat (i.e. “white-noisy”) the spectrum of 
a sound is. Our current work indicates that it can also 
be a good descriptor for percussive sound 
classification (Herrera, Yeterian & Gouyon, 2002). 
Jensen and Arnspang (1999) used amplitude, 
brightness, tristimulus, amplitude of odd partials, 
irregularity of spectral envelope, shimmer and jitter 
measures, and inharmonicity, for studying the 
classification of 1500 sounds from 7 instruments. 



Jensen (1999), using PCA, had earlier identified these 
features as the most relevant from an initial set of 20 
and indicated 3 relevant dimensions that could 
summarize the most important features. He labeled 
these, in decreasing order of importance, “spectral 
envelope”, “(temporal) envelope”, and “noise”. 
Kashino and Murase (1997b) applied PCA to the 
instrument classification problem: 41 features were 
reduced to 11. PCA, in the context of sound 
classification, can be also found in the works of  
Sandell and Martens (1995), and Rochebois and 
Charbonneau, (1997). Less compact representations 
for temporal or spectral envelopes can be found in 
Fragoulis, Avaritsiotis, and Papaodysseus (1999), 
who used the slope of the first five partials, the time 
delay in the onset of these partials, and the high-
frequency energy. Cemgil and Gürgen (1997)) also 
used a set of harmonics (the first twelve) as 
discriminative features in their neural networks study. 
Apart from PCA, another useful method for reducing 
the dimensions of the feature selection problem is the 
application of Genetic Algorithms (GAs). GAs are 
modeled on the processes that drive the evolution of 
gene populations (e.g., crossover, mutation, 
evaluation of fitness, and selection of the best 
adapted). GAs have a property called implicit search, 
which means that near-optimal combinations of genes 
can be found without explicitly evaluating all possible 
combinations. GAs have been used in other musical 
contexts (e.g., sound synthesis and music 
composition) but the only known application to sound 
classification has been that of Fujinaga, Moore, and 
Sullivan (1998) where GAs were used to discover the 
best feature set. From an initial set of 352 features, 
their GA determined that the centroid, fundamental 
frequency, energy, standard deviation and skewness 
of spectrum, and the amplitudes of the first two 
harmonics were the best features to achieve a 
successful classification rate. In a more recent work 
(Fujinaga & MacMillan, 2000), two additional 
significant features were reported: spectral 
irregularity and a modified version of tristimulus. 
Unfortunately, the selection of best features was 
heavily instrument-dependent. This problematic 
dependence has been also noted by other studies.  
The intensive study of feature selection performed by 
Kostek (1998) represents another interesting 
approach. Kostek thoroughly examined 
approximately a dozen features. Examined features 
include, for example, energy of fundamental and of 
sets of partials, brightness, odd/even partials ratio, 
tristimulus-like features, and time delays of partials 
with respect to the fundamental. Kostek also 
explored, in other studies, the use of features derived 
from Wavelet Transforms instead of FFT-derived 
features. She found that the latter provided slightly 
better results than the former.  
One of the more interesting aspects of Kostek’s work 
is her use of rough sets (Pawlak, 1982; Pawlak, 

1991). Rough sets are a technique that was developed 
in the realm of knowledge-based discovery systems 
and data mining. Rough sets are implemented with 
the aim of classifying objects and then evaluating the 
relevance of the features used in the classification 
process. An elementary introduction to rough sets 
can be found in (Pawlak, 1998). We will return 
later with a fuller explication of rough sets.  
Applications of the rough sets technique to 
different problems, including those of signal 
processing, can be found in (Czyzewski, 1998). 
Polkowski and Skowron (1998) present a 
thoughtful discussion of software tools 
implementing this kind of formalisms. Several 
studies by Kostek and her collaborators (Kostek, 
1995; Kostek, 1998;  Kostek, 1999; Kostek & 
Czyzewski, 2001), and by Wieckzorkowska 
(1999b), used rough sets for reducing a large initial 
set of features for instrument classification. 
Wieckzorkowska’s study provides the clearest 
example of set reduction using rough sets. She 
found that a starting set of sixty-two spectral and 
temporal features describing attack, steady state, 
and release of sounds could be further reduced to a 
set of sixteen features. Examples of the more 
significant features include: tristimulus, energy of 
5th, 6th and 7th harmonics, energy of even partials, 
energy of odd partials, the most deviating of the 
lower partials, mean frequency deviation for low 
partials, brightness, and energy of high partials.  
Temporal differences between values of the same 
feature have been rarely used in the reviewed studies. 
Soundfisher, the commercial system mentioned 
earlier, incorporates temporal differences alongside 
such basic features as loudness, pitch, brightness, 
bandwidth, and MFCCs (Wold, Blum, Keislar & 
Wheaton, 1999). The Fujinaga or Eronen studies 
(cited above) have also incorporated temporal 
differences. 
To summarize this section, there are two inter-
related factors that influence the success of feature-
based identification and classification tasks. First, 
one must determine, and then select, the most 
discriminatory features from a seemingly infinite 
number of candidates. Second, one must reduce the 
number of applied features in order to make the 
resultant calculations tractable. We might 
intuitively conclude that using more than fifteen or 
twenty features seems to be a non-optimal strategy 
for attempting automatic classification of musical 
instruments. In order to settle into a short feature 
list, reliable data reduction techniques should be 
used. PCA and some types of Discriminant 
Analysis (both explained below) are robust and 
relatively easy to compute. Other techniques such 
as Kohonen maps, Genetic Algorithms, Rough 
Sets, etc., might yield better results when 
appropriate parameters and data are selected, but 
are inherently more complex. It is also clear that 



there are some features that are discriminative only 
for certain types of instruments, and that not only 
temporal and spectral features, but also their 
temporal evolution, should be considered.  

4. Techniques for sound 
classification 

4.2. Perceptual-based clustering and 
classification 
Retrieving sounds from a database by directly 
selecting signal features as those cited in the 
previous section is not a friendly task. As a 
consequence, exploiting relationships between 
them and high-level descriptions such as class or 
property (roughness, brightness) is required. A 
different way of retrieving sounds is by providing 
examples that are similar to what we are searching 
for; this is known as “query by example”. A 
specific kind of “query by example” is the one 
based on similarity of perception of sounds, instead 
of being based on sound categories. Leaving pitch, 
loudness and duration apart, this points directly to 
the notion of timbre and therefore to “timbre 
similarity”. 
Several authors have proposed a measure of timbre 
similarity that has been derived from psycho-
acoustical experiments (see section 2). This 
measure allows one to approximate the average 
judgment of perceived similarity obtained from 
people’s dissimilarity judgments between pairs of 
sounds. In order to do that, features or 
combinations of them, are used, with a possible 
weighting, to position the sound into a multi-
dimensional space. Giving two sounds, a measure 
of timbre similarity can be approximated. 
Therefore, for a given target sound, it is possible to 
find in a database the one that “sounds” the closest 
to the target. 
Misdariis et al. (1998) derived such a similarity 
measure approximation from Krumhansl (1989) 
and McAdams et al. (1995) experiments. Its 
formulation uses four features: log-attack-time, 
spectral centroid, spectral irregularity and spectral 
flux. Use of the similarity measure proposed by 
Misdariis et al. (1998) can be found, for example, 
in the search engine of IRCAM’s “Studio On Line” 
sound database. Peeters et al. (2000) proposed a 
new approximation adding the new feature 
“spectral spread”. They also proposed an 
equivalent approximation for percussive sounds 
derived from the Lakatos (2000) experiment. This 
latter uses the log-attack time, the spectral centroid 
and the temporal centroid.  
A still remaining problem concerns the 
applicability of such a timbre similarity measure 
for sounds belonging to different families (as for 
example comparing a sustained harmonic sound –

i.e. an oboe sound- with a percussive sound –i.e. a 
snare sound-). Current research is trying to 
construct a meta-timbre-space allowing such 
comparison between sounds belonging to different 
sound classes. 
Another kind of approach is that of Feiten and 
Günzel (1994), Cosi, De Poli, and Lauzzana 
(1994), or Spevak and Polfreman (2000). Signal 
features used in these works try to take into 
account the properties of human perception: 
MFCCs, Loudness critical-band rate time patterns, 
Lyon’s cochlear model, Gamma filter banks, etc. 
These features are then used in order to construct, 
automatically, what is called a “physical timbre 
space”. The “physical timbre space” aims at being 
the equivalent to usual timbre spaces but derived 
from signal features instead of from dissimilarity 
judgments yielded by human subjects in 
experimental conditions.  
A “physical timbre space” can be derived from 
signal features using various techniques: 
Hierarchical Clustering, Multi-Dimensional 
Scaling analysis (see section 2), Kohonen Feature 
Maps (a.k.a. Self Organizing Maps, see note 8), or 
Principal Component Analysis (see section 3.3).  
Prandoni (1994) and De Poli and Prandoni (1997) 
used a combination of MFCCs, Self-Organized 
Maps, and PCA analysis. The authors applied this 
framework to the sounds of Wessel et al. (1987) 
and found that brightness and spectral slope are the 
features that best explain two of its “physical 
timbre space” axes. Prandoni (1994) used the 
barycentre of the representation of each sound 
family in a feature (MFCCs) space. Using MDS 
and Herarchical Clustering analysis he found 
similar results than Grey did, and assigned the first 
two axes of his space to brightness and to 
something called “presence”, which is a measure of 
the energy inside the 800 Hz. region. In these two 
studies the obtained spaces were compared to usual 
timbre spaces coming from human experiments 
such as the above cited (sections 2 and 3.2). 
In Feiten and Günzer (1994), and Spevak and 
Polfreman (2000)), the obtained spaces are used to 
make a temporal model of the sound evolution. The 
former authors define two sound feature maps 
(SFM). The first SFM is derived directly from a 
Kohonen Feature Map training using the MFCCs. 
This SFM, called the Steady State SFM, represents 
the steady parts of the sounds. Each sound is then 
represented by a trajectory between the states of the 
Steady State SFM. A Dynamic State SFM is then 
computed from these trajectories. The latter 
authors, on the other hand, make a comparison 
between different feature sets (Lyon’s cochlear 
model, Gamma Tone filterbank and MFCCs), 
considering their abilities to represent clear and 
separated trajectories in the SFM. They conclude 
that the best feature set is the Gamma Tone 



filterbank combined with Meddis’s inner hair cell 
model. 

4.3. Taxonomic classification 
In this section we are going to present different 
techniques that have been used for learning to 
classify isolated musical notes into instrument or 
music family categories. Although we have focused 
on the testing phase success rate as a way for 
evaluating them, we have to be cautious because 
other factors (number of instances used in the 
learning phase, number of instances used in the 
testing phase, testing procedure, number of classes 
to be learned, etc.) may have a large impact on the 
results. 

K-Nearest Neighbors 

The K-Nearest Neighbours (K-NN) algorithm is 
one of the most popular algorithms for instance-
based learning. It first stores the feature vectors of 
all the training examples and then, for classifying a 
new instance, it finds a set of k nearest training 
examples in the feature space, and assigns the new 
example to the class that has more examples in the 
set. Traditionally, the Euclidean distance measure 
is used to determine similarity. Although it is an 
easy algorithm to implement, the K-NN technique 
has several significant drawbacks:  

• As it is a lazy algorithm (Mitchell, 1997), 
it requires having all the training instances 
in memory in order to yield a decision for 
classifying a new instance. 

• It does not provide a generalization 

mechanism (because it is only based on 
local information). 

• It is highly sensitive to irrelevant features 
that can dominate the distance metrics. 

• It may require a significant computational 
load each time a new query is processed. 

A k-NN algorithm classified 4 instruments with 
almost complete accuracy in Kaminskyj and 
Materka (1995), but the small size of the database 
(with restricted note range to one octave, although 
including different dynamics) was a drawback for 
taking this result as robust. In recent years 
Kaminskyj (2001) has reported hit rates of 82% for 
a database of 517 sounds and 19 instrumental 
categories. Some interesting features of this study 
are the use of PCA for reduction of data obtained 
after applying a Constant Q Transform and the use 
of a “reliability” estimation that can be extracted 
from confusion matrices. 
Martin and Kim (1998) developed a classification 
system that used a k-NN on a database of 1023 
sounds with 31 features extracted from cochleagrams 
(see also Martin (1999). Their study included a 
hierarchical procedure consisting of: 

• An initial discrimination of pizzicati from 
continuous notes. 

• A discrimination between different 
“families” (e.g., sustained sounds further 
divided into strings, woodwind, and 
brass),  

• A final classification of sounds into 
instrument categories.  

When no hierarchy was used, Martin and Kim 
achieved a 87% classification success rate at the 
family level and a 61% rate at the instrument level. 
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Figure 3. An illustration of the K-NN technique. The point marked with a 
star would be classified as belonging to category “B” when K=3 (as two 
out of its 3 neighbours are from class “B”; but note that in case of using 
K=5 classification would be “A”. 



Use of the hierarchical procedure increased the 
accuracy at the instrument level to 79% but it 
degraded the performance at the family level to 79%. 
In the case of not including the hierarchical 
procedure, performance figures were lower than the 
ones they obtained with a Bayesian classifier. Similar 
results (65% for 27 instrument classes; 77% for a 
two-level 6-element hierarchy) were reported by 
Agostini et al. (2001). In this report, the k-NN 
technique compared unfavorably against 
Discriminant Functions and also against Support 
Vector Machines. 
Eronen and Klapuri (2000) used a combination of 
k-NN and a Gaussian classifier (which was only 
used for rough discrimination between pizzicati 
and sustained sounds) for classifying 1498 samples 
into specific instrumental families or specific 
instrument labels. Using a system architecture very 
similar to Martin and Kim’s hierarchy –wherein 
sounds are first classified in broad categories and 
then the classification is refined inside that 
category- they reported success rates of 75% in 
individual instrument classification and 94% for 
family classification. They also reported a small 
accuracy improvement by only using the best 
features for each instrument and no hierarchy at all 
(80%). A quite surprising result is the extreme 
degradation of performance results (35%) that has 
been reported in a more recent paper (Eronen, 
2001). The explanation may be found in several 
facts: they used a larger and more varied database 
(5286 sounds coming from different collections) 
and more restrictive cross-validation methods (the 
test phase used sounds that were completely 
excluded from the learning set).  
A possible enhancement of the K-NN technique, 
which includes the weighting of each feature 
according to its particular relevance for the task, 
has been used by the Fujinaga team (Fujinaga et 
al., 1998; Fujinaga, 1998; Fraser & Fujinaga, 1999; 
Fujinaga & MacMillan, 2000). In a series of three 
experiments using over 1200 notes from 39 
different instruments, the initial success rate of 
50%, observed when only the spectral shape of 
steady-state notes was used, increased to 68% 
when tristimulus, attack position, and features of 
the dynamically changing spectrum envelope (i.e., 
the change rate of the centroid) were added. In 
their last paper, a real-time version of this system 
was reported. 
The k-NN literature—including the works of such 
research leaders as Martin and Fujinaga—
consistently reports accuracy rates around 80%. 
Provided that the feature selection has been 
optimized with genetic or other optimization 
techniques, one can thus interpret the 80% 
accuracy value as an estimation of the limitations 
of the K-NN algorithm. Therefore, more powerful 
techniques should be explored. 

Naive Bayesian Classifiers 

A Naïve Bayesian Classifier (NBC) incorporates a 
learning step in which the probabilities for the 
classes and the conditional probabilities for a given 
feature and a given class are estimated. Probability 
estimates for each of these are based on their 
frequencies as found in a collection of training 
data. The set of these estimates corresponds to the 
learned hypothesis, which is formed by simply 
counting the occurrences of various data 
combinations within the training examples. Each 
new instance is classified based upon the 
conditional probabilities calculated during the 
learning phase. This type of classifier is called 
naïve because it assumes the independence of the 
features. 
Brown (1999) used the NBC technique in 
conjunction with 18 Cepstral Coefficients 
computed after a constant Q transform. After 
clustering the feature vectors with a K-means 
algorithm, a Gaussian mixture model from their 
means and variances was built. This model was 
used to estimate the probabilities for a Bayesian 
classifier. It then classified 30 short sounds of oboe 
and sax with an accuracy rate of 85%. In a more 
recent paper (Brown, Houix & McAdams, 2001) 
she and her collaborators reported similar hit rates 
for four classes of instruments (oboe, sax, clarinet 
and flute); these good results were replicated for 
different types of descriptors (cepstral coefficients, 
bin-to-bin differences of the constant-Q spectrum, 
and autocorrelation coefficients).  
Martin (1999) enhanced a similar Bayesian 
classifier with context-dependent feature selection 
procedures, rule-one-out category decisions, beam 
search, and Fisher discriminant analysis, to 
estimate the maximum a priori probabilities. In 
(Martin & Kim, 1998), performance of this system 
was better than that of a K-NN algorithm at the 
instrument level with a 71% accuracy rate and 
equivalent to it at the family level with 85% 
accuracy rate. 
Kashino and his team (1995) have also used a 
Bayesian classifier in their CASA system. Their 
implementation is reported to be able to classify, 
and even separate, five different instruments: 
clarinet, flute, piano, trumpet and violin. 
Unfortunately, no specific performance data are 
provided in their paper. 

Discriminant Analysis 

Classification using categories or labels that have 
been previously defined can be done with the help 
of Discriminant Analysis (DA), a technique that is 
related to multivariate analysis of variance 
(MANOVA) and multiple regression. DA attempts 
to minimize the ratio of within-class scatter to the 



between-class scatter and builds a definite decision 
region between the classes. It provides linear, 
quadratic or logistic functions of the variables that 
"best" separate cases into two or more predefined 
groups. DA is also useful for determining which 
are the most discriminative features and the most 
similar/dissimilar groups. Surprisingly there have 
been very few studies using these techniques. 
Martin and Kim (1998)) made limited use of this 
method when they used a linear DA to estimate the 
mean and variance of the Gaussian distributions of 
each class to be fed into an enhanced naive 
Bayesian classifier.  
More recently Agostini et al. (2001) have found 
that a set of quadratic discriminant functions 
outperformed even Support Vector Machines (93% 
versus 70% hit rates) in classifying 1007 tones 
from 27 musical instruments with a very small set 
of descriptors.  In our laboratory we carried out, 
some time ago, an unpublished study with 120 
sounds from 8 classes and 3 families in which we 
got a 75% accuracy using also quadratic linear 
discriminant functions in two steps (sounds were 
first assigned to a family, and then they were 
specifically classified). As the features we used 
were not optimized for instrument classification but 
for perceptual similarity classification, it would be 
reasonable to expect still better results when 
including other more task-specific features. In a 
more recent work (Herrera et al., 2002) that used a 
database of 464 drum sounds (kick, snare, hihat, 
tom, cymbals) and an initial set of more than thirty 
different features, we got hit rates higher than 94% 
with four canonical Discriminant functionsix that 
combined 18 features comprising some MFCCs, 
attack and decay descriptors, and relative energies 
in some selected bands. 

Higher Order Statistics 

When signals have Gaussian density distributions, 
we can describe them thoroughly with such second 
order measures as the autocorrelation function or 
the spectrum. In the case of noisy signals such as 
engine noises of sound effects, the variations in the 
spectral envelope do not allow a good signal 
characterisation and matching. A method to match 
signals using a variant of matched filter using 
polyspectral matching was presented in (Dubnov & 
Tishby, 1997), and it could be specifically useful 
for the classification of sounds from percussive 
instruments. There are some authors who claim that 
musical signals, because they have been generated 
through non-linear processes, do not fit a Gaussian 
distribution. In that case, using higher order 
statistics or polyspectra, as for example skewness 
of bispectrum and kurtosis of trispectrum, it is 
possible to capture all information that could be 
lost if using a simpler Gaussian model. With these 

techniques, and using a Maximum Likelihood 
classifier, Dubnov, Tishby, and Cohen (1997) have 
showed that discrimination between 18 instruments 
from string, woodwind and brass families is 
possible. Unfortunately the detailed data that is 
presented there comes from a classification 
experiment that used machine and other types of 
non-instrumental sounds. Acoustic justification for 
differences in kurtosis among families of 
instruments was provided in (Dubnov & Rodet, 
1997). The measure of kurtosis was shown to 
correspond to the phenomenon of phase coupling, 
which implies coherence in phase fluctuations 
among the partials. 

Binary trees 

Binary Trees, in different formulations, are 
pervasively used for different machine learning and 
classification tasks. They are constructed top-
down, beginning with the feature that seems to be 
the most informative one, that is, the one that 
maximally reduces entropy. Branches are then 
created from each one of the different values of this 
descriptor. In the case of non-binary valued 
descriptors, a procedure for dichotomic partitioning 
of the value range must be defined. The training 
examples are sorted to the appropriate descendant 
node, and the entire process is then repeated 
recursively using the examples of one of the 
descendant nodes, then with the other. Once the 
tree has been built, it can be pruned to avoid over-
fitting and to remove secondary features. Although 
building a binary tree is a recursive procedure, it is 
order of times faster than, for example, training a 
neural network. 

 
Figure 3: An imaginary binary tree for classification of 

sounds into 4 different classes. 

 
Binary trees are best suited for approximating 
discrete-valued target functions but they can be 
adapted to real-valued features. Jensen and 
Arnspang’s binary decision tree (1999) exemplifies 
this approach to instrument classification. In their 



system, the trees are constructed by asking a large 
number of questions designed in each case to 
divide the data into two sets (e.g., “Is attack time 
longer than 60 ms?). Goodness of split (e.g., 
average entropy) is calculated and the question that 
renders the best goodness is chosen. Once the tree 
has been built using the learning set, it can be used 
for classifying new sounds because each leaf 
corresponds to one specific class. The tree can also 
be used for making explicit rules about which 
features better discriminate one instrument from 
another. Unfortunately, detailed results regarding 
the classification of new sounds have not yet been 
published. Consult Jensen’s thesis (1999), 
however, for his discussion of log-likelihood 
classification functions.  
Wieczorkowska (1999a) used a binary tree 
approach, called the C4.5 algorithm (Quinlan, 
1993), to classify a database of 18 classes and 62 
features. Accuracy rates varied between 64% and 
68% depending on the test procedure applied. In 
our above-mentioned drum sounds classification 
study (Herrera et al., 2002) we obtained slightly 
better figures (83% of hit rates) using the C4.5 
algorithm for classifying nine different classes of 
instruments. 
A final example of a binary tree for audio 
classification, although not specifically tested with 
musical sounds, is that of Foote (1997). His tree-
based approach uses MFCCs and supervised vector 
quantization to partition the feature space into a 
number of discrete regions. Each split decision in 
the tree involves comparing one element of the 
vector with a fixed threshold that is chosen to 
maximize the mutual information between the data 
and the associated human-applied class labels. 
Once the tree is built, it can be used as a classifier 
by computing histograms of frequencies of classes 
in each leaf of the tree; histograms are similarly 
generated for the test sounds then compared with 
tree-derived histograms. 

Artificial Neural Networks 

An Artificial Neural Network (ANN) is an 
information processing structure that is composed 
of a large number of highly interconnected 
processing elements—called neurons or units—
working in unison to solve specific problems. 
Neurons are grouped into layers (usually called 
input, output, and hidden) that can be 
interconnected through different connectivity 
patterns. An ANN learns complex mappings 
between input and output vectors by changing the 
weights that interconnect neurons. These changes 
may proceed either supervised or unsupervised. In 
the supervised case, a teaching instance is 
presented to the ANN, it is asked to generate an 
output, this out is then compared with an expected 

“correct” output, and the weights are consequently 
changed in order to minimize future errors. In the 
unsupervised case, the weights “settle” into a 
pattern that represents the collection of input 
stimulus.  
A very simple feedforward network with a 
backpropagation training algorithm was used in 
(Kaminskyj & Materka, 1995). The network (a 
system with 3 input units, 5 hidden units, and 4 
output units) learned to classify sounds from 4 very 
different instruments—piano, marimba, accordion 
and guitar—with an accuracy rate as high as 97%. 
Slightly better results were obtained, however, using 
a simpler K-NN algorithm. 
A three-way evaluative investigation involving a 
multilayer network, a time-delayed network, and a 
hybrid self-organizing network/radial basis function 
(see note 5) can be found in (Cemgil & Gürgen, 
1997). Although very high success rates were found 
(e.g., 97% for the multilayer network, 100% for the 
time-delay network, and 94% for the self-organizing 
network) it should be noted that the experiments used 
only 40 sounds from 10 different classes with the 
pitch range limited to one octave.   
Implementations of self-organizing maps (Kohonen, 
1995) can be found in (Feiten & Günzel, 1994;   Cosi, 
De Poli & Lauzzana, 1994; Cosi et al., 1994; 
Toiviainen et al., 1998). All these studies used some 
kind of human auditory pre-processing simulation to 
derive the features that were fed to the network. Each 
then built a map and evaluated its quality by 
comparing the network clustering results to those 
human-based sound similarity judgments (Grey, 
1977; Wessel, 1979). From their maps and their 
comparisons they advance timbral spaces to be 
explored, or confirm/reject theoretical models that 
explain the data. We must note, however, that the 
classification we get from self-organizing maps has 
not traditionally been directly usable for instrument 
recognition, as the maps are not provided with any a 
priori label to be learned (i.e., no instrument names). 
Nevertheless, there are several promising 
mechanisms being explored for associating the output 
clusters to specific labels (e.g., the radial basis 
function used by Cemgil, (see above). The ARTMAP 
architecture (Carpenter, Grossberg & Reynolds, 
1991) is another means to implement this strategy. 
ARTMAP has a very complex topology including a 
couple of associative memory subsystems and also 
an “attentional” subsystem. Fragoulis et al. (1999) 
successfully used an ARTMAP for the 
classification of 5 instruments with the help of only 
ten features: slopes of the first five partials, time 
delays of the first 4 partials relative to the 
fundamental, and high frequency energy. The small 
2% error rate reported was attributed to neglecting 
different playing dynamics in the training phase.  
Kostek’s (1999) is the most exhaustive study on 
instrument classification using neural networks. 



Kostkek’s team has carried out several studies 
(Kostek & Krolikowski, 1997; Kostek & Czyzewski, 
2000;  Kostek & Czyzewski, 2001) on network 
architecture, training procedures, and number and 
type of features, although the number of classes to be 
classified has been always too small. They have used 
a feedforward NN with one hidden layer.  Initially 
their classes were instruments with somewhat similar 
sounds: trombone, bass trombone, English horn and 
contrabassoon. In last papers more categories (double 
bass, cello, viola, violin, trumpet, flute, clarinet…) 
have been added to the tests. Accuracy rates higher 
than 90% were achieved for different sets of four 
classes, although the results varied depending on the 
types of training and descriptors used. 
Some ANN architectures are capable of 
approximating any function.  This attribute makes 
neural networks a good choice when the function 
to be learned is not known in advance, or it is 
suspected to be nonlinear. ANN’s do have some 
important drawbacks, however, that must be 
considered before they are implemented: the 
computation time for the learning phase is very 
long, adjustment of parameters can be tedious and 
prohibitively time consuming, and data over-fitting 
can degrade their generalization capabilities. It is 
still an open question whether ANN’s can 
outperform simpler classification approaches. They 
do, however, exhibit one strong attribute that 
recommends their use: once the learning phase is 
completed, the classification decision is very fast 
when compared to other popular methods such as 
k-NN.  
 

Support Vector Machines 

SVMs are based on statistical learning theory 
(Vapnik, 1998). The basic training principle 
underlying SVMs is finding the optimal linear 
hyperplane such that the expected classification 
error for unseen test samples is minimized (i.e., 
they look for good generalization performance). 
According to the structural risk minimization 
inductive principle, a function that classifies the 
training data accurately, and which belongs to a set 
of functions with the lowest complexity, will 
generalize best regardless of the dimensionality of 
the input space. Based on this principle, a SVM 
uses a systematic approach to find a linear function 
with the lowest complexity. For linearly non-
separable data, SVMs can (nonlinearly) map the 
input to a high dimensional feature space where a 
linear hyperplane can be found. This mapping is 
done by means of a so-called kernel function 
(denoted by φ in Figure 4).    
Although there is no guarantee that a linear 
solution will always exist in the high dimensional 
space, in practice it is quite feasible to construct a 

working solution. In other words, it can be said that 
training a SVM is equivalent to solving a quadratic 
programming with linear constraints and as many 
variables as data points. Anyway, SVM present 
also some drawbacks: first, there is a risk of 
selecting a non-optimal kernel function; second, 
when there are more than two categories to 
classify, the usual way to proceed is to perform a 

concatenation of two-class learning procedures; 
and third, the procedure is computationally 
intensive.   

Figure 4. In SVM’s the Kernel function f maps the input
space (where discrimination of the two classes of
instances is not easy to be defined) into a so-called feature
space, where a linear boundary can be set between the two
classes 

Marques (1999) used an SVM for the classification 
of 8 solo instruments playing musical scores from 
well-known composers. The best accuracy rate was 
70% using 16 MFCCs and 0.2 second sound 
segments. When she attempted classification on 
longer segments an improvement was observed 
(83%). There were, however, two instruments 
found to be very difficult to classify: trombone and 
harpsichord. Another noteworthy feature of this 
study was the use of truly independent sets for the 
learning and for the testing consisting mainly of 
“solo” phrases from commercial recordings.  
Agostini et al. have reported quite surprising results 
(Agostini et al., 2001). In their study an SVM 
performed marginally better than (Linear) 
Canonical Discriminant functions and also better 
than k-NN’s, but not nearly as good as a set of 
Quadratic Discriminant Functions (see section 
4.2.3). 
Some promising applications of SVM that are 
related to music classification but are not specific 
to music instrument labelling can be found in Li & 
Guo (2000), Whitman, Flake and Lawrence (2001), 
Moreno and Rifkin (2000), or Guo, Zhang, and Li 
(2001). 

Rough Sets 

Rough sets are a novel technique for evaluating the 
relevance of the features used for description and 
classification. These are similar to, but should not 



be confused with, fuzzy sets.  In rough set theory, 
any set of similar or indiscernible objects is called 
an elementary set and forms a basic granule of 
knowledge about the universe; on the other hand, 
the set of discernible objects are considered rough 
(i.e., imprecise or vague). Vague concepts cannot 
be characterized in terms of information about their 
elements; however, they may be replaced by two 
precise concepts, respectively called the lower 
approximation and the upper approximation of the 
vague concept (see figure 5 for a graphical 
illustration of these ideas). The lower 
approximation consists of all objects that surely 
belong to the concept whereas the upper 
approximation contains all objects that could 
possibly belong to the concept. The difference 
between both approximations is called the 
boundary region of the concept.  

 
Figure 5. An illustration of rough sets concepts. 

The assignment of an object to a set is made 
through a membership function that has a 
probabilistic flavour. Once data are conveniently 
organized into information tables, this technique is 
used to assess the degree of vagueness of the 
concepts and the interdependency of attributes; it 
therefore is useful for reducing complexity in the 
table without reducing the information it provides. 
Information tables regarding cases and features can 
be interpreted as conditional decision rules of the 
form IF {feature x} is observed, THEN 
{is_a_Y_object}, and consequently they can be 
used as classifiers. When applied to instrument 
classification, (Kostek, 1998) reports accuracy 
rates higher than 80% for classification of the same 
4 instruments mentioned in the ANN’s section. 
While both useful and powerful, the use of rough 
sets does entail some significant costs. The need 
for feature value quantization is the principal and 
non-trivial cost associated with rough sets. 
Furthermore, the choice of quantization method 
can affect output results. In the context of 
instrument classification, different quantization 
methods have been discussed in (Kostek & 
Wieczorkowska, 1997), (Kostek, 1998), and 
(Wieczorkowska, 1999b). When compared to 
neural networks or fuzzy sets rules, rough sets are 

computationally less expensive while at the same 
time yielding results similar to those obtained with 
the other two techniques. 

Hidden Markov Models 

Hidden Markov Models (HMMs), as the name 
implies, contain two components: a set of hidden 
variables that can not be observed directly from the 
data, and a Markov property that is usually related 
to some dynamical behaviour of the hidden 
variables.  
A HMM is a generative model that assumes that a 
sequence of measurements or observations is 
produced through another sequence of hidden 
states , so that the model generates, in 
each state, a random measurement drawn from a 
different (finite or continuous) distribution. Thus, 
given a sequence of measurements and assuming a 
certain sequence of hidden states, the HMM model 
specifies a joint probability distribution. 
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The HMM paradigm is used to solve three main 
tasks: classification, segmentation and learning. 
Learning is the first problem that needs to be 
solved in order to use a HMM model, unless the 
parameters of the model are externally specified. It 
means estimating the parameters of the models, 
usually iteratively done by the EM algorithm 
(Dempster, Laird & Rubin, 1977). The tasks of 
segmentation and classification are accomplished 
via forward-backward recursions, which propagate 
information across the Markov state transition 
graph. The segmentation problem means finding 
the most likely sequence of the hidden states given 
an observation . Given several candidate 
HMM models that represent different acoustic 
sources (musical instruments in our case), the 
classification problem computes the probability 
that the observations came from these models. The 
model that gives the highest probability is chosen 
as the likely source of the observation.  
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HMMs have been used to address musical 
segmentation problems by several researchers 
(Raphael, 1999; Aucouturier & Sandler, 2001). 
These works dealt with segmentation of a sound 
into large-scale entities such as complete notes or 
sections of musical recordings, with the purpose of 
performing tasks such as score following or 
identification of  texture changes in a musical 
piece.  
Works that address the classification problem 
usually take a simpler view that discards the 
Markovian dynamics. Based on a work by 
Reynolds on speaker identification (Reynolds & 



Rose, 1995), several researchers considered a 
Gaussian Mixture Model (GMM) for computer 
identification of musical instruments (Brown, 
1999; Marques, 1999). GMMs consider a 
continuous probability density of the observation, 
and model it as a weighted sum of several Gaussian 
densities. The hidden parameters in GMM are the 
mean vector, covariance matrix and mixture weight 
of the component densities. Parameter estimation is 
performed using an EM procedure or k-means. 
Using a GMM in an eight-instrument classification 
task, Marques reported an overall error rate of 5% 
for 32 Gaussians with MCCs as features. Brown 
performed a two-instrument classification 
experiment where she compared machine 
classification results with human perception for a 
set oboe and saxophone sounds. She reported a 
lower error rate for the computer than humans for 
oboe samples and roughly the same for the sax 
samples. Eronen and Klapuri (2000) also compare 
a GMM classifier to other classifiers for various 
features. 
In the HMM model for sound clips presented by 
Zhang and Kuo (1998a; 1999b) they use a 
continuous observation density probability 
distribution function (pdf) with various 
architectures of the Markov transition graphs. They 
also incorporate an explicit State Duration model 
(semi-markov model, (Rabiner, 1989) for 
modelling the possibility that d consecutive 
observations belong to the same state. Denote a 
complete parameter set of HMM as 

, with A for the transition 
probability, B for the GMM parameters, D for 
duration pdf parameters and π for initial state 
distribution. In this model, two types of 
information are represented in the HMM: timbre 
and rhythm. Each kind of timbre is modelled by a 
state, and rhythm information is denoted by 
transition and duration parameters. The authors 
arrive at a three step learning procedure that first 
uses GMM for estimating B, then A is calculated 
from statistics of the state transitions and 
eventually D is estimated state by state, assuming a 
Gaussian density for the durations.  This simplified 
procedure is not a strict HMM learning process and 
it is used to simplify the computational load of the 
learning stage. They report over 80% accurate 
classification rate for 50 sound clips, with 
misclassifications reportedly happening with 
classes of perceptually similar sounds, such as 
applause, rain, river and windstorm. The timbre of 
sound is described primarily by the frequency 
energy distribution that is extracted from short time 
spectrum. In their experiments, Zhang and Kuo 
employ a rather naive feature set for description of 
the timbre, that consist of log amplitude from a 
128-point FFT vector (thus obtaining a 65 
dimensional feature vector), calculated at 

approximately 9 msec intervals. Depending on the 
type of sound that is analyzed, a partial or complete 
HMM models is employed. The simplest ones are 
single state sounds, and sounds that omit duration 
and transition information. These are used when 
every timbral state in the model can occur 
anywhere in time and for any duration. Second 
model includes transition probabilities, but without 
durations. The third (complete case) includes 
sounds such as footsteps and clock ticks, which 
carry both transition and duration information. An 
improvement to the timbral description was 
recently suggested by Casey and Westner (2001). 
Instead of using magnitude FFT, they suggest 
reduced rank spectra as a feature set for HMM 
classifier. After FFT analysis, singular value 
decomposition (SVD) is used to estimate a new 
basis for the data and, by discarding basis vectors 
with low eigenvalues, a data-reduction step is 
performed. Then the results are passed to 
independent component analysis (ICA

),,,( πλ DBA=

x), which 
imposes additional constraints on the output 
features. The resulting representation consists of a 
projection of a data into a lower-dimensional space 
with marginal distributions being approximately 
independent. They report a success rate of 92.65% 
for reduced-rank versus 60.61% for the full-rank 
spectra HMM classifier.  
Another variant of Markov modelling, but this time 
using explicit (not hidden) observations with 
arbitrary length Markov modelling was used by 
Dubnov and Rodet (1998). In this work a universal 
classifier is constructed using a discrete set of 
features. The features were obtained by clustering 
(vector quantization of) cepstral and cepstral 
derivative coefficients. The motivation for this 
model is a universal sequence classification method 
of Ziv-Merhav (Ziv & Merhav, 1993) that 
performs matching of arbitrary sequences with no 
prior knowledge of the source statistics and having 
an asymptotic performance as good as any Markov 
or finite-state model. Two types of information are 
modelled in their work: timbre information and 
local sound dynamics, which are represented by 
cepstral and cepstral derivative features 
(observables). The long-term temporal behaviour is 
captured by modelling innovation statistics of the 
sequence, i.e. a probability to see a new symbol 
given the history of that sequence (for all possible 
length prefixes). By clever sampling of the 
sequence history, only most significant prefixes are 
used for prediction and clustering. The clustering 
method was tested on a set of 20 examples from 4 
musical instruments, giving a 100% correct 
clustering.  

Conclusions 
We have examined the techniques that have been 
used for classification of isolated sounds and the 



features that have been found as more relevant for 
the task. We have also reviewed the perceptual 
features that account for clustering of sounds based 
on timbral similarity. Regarding the perceptual 
approach, we have presented empirical data for 
defining timbral spaces that are spanned by a small 
number of perceptual dimensions. Theses timbral 
spaces may help users of a music content-
processing system to navigate through collections 
of sounds, to suggest perceptually based labels, and 
to perform groupings of sounds that capture 
similarity concepts. Regarding the taxonomic 
classification, we have discussed a variety of 
techniques and features that have provided 
different degrees of success when classifying 
isolated instrumental sounds. All of them show 
advantages and disadvantages that should be 
balanced according to the specifics of the 
classification task (database size, real-time 
constraints, learning phase complexity, etc.).  
An approach yet to be tested is the combination of 
perceptual and taxonomic data in order to propose 
mixtures of perceptual and taxonomic labels (i.e. 
bright snare-like tom or nasal violin-like flute). It 
remains unclear, however, whether taxonomic 
classification techniques and features can be 
applied directly and successfully to the task of 
complex mixtures’ segmenting-by-instrument. 
Additionally, because many of these techniques 
assume a priori isolation of input sounds, they 
would not accomplish the requirements outlined by 
Martin (1999) for real-world sound-source 
recognition systems. Anyway, we have been lately 
focusing in a special type of sound mixtures, so-
called “drum loops”, where some dual and ternary 
combinations of sounds can be found, and we have 
obtained very good classification results adopting 
the isolated sounds approach (Herrera, Yeterian, 
Gouyon, 2002). We have elsewhere (Herrera, 
Amatriain, Batlle & Serra, 2000) suggested some 
strategies for overcoming this limitation and for 
guiding some forthcoming research.  
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NOTES 

                                                           
i Segmentation can be defined as the process of breaking 

up an audio stream into temporal segments by means 
of applying a boundary detection criterion as, for 
example, texture, note, instrument, rhythm pattern, 
overall structure, etc. The same audio stream can be 
segmented in different ways by recurrently applying 
different criteria.  

ii Once an audio stream has been segmented, labels have 
to be attached to the segments. Two different families 
of algorithms can be used for learning labels: in the 
case we know in advance the labels to be used, 
pattern recognition, discrimination, or supervised 
learning techniques are the logical choice; when we 
do not know beforehand the labels and they will have 
to be inferred from the data, then the right choice is 
some unsupervised learning or clustering technique. 
See {Michie, Spiegelhalter, et al. 1994 109 /id} for 
more details.  

iii Multidimensional Scaling is a technique for 
discovering the number of underlying 
dimensions appropriate for a set of 
multidimensional data and for locating the 
observations in a low-dimensional space (Wish 
& Carroll, 1982). 

iv http://www.musclefish.com 
v http://www.ircam.fr/produits/technologies/sol/index-

e.html 
vi http://www.soundfisher.com 
vii In this paper we will only consider the quantitative 

approach. 
viii A Kohonen or Self Organized Feature Map is a type 

of neural network that uses a single layer of 
interconnected units in order to learn a compact 
representation (i.e. with reduced features) of similar 
instances. It is very useful to cluster objects or 
instances that share some type of similarity because it 
preserves the inner space topology. 

ix A canonical Discriminant function uses standardized 
values and Mahalannobis distances instead of raw 
values and Euclidean distances. 

x Independent component analysis (ICA) tries to improve 
upon the more traditional Principal Component 
Analysis (PCA) method of feature extraction by 
performing an additional linear transformation 
(rotating and scaling) of the PCA features so as to 
obtain maximal statistical independence between the 
feature vectors. One must note that PCA arrives at 
uncorrelated features, which are independent only 
when the signal statistics are Gaussian. It is claimed 
by several researchers that both in vision and sound 
the more "natural" features are the ICA vectors. The 
motivation for this claim is that ICA features are 
better localized in time (or space, in the case of 
vision) [Bell and Sejnowsky 1996, 1997], and arrive 
at a more sparse representation of sound, that is, 
requiring less features, at every given instant of time 
(or space) in order to describe the signal. (One should 

                                                                                    
note, though, that the total number of features needed 
to describe the whole signal is not changed). A 
serious study of the utility of ICA for sound 
recognition still needs to be carried out, especially in 
view of the computational overhead that needs to be 
"paid" for ICA processing, vs. the improvement in 
recognition rates. 

http://www.musclefish.com/
http://www.ircam.fr/produits/technologies/sol/index-e.html
http://www.ircam.fr/produits/technologies/sol/index-e.html
http://www.soundfisher.com/
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Abstract 
 

Timbre modeling consists in designing synthesis methods to generate sounds under perceptual 
constraints. The process of Analysis-Synthesis consists in reconstructing a given natural sound 
using algorithmic techniques. This paper deals with the problem of designing methods to extract 
the parameters corresponding to timbre models so that the generated sound is similar to a given 
natural sound. We start by presenting an overview of sound and timbre models, including signal, 
physical and hybrid models. We then discuss the analysis problem and focus on time-frequency 
methods, which are well adapted to the analysis of musical sounds. We further deal with the 
analysis-synthesis problem for each class of sound modeling, including additive synthesis, non-
linear synthesis and digital waveguide synthesis. As a conclusion, analysis-synthesis approaches 
based on hybrid models are described. 

 
 

1  Scope of the article 
 

Analysis-synthesis is a set of procedures to reconstruct a given natural sound. Different methods can be used, 
and the success of each method depends on their adaptive possibilities and the sound effect to be produced. The 
«direct» analysis-synthesis process consists in reconstructing a sound signal by inversion of an analysis 
procedure. This is a useful process that uses an invertible analysis method to get a representation of a sound and 
permits various sound transformations by acting on the parameters between the analysis and the synthesis 
process. Nevertheless, the result of such processes is not always intuitive since the modification of the analysis 
parameters is generally not a valid operation from a mathematical point of view. In this article we specially pay 
attention to the analysis-synthesis process associated to sound and timbre modeling. Here, the representations 
obtained from the analysis provide parameters corresponding to given synthesis models. This brings us to the 
concept of algorithmic sampler which consists in simulating natural sounds through a synthesis process which is 
well adapted to algorithmic and real time manipulations. The resynthesis and the transformation of natural 
sounds are then part of the same concept, allowing the morphing of natural sounds in a way which is similar to 
the modification of sounds using an algorithmic synthetizer. 
 The paper is organised as follows. We first present the most commonly used synthesis methods as 
timbre generators. Then analysis methods such as time-frequency and wavelet transforms are described, as well 
as algorithms for separating and characterizing spectral components. We conclude by showing how the analysis 
of real sounds can be used to estimate the synthesis parameters corresponding to different classes of sound 
models. Most of these techniques have been developed in our group «Modeling, Synthesis and Control of Audio 
and Musical Signals» (acronym S2M) in Marseille, France. This paper is an updated concentrate of the 
previously published paper [1]. 
 

2  Sound and timbre Synthesis 
 
Digital synthesis uses methods of signal generation that can be divided into two classes: 
- signal models aimed at reconstructing a perceived effect without being concerned with the specific source that 
made the sound. 
- physical models aimed at simulating the behavior of existing or virtual sound sources.  
 
2.1 Signal Model Synthesis 

 
Signal models use a purely mathematical description of sounds. They are numerically easy to implement, and 
they guarantee a close relation between the synthesis parameters and the resulting sound. These methods are 



similar to shaping and building structures from materials, and the three principal groups can be classified as 
follows 
- additive synthesis 
- subtractive synthesis 
- non-linear or global synthesis 

 
2.1.1 Additive Synthesis 

 
A complex sound can be constructed as a superposition of elementary sounds, generally sinusoidal signals 
modulated in amplitude and frequency. For periodic or quasi periodic sounds, these components have average 
frequencies that are multiples of one fundamental frequency and are called harmonics. The periodic structure 
leads to electronic organ sounds if one does not consider the micro variations that can be found through the 
amplitude and frequency modulation laws of the components of any real sound. These dynamic laws must 
therefore be very precise when one reproduces a real sound. The advantages of these synthesis methods are 
essentially the possibilities of intimate and dynamic modifications of the sound. Granular synthesis can be 
considered as a special kind of additive synthesis, since it also consists in summing up elementary signals 
(grains) localized in both the time and the frequency domains [2]. 

 
2.1.2 Subtractive Synthesis 

 
Like sculptor removes unwanted parts from his stone, a sound can be constructed by removing undesired 
components from an initial, complex sound such as a noise. This synthesis technique is closely linked to the 
theory of digital filtering [4] and can be related to some physical sound generation systems like for instance the 
speech signal [5], [6]. The advantage of this approach (if we omit the physical aspects which will be discussed 
when describing synthesis models by physical modeling) is the possibility of uncoupling the excitation source 
and the resonance system. The sound transformations related to these methods often use this property in order to 
make hybrid sounds or crossed synthesis of two different sounds by combining the excitation source of a sound 
and the resonant system of another [7][8].   
 
2.1.3 Non-linear or Global Synthesis 

 
Like modeling different objects from a block of clay, a simple and "inert" signal can be dynamically modeled 
using global synthesis models. This method is non-linear since the operations on the signals are not simple 
additions and amplifications. The most well-known example of global synthesis is audio Frequency Modulation 
(FM) updated by John Chowning [9]. The advantage of this method is that it calls for very few parameters, and 
that a small number of operations can generate complex spectra. This simplifies the numerical implementation 
and the control. However, it is difficult to control the shaping of a sound by this method, since the timbre is 
related to the synthesis parameters in a non-linear way and the continuous modification of these parameters may 
give discontinuities in the sound. Other related methods have proved to be efficient for signal synthesis, such as 
the waveshaping technique [10]. 

 
2.2 Physical Model Synthesis 

 
Unlike signal models using a purely mathematical description of sounds, physical models describe the sound 
generation system through physical considerations. Such models can be constructed either from the equations 
describing the behavior of the waves propagating in the structure and their radiation in air, or from the behavior 
of the solution of the same equations. The first approach is costly in terms of calculations and is generally used 
only in connection with research work [11]. Synthesis by simulation of the solution of the propagation equation 
has led to the digital waveguide synthesis models [12], which have the advantage of being easy to construct with 
a behavior close to that of a real instrument. Thus such synthesis methods are well adapted to the modeling of 
acoustical instruments. Synthesis models related to a particular digital filter are known as digital waveguide 
models. They can be used to simulate many different systems, such as for instance the tube representing the 
resonant system in wind instruments [13].  

 
2.3 Synthesis by Hybrid Models 

 
It is possible to combine physical and signal models into a so-called hybrid model [14], [15]. Such a model takes 
advantage of the positive aspects of both of the previous methods. As already mentioned the physical part of the 
model makes it possible to take into account physical characteristics of the sound producing system so that a 
physical interpretation can be linked to the model’s parameters. The signal model part makes it possible to 



simulate systems that normally would be too time demanding or complicated to be simulated by physical 
models. For a great number of musical instruments this implies that a signal model should model the excitation 
part while a physical model generally can model the resonator part. This means that although the physics of 
musical instruments often is too complicated for a purely physical model to be applied, physically meaningful 
parameters can be included in the model, since parts of it are constructed by physical modeling. This facilitates 
for instance the control of the model with an interface and makes it possible to make sounds from virtual 
instruments with physical exaggerated characteristics like for instance gigantic strings on a violin.  
The coupling between the physical and signal models is of importance for the complexity of the hybrid model. 
In most cases the two models will interact reciprocally like in the flute case where a non-linear signal model can 
model the excitation, while a digital waveguide model can model the resonator. The interaction between these 
two models will in this case lead to a non-linear waveguide synthesis technique [16].  

 

3  Sound Analysis 
 
The analysis of natural sounds calls for several methods giving a description or a representation of pertinent 
physical and perceptual characteristics of the sound [17]. Even though the spectral content of a sound is often of 
great importance, the time course of its energy is at least as important. This can be shown by artificially 
modifying the attack of a percussive sound in order to make it "woolly", or by playing the sound backwards. In 
these cases the sound will be radically changed while the power spectral density remains the same. The time and 
frequency evolution of each partial component is also essential for the perceived characteristics of the sound. 
Effects like vibrato and tremolo can be analyzed from these evolutions (the time and frequency evolution). Such 
information also gives access to another perceptually important aspect of the sound, namely the different decay 
times of the partials of transient sounds such as sounds from plucked vibrating strings.  To solve this general 
analysis problem of signals, a collection of methods called joint representations has been designed. 
The analysis methods of signals can be divided into two principal classes: parametric methods and non-
parametric methods. The parametric methods require a priori knowledge of the signal, and consist in adjusting 
the parameters of a model. The non-parametric models do not need any knowledge of the signal to be analysed, 
but they often require a large number of coefficients. We shall in this article focus on this last analysis class, 
since it generally corresponds to representations with physically and/or perceptually meaningful parameters. 
 
3.1  Spectral Analysis 
 
The best known representation is the spectral representation obtained through the Fourier transform. The signal 
is in this case associated with a representation giving the energy distribution as a function of frequency. As 
mentioned earlier, this representation is not sufficient for characterizing the timbre and the dynamic aspects of a 
sound. Actually, even though all the information concerning the sound is contained in its Fourier transform, it is 
not obvious to give a sense to the phase of the transform. That is why only the modulus of the spectrum is 
generally considered, leading to an average energy information. The time is dramatically missing. 
 
3.2 Time-frequency and time-scale techniques 
 
In what follows we describe the joint time-frequency representations considering both dynamic and frequency 
aspects. The time-frequency transformations distribute the total energy of the signal in a plane similar to a 
musical score in which one of the axes corresponds to the time and the other to the frequency. Such 
representations are to the sound what the musical scores are to the melodies. They can be obtained in two 
different ways depending on whether the analysis acts on the energy of the signal or on the signal itself. In the 
first case the methods are said to be non-linear (or bilinear), giving for instance representations from the so-
called “Cohen’s class”. The best known example of transformations within this class is the Wigner-Ville 
distribution [18]. In the second case the representations are said to be linear, leading to the Fourier transform 
with sliding window, the Gabor transform, or the wavelet transform. The linear methods have, at least as far as 
sound signals are concerned, a great advantage compared to the non-linear methods since they always make the 
resynthesis of signals possible and ensure that no spurious terms cause confusion during the interpretation of the 
analysis. We will therefore focus on the linear time-frequency methods.  
By decomposing the signal into a continuous sum of elementary functions having the same properties of 
localization both in time and in frequency, linear representations are obtained. These elementary functions 
correspond to the impulse response of bandpass filters. The central frequency of the analysis band is related to a 
frequency parameter for time-frequency transforms and to a scaling parameter for wavelet transforms. The 
choice of the elementary functions gives the shape of the filter. 
 
3.2.1  Gabor transform 



 
The elementary functions of the Gabor transform, also called time-frequency atoms, are all generated from a 
mother function (window) translated in time and in frequency. The mother function is chosen to be well-
localized in time and frequency and to have finite energy (for instance a Gaussian function) (figure 1).  

   

   
 

Figure 1: Two Gabor functions in the time domain (left), and their Fourier transform (right). 

 
Each value of the transform in the time-frequency plane is obtained by comparing the signal to a time-frequency 
atom. This comparison is mathematically expressed by a scalar product. Each horizontal line of the Gabor 
transform then corresponds to a filtering of the signal by a band-pass filter centered at a given frequency with a 
shape that is constant as a function of frequency. The vertical lines correspond to the Fourier transform of a part 
of the signal, isolated by a window centered on a given time. The transform obtained this way is generally 
complex-valued, since the atoms themselves are complex-valued, giving two complementary images [19]. The 
first one is the modulus of the transform and corresponds to a classical spectrogram, the square of the modulus 
being interpreted as the energy distribution in the time-frequency plane. The second image corresponds to the 
phase of the transform and is generally less used, even though it contains a lot of information. This information 
mainly concerns the "oscillating part" of the signal (figures 2 and 3). Actually, the time derivative of the phase 
has the dimension of a frequency and leads to the frequency modulation law of the spectral components of the 
signal [20].  
 

 
Figure 2 

 

 
 

Figure 3: Gabor transform of the sum of six harmonic components analyzed with two different windows. The 
horizontal axis is time. The vertical axis is frequency. The upper picture is the modulus, the lower is the phase, 
represented modulo-2p.In the first picture (figure 2), the window is well localized in frequency, allowing the 



resolution of each component. In the second picture (figure 3), the window is well localized with respect to time, 
leading to a bad separation of the components in the frequency domain, but showing impulses in time. In both 
pictures, the phase behaves similarly, showing the periodicity of each component.  

 
3.1.2  Wavelet transform 
 
The wavelet transform follows a principle close to that of the Gabor transform. Again the horizontal lines of the 
wavelet transform correspond to a filtering of the signal, but in this case the shape of the filter is independent of 
the scale while the bandwidth is inversely proportional to the scale. The analysis functions are all obtained from 
a mother wavelet by translation and change of scale (dilation) (figure 4).  
 

 

 
 

Figure 4: Two wavelets in the time domain (left), and their Fourier transform (right). In the wavelet 
representation, all the filters are obtained through dilation of a mother function in time, yielding a constant 
relative (�w/w) bandwidth analysis. 

 
The mother wavelet is a function with finite energy and zero mean value. These "weak" conditions offer great 
freedom in the choice of the mother wavelet. One can for example imagine a decomposition of a speech signal 
in order to detect the word "bonjour" pronounced at different pitches and with different duration. By using a 
mother wavelet made of two wavelets separated for example by an octave, one can detect octave chords in a 
musical play [3]. This corresponds to a matched filtering at different scales. One important aspect of the wavelet 
transform is the localization. By acting on the dilation parameter, the analyzing function is automatically 
adapted to the size of the observed phenomena (figure 5). A high frequency phenomenon should be analyzed 
with a function that is well-localized in time, whereas a low-frequency phenomenon requires a function well-
localized in frequency. This leads to an appropriate tool for the characterization of transient signals [20]. The 
particular geometry of the time-scale representation, where the dilation is represented according to a logarithmic 
scale (in fraction of octaves) enables the transform to be interpreted like a musical score associated to the 
analysed sound.  
 

 
 

Figure 5: Wavelet transform of the same sum of six harmonic components. In contrast to pictures 2 and 3 
obtained through the Gabor transform, the wavelet transform privileges the frequency accuracy at low 
frequencies (large scales) and the time accuracy at high frequencies (small scales).  

 



4  Parameter extraction 
 
The parameter extraction method makes use of the qualitative information given by the time-frequency and the 
time-scale transform in order to extract quantitative information from the signal. Even though the 
representations are not parametric, the character of the extracted information is generally determined by the 
supposed characteristics of the signal and by future applications. A useful representation for isolated musical 
instrument sounds is the additive model. It describes the sound as a sum of elementary components modulated 
in amplitude and in frequency, which is relevant from a physical and a perceptive point of view (figure 6).  
 

 
 

Figure 6: Gabor representation of the first 75ms of a trumpet sound. Many harmonics with different time 
dependencies are visible on the modulus picture. The phase picture shows different regions, around each 
harmonic, where the phase wraps regularly at the time period of each harmonic. 

 
Thus, to estimate parameters for an additive resynthesis of the sound, amplitude and frequency modulation laws 
associated to each partial should be extracted from the transform. Of course, this process must be efficient even 
for extracting components that are very close to each other and have rapidly changing amplitude modulation 
laws. Unfortunately all the constraints for constructing the representation make this final operation complicated. 
The justification is of the same nature as the one given in the introduction in connection with the sound 
transformation by modifying the representations. Absolute accuracy both in time and in frequency is impossible 
because of a mathematical relation between the transform in a point of a time-frequency plane and the close 
vicinity of this point. Human hearing follows a rather similar "uncertainty" principle: to identify the pitch of a 
pure sound, it must last for a certain time. The consequences of these limitations on the additive model 
parameter estimation are easy to understand. A high-frequency resolution necessitates analysis functions that are 
well-localized in the frequency domain and therefore badly localized in the time domain. The extraction of the 
amplitude modulation law of a component from the modulus of the transform on a trajectory in the time-
frequency plane smoothes the actual modulation law. This smoothing effect acts in a time interval with the same 
length as the analysis function. Conversely, the choice of well-localized analysis functions in the time domain 
generally yields oscillations in the estimated amplitude modulation laws, because of the presence of several 
components in the same analysis band. It is possible however to avoid this problem by astutely using the phase 
of the transform to precisely estimate the frequency of each component and by taking advantage of the linearity 
in order to separate them, without a hypothesis on the frequency selectivity of the analysis. The procedure uses 
linear combinations of analysis functions for different frequencies to construct a bank of filters with a quasi-
perfect reconstruction. Each filter specifically estimates a component while conserving a good localization in the 
time domain. Different kinds of filters can be designed, which permit an exact estimation of amplitude 
modulation laws locally polynomial on the time support of the filters [20]. The strict limitations of the wavelet 
transform or of the Gabor transform can be avoided by optimizing the selectivity of the filter  as a function of 
the vicinity of the frequency components. 
Another important aspect of the musical sound is the frequency modulation of the components, in particular 
during the attack of the sound. Here the judicious use of the time derivative of the transform phase offers the 
possibility of developing iterative algorithms tracking the modulation laws, thus precluding the computation of 
the whole transform. These algorithms use frequency-modulated analysis functions, the modulations of which 
are automatically matched to the ones of the signal [20]. 

 

5  Fitting synthesis parameters 
 

The extraction techniques using the time-frequency transforms directly provide a group of parameters, which 
permit the resynthesis of a sound with the additive model. In addition, they can be used for identification of 



other synthesis models. The direct parameter identification techniques for the non-linear models are difficult. 
Generally they do not give an exact reproduction of a given sound. The estimation criteria can be statistical 
(minimization of non-linear functions) [21] or psychoacoustic [22],[15]. The direct estimation of physical or 
subtractive model parameters requires techniques like linear prediction, used for instance in speech synthesis 
[23]. Another solution consists in using parameters from the additive synthesis model to estimate another set of 
parameters corresponding to another synthesis model. In what follows we shall see how this operation can be 
done for the most common models.  

 
5.1 Parameter estimation for signal model synthesis 

 
The parameter estimation for the additive model is the simplest one, since the parameters are determined in the 
analysis. The modeling of the envelopes can greatly reduce the data when one uses only perceptual criteria. The 
first reduction consists in associating each amplitude and frequency modulation law to a piecewise linear 
function [24] (figure 7). This makes it possible to automatically generate, for example, a Music V or a Csound 
score associated to the sound.  
 

   
Figure 7: Original and modeled envelopes of a saxophone sound. The modeled curve is defined with 35 
breakpoints and linear interpolation between them, while the original is defined on 32000 samples. 

 
Another possible reduction consists in grouping the components from the additive synthesis (group additive 
synthesis) [25], [26]. This can be done by statistical methods, like principal component analysis, or by following 
an additive condition defined as the perceptual similarity between the amplitude modulations of the components 
[27]. This method offers a significant reduction in the number of synthesis parameters, since several components 
with a complex waveshape have the same amplitude modulation laws (figures 8 and 9).  
 

    
 

Figure 8: A whole set of envelopes of a violin sound, and the matrix showing the correlation between them. The 
dark regions around the diagonal correspond to curves that look similar and that correspond to components that 
are close in the frequency domain. 
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Figure 9: Two main envelopes of the group additive synthesis model, with the spectrum of their associated 
waveform. Psychoacoustic criteria can be used to generate a perceptively similar spectrum with non-linear 
techniques. 

 
5.2  Subtractive synthesis 
 
An evoluting spectral envelope can be built by creating intermediate components obtained from the modulation 
laws of the additive modeling. Their amplitude modulation laws are obtained by interpolation of the envelopes 
of two adjacent components in the frequency domain (figure 10). These envelopes can then be used in order to 
"sculpt" another sound (crossed synthesis). As we already mentioned, physical modeling is sometimes close to 
subtractive synthesis. This aspect will be developed later.  
 

 
 

Figure 10: Spectral envelope of a saxophone sound built from the additive synthesis parameters. This envelope 
can be used to "sculpt" the modulus of the Gabor transform of another sound in order to perform a crossed 
synthesis. 

 
5.3 Waveshaping and frequency modulation synthesis 
 
From the parameters corresponding to the group additive synthesis (complex waves and their associated 
amplitude laws), one can deduce non-linear synthesis parameters [27]. The technique consists in approaching 
each complex wave shape by an elementary non-linear module. In the case of waveshaping, the knowledge of 
the complex wave allows the calculation of an exact distortion function. In the case of FM, the spectral 
components should be grouped, not only according to a perceptive criterion, but also according to a condition of 
spectral proximity. This condition is meaningful because real similarities between envelopes of neighbouring 
components are often observed. To generate the waveform corresponding to a group of components by an 
elementary FM oscillator, the perceptive approach is best suited. In that case, one can consider the energy and 
the spectral extent of the waveforms, which are directly related to the modulation index. Other methods based 
on the minimization of non-linear functions by the simulated annealing or genetic algorithms have also been 
explored [21]. Attempts at direct estimation of the FM parameters by extraction of frequency modulation laws 
from the phase of the analytic signal related to the real sound have led to interesting results [28], [29].  
Recently, optimization techniques using perceptual criteria have been developed. Here, rather than attempting to 
reconstruct a signal similar to the original, one looks for a perceptually similar sound. Criterion such as the 
Tristimuli [30] can be used to define a perceptual distance. This distance is then minimized using classical 
methods [15] leading to the optimal value of the synthesis parameters. 

 
5.4  Parameter estimation for physical model synthesis 

 
The digital waveguide synthesis parameters are of a different kind. They characterize both the medium where 
the waves propagate and the way this medium is excited. From a physical point of view, it is difficult to separate 
these two aspects: the air jet of a wind instrument causes vortex sheddings interacting with the acoustic pressure 
in the tube [31]; the piano hammer modifies the characteristics of a string while it is in contact with it [32]. 
These source-resonator interactions are generally non-linear and often difficult to model physically. However, a 
simple, linear digital waveguide model often gives satisfactory sound results. In a general way, the study of 
linear wave propagation equations in a bounded medium shows that the response to a transient excitation can be 
written as a sum of exponentially damped sine functions. The inharmonicity is related to the dispersive 
characteristics of the propagation medium, the decay times are related to the dissipative characteristics of the 



medium, and the amplitudes are related to the spectrum of the excitation. In the same way, the impulse response 
of the simple digital waveguide model can be approximated by a sum of exponentially damped sinusoids whose 
frequencies, amplitudes, and damping rates are related in a simple way to the filter coefficients [14]. Thanks to 
the additive synthesis parameters one can, for the percussive sound class, determine the parameters of the 
waveguide model, and also recover the physical parameters characterizing the instrument [33] (figure 11). For 
sustained sounds, the estimation problem of the exciting source is crucial and necessitates the use of 
deconvolution techniques. This approach is entirely non parametric, but it is also possible to use parametric 
techniques. Indeed, the discrete time formulation of the synthesis algorithm corresponds to a modeling of the so-
called ARMA type (AutoRegressive Moving Average). 
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Figure 11: Parameter estimation for the digital waveguide model. Pictures on the left show the data from the 
estimation. Pictures on the right show the data from the movement equation of a stiff string. Respectively, from 
top to bottom: modulus (related to losses during the propagation); phase derivative (related to the dispersion law 
of the propagation medium) of the Fourier transform of the filter inside the loop; impulse response of the loop 
filter.  

 
 
5.5 Parameter estimation for hybrid model synthesis 
 
Hybrid models being a combination of signal and physical models, one can estimate their parameters using most 
of the previous techniques. Actually, starting with a transient response of the instrument (sound generated from 
a rapidly closed fingerhole for example) one can estimate the parameters of the resonator’s model. Then, using a 
deconvolution technique, one can extract the source signal from the natural sound. This source can then be 
modeled using signal models such as waveshaping. Two examples of such methods can be found in [14] for the 
flute case and [34] for the piano case. 
This approach recently improved by considering a more general model constituted by a loop system including 
both a linear filter and a non-linear element. This model is very general and can be considered as a “non-linear 
digital waveguide”. Thank to the previous method, one can estimate the parameters of such a model, even 
though it’s non-linear behavior makes the analysis-synthesis process very complicated [35]. 
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Abstract

This paper presents the timbre model, a signal model which has been built to better understand the
relationship between the perception of timbre and the musical sounds most commonly associated
with timbre, and the initial results from a research project involving the discrimination sensibility
of parameter changes of the timbre model. In addition, an extension to the timbre model
incorporating expressions is introduced. The presented work therefore has relation to a large field
of science, including auditory perception, signal processing, physical models and the acoustics of
musical instruments, music expression, and other computer music research. The timbre model is
based on a sinusoidal model, and it consists of a spectral envelope, frequencies, a temporal
envelope and different irregularity parameters. The paper is divided into the following parts: an
overview of the research done on the perception of timbre, an overview of the signal processing
aspects dealing with sinusoidal modeling, the timbre model, a preliminary study on the
discrimination of the timbre model parameters, and an introduction of some expressive extensions
to the timbre model.

1 Introduction

The sound of the musical instrument can be
qualified by the timbre (or the identity) of the
sound and the expressions caused by gestures.
Expressions associated with musical instruments
are well defined by common musical terms, such as
note, intensity, tempo or style. Timbre seems to be
a multi-dimensional quality. Generally, timbre is
separated from the expression attributes pitch,
intensity, and length of a sound. Furthermore,
research has shown that timbre consists of the
spectral envelope, an amplitude envelope function,
which can be attack, decay, etc., the irregularity of
the amplitude of the partials, and noise.
The additive parameters constitute a good
analysis/synthesis model of voiced sounds, but it
has a very large parameter set, which is not always
easily manipulated. This paper presents an approach
to modeling the additive parameters in an easily
controllable, intuitive model, whose parameters are
closely related to the timbre dimensions as
proposed in timbre research
The timbre model models each partial in a few
pertinent parameters: the spectral envelope, the
mean frequencies, the amplitude envelope, and the
noise, or irregularity parameters. Furthermore, the
rate and extend of the vibrato and tremolo are
modeled.
The timbre model has a fixed parameter size,
dependent only on the number of partials, and most
of the parameters of the model have an intuitive
perceptive quality, due to their relation with timbre
perception. Furthermore, by interpolating between

parameter sets obtained from different sounds,
morphing is easily implemented.
The timbre model can be used to resynthesize the
sound, with some or all of the parameters of the
model. In this way, the validity and importance of
each parameter of the model can be verified.
This paper starts with an overview of the perceptual
research, which forms the basis for the model, then
an overview of the additive analysis is given, and
the timbre model is detailed. Next a novel set of
expression additions to the timbre model is
presented, other applications to the model are
outlined and a conclusion is given.

2 Perceptual Research
The timbre model is derived from conclusions
extracted from the auditory perception research.
Several methodologies have been used in this
research, and even though the results are given in
many formats, the conclusions are generally the
same. The research suffers from a lack of
comparable sound material, and in particular, the
lack of noisy, non-harmonic or percussive sounds
in the experiments. In addition, different pitches are
generally not used.
This is an overview of the research on which the
timbre model is based. For a larger overview of
timbre research, see for instance [38], [66].
In a larger scope, [7] presents some aspects of
timbre used in composition. Timbre research is of
course related to auditory perception [103] and
psycho-acoustics [106] research. An initial study of
the Just Noticeable Difference (JND) of many of the
timbre attributes presented here can be found in
[48].



The mpeg community, which defined the popular
mp3 compression standard, are currently defining
mpeg 7 [63], which defines the content of sound
and music. The outcome of this standardization
process may be very useful in finding common
terms for objectively describing music and music
sounds. It differentiates between noise and
harmonic sounds, substituting spectrum measures
in the first case with harmonic measures in the
second case.

2.1 Timbre Definition
Timbre is defined in ASA [2] as that quality which
distinguishes two sounds with the same pitch,
loudness and duration. This definition defines what
timbre is not, not what timbre is.
Timbre is generally assumed to be
multidimensional, where some of the dimensions
has to do with the spectral envelope, the amplitude
envelope, etc. The difficulty of timbre identity
research is often increased by the fact that many
timbre parameters are more similar for different
instrument sounds with the same pitch, than for
sounds from the same instrument with different
pitch. For instance, many timbre parameters of a
high pitched piano sound are closer to the
parameters of a high-pitched flute sound than to a
low-pitched piano sound. Nevertheless, human
perception or cognition generally identifies the
instrument correctly. Unfortunately, not much
research has dealt with timbre perception for
different pitches. Greg Sandell has made a list [85]
of different peoples definition of the word timbre.

2.2 Verbal Attributes
Timbre is best defined in the human community
outside the scientific sphere by its verbal attributes
(historically, up to and including today, by the
name of the instrument that has produced the
sound). von Bismarck [99] had subjects rate
speech, musical sounds and artificial sounds on 30
verbal attributes. He then did a multidimensional
scaling on the result, and found 4 axes, the first
associated with the verbal attribute pair dull-sharp,
the second compact-scattered, the third full-empty
and the fourth colorful-colorless. The dull-sharp
axis was further found to be determined by the
frequency position of the overall energy
concentration of the spectrum. The compact-
scattered axis was determined by the tone/noise
character of the sound. The other two axes were not
attributed to any specific quality.

2.3 Dissimilarity Tests
The dissimilarity test is a common method of
finding proximity in the timbre of different musical
instruments. Asking subjects to judge the
dissimilarity of a number of sounds and analyzing
the results is the essence of the dissimilarity tests.
A multidimensional scaling is used on the

dissimilarity scores, and the resulting dimensions
are analyzed to find the relevant timbre quality.
Grey [33] found the most important timbre
dimension to be the spectral envelope.
Furthermore, the attack-decay behavior and
synchronicity were found important, as were the
spectral fluctuation in time and the presence or not
of high frequency energy preceding the attack.
Iverson & Krumhansl [44] tried to isolate the effect
of the attack from the steady state effect. The
surprising conclusion was that the attack contained
all the important features, such as the spectral
envelope, but also that the same characteristics were
present in the steady state. The resulting timbre
space was similar no matter if the full tones, the
attack only or the remainders only were examined.
Later studies Krimphoff et al. [54] refined the
analysis, and found the most important timbre
dimensions to be brightness, attack time, and the
spectral fine structure.
Grey & Gordon [35], Iverson & Krumhansl [44]
and Krimphoff et al. [54] compared the subject
ratings with calculated attributes from the
spectrum. Grey & Gordon [35] found that the
centroid of the bark [90] domain spectral envelope
correlated with the first axis of the analysis. Iverson
& Krumhansl [44] also found that the centroid of
the spectral envelope, here calculated in the linear
frequency domain (brightness), correlated with the
first dimension. Krimphoff et al. [54] also found
the brightness to correlate well with the most
important dimension of the timbre. In addition,
they found the log of the rise time (attack time) to
correlate with the second dimension of the timbre,
and the irregularity of the spectral envelope to
correlate with the third dimension of the timbre.
McAdams et al. [66] further refined this
hypothesis, substituting spectral irregularity with
spectral flux.
The dissimilarity tests performed so far do not
indicate any noise perception. Grey [33] introduced
the high frequency noise preceding the attack as an
important attribute, but it was later discarded in
Iverson & Krumhansl [44]. The lack of indications
of noise discrimination might be explained by the
fact that no noisy sounds were included in the test
sounds. McAdams et al. [66] promises a study
with a larger variety of test sounds, including noisy
sounds. It can also be explained by the fact that the
most common analysis methods doesn’t permit the
analysis of noise, which then cannot be correlated
with the ratings.

2.4 Auditory Stream Segregation
An interesting way of examining the qualities of
timbre that can be related to its perception is the
auditory stream segregation [12].
The auditory stream segregation is referring to the
tendency to group together (i.e. relate them to the
same source) sounds with components falling in
similar frequency ranges. This phenomenon is
called fusion or coherence. The opposite



phenomenon when the sounds are separated into
several groups, as coming from different sound
sources, is called fission or segregation. For
intermediate frequency separations between
successive tones in a rapid sequence the percept
may be ambiguous.
Experimenters have taken advantage of auditory
stream segregation to identify timbre qualities
related to timbre perception. Using a three tone
repeated sequence, by means of adjusting spectral
characteristics of the middle tone they tried to
investigate how the fusion/fission boundary is
affected in relation to the value it assumes for the
monotimbral (no change in the timbre of the
middle tone) case.
Singh and Bregman [92] presented monotimbral
and bitimbral sequences of complex sounds to
listeners where for the bitimbral case there were
changes in the attack time and the number of
harmonics in the middle sound. The results
indicate that the effect of the change was highly
significant for both the fission and the fusion
boundary fundamental frequency value. The
boundaries assumed lower values than for the
monotimbral case in all changes and the order of
the impact on the results was higher for changes in
the number of partials than for the envelope
changes. This method seems promising when
searching for an absolute value for timbre changes,
since any timbre change provoking fusion/fission
can be related to the corresponding pitch change
when there is no timbre change.

2.5 Discrimination
Several studies asked subjects the rate the
differences between original (unmodified) sounds
and modified sounds, in order to evaluate the
perceptual importance of the modification. One
recent such study is McAdams et al. [65], in which
the additive parameters of seven sounds are
modified in different ways, and the importance of
the modifications are asserted. The sounds, clarinet,
flute, oboe, trumpet, violin, harpsichord and
marimbe were normalized to E4-flat (311.1 Hz), 2
secs and equal subjective loudness. The participants
were asked to discriminate between the original (the
normalized E4-flat, 2secs) and modified sounds,
and some of the results of this research are:
The effect of musical training is weak but the effect
of instrument is strong. Therefore each instrument
is analyzed individually whereas the participants are
grouped.
The most important results from the effect of
simplification are that most simplifications are
perceptible and that accumulated simplifications are
equivalent to the most potent constituent (Most
salient feature dominate in combined
simplifications).
The order of the simplifications are: spectral
envelope smoothing, spectral flux (amplitude
envelope coherence) (very good discrimination),
forced harmonic frequency variations, frequency

variations smoothings, frequency micro-variations
and amplitude micro-variations (moderate to poor
discriminations).

In conclusion, several research methods have been
used to determine the dimensions of timbre.
Although no clear consensus has emerged, the most
common dimensions seem to be spectral envelope,
temporal envelope and irregularities.

3 Additive Analysis/Synthesis
The additive model has been chosen as the basis for
the timbre model for the known analysis/synthesis
qualities and the perceptually meaningful
parameters of this model. Many analysis/synthesis
systems using the additive model exist today,
including sndan [8], SMS [91], the loris program
[25] and the additive program [82].

3.1 Choice of model
In order to perform analysis by synthesis, the
timbre model must be based on an
analysis/synthesis model. The choice of underlying
model is the additive (sinusoidal) model, for its
well-understood parameters (time, amplitude and
frequency) and for its proven analysis methods.
Other methods investigated include the physical
model [45], the granular synthesis [97], the wavelet
analysis/synthesis [55], the atomic decomposition
[14], [36] and the modal distribution analysis [73].
In the additive analysis, [91] added a stochastic part
to the sound, making the model non-homogenous.
Other non-homogenous additions include the
transients [98].

3.2 Additive Model
The additive analysis consists in associating a
number of sinusoidal with a sound, and estimating
the time-varying amplitudes (ak(t)) and frequencies
(fk(t)) of the N sinusoidals (partials) from the
sound. The sound can then be resynthesized, with a
high degree of realism, by summing the
sinusoidals,
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In order to have a good resynthesis quality, the
absolute phases are generally necessary [3].

3.3 Additive Analysis
Several methods exist for determining the time-
varying amplitudes and frequencies of the partials.
Already in the last century, musical instrument
tones were divided into their Fourier series [40],
[74]. Early techniques for the time-varying analysis
of the additive parameters are presented by
Matthews et al. [64] and Freedman [28]. Other
more recent techniques for the additive analysis of
musical signals are the proven heterodyne filtering



[34], the much-used FFT-based analysis [67], and
the linear time/frequency analysis [37]. The time
and frequency reassignment method [4] has recently
gained popularity [11], [23]. Ding and Qian [19]
has presented an interesting method, fitting a
waveform by minimizing the energy of the
residual, improved and dubbed adaptive analysis by
Röbel [79]. A great deal of research has been put
into understanding and improving [100], [17] the
windows [39] of the short term Fourier transfer [1].
Finally, Marchand [60] used signal derivatives to
estimate the amplitudes and frequencies.

3.4 Analysis/synthesis evaluation
Not many objective listening tests (outside the
compression community) have been performed in
the music community to evaluate
analysis/synthesis methods. [95] evaluated the
spectral/time envelope model with listening tests.
[34] compared analysis/synthesis and different data-
reductions, and [85] evaluated the PCA-based data
reduction with listening tests.
Recently, however, the additive analysis/synthesis
has been tested in several well-controlled listening
test experiments. The listening tests performed in
connection with this work have been inspired by
the listening tests performed for the evaluation of
speech and music compression. The method used is
called double blind triple stimulus with hidden
reference  [75]. [52] found the linear time-frequency
additive analysis/synthesis to have a sound quality
between imperceptible and perceptible, but not
annoying using short musical sounds. [13] found
comparable results using several additive analysis
systems and longer musical sequences. In addition
[3] found that including the phase gave
significantly better results. Other evaluation
methods include estimating the time resolution,

[52] found that the LTF analysis method [37] has a
time resolution that is twice as good as the FFT-
based analysis, and error estimations. [11] found
the mean error in the amplitude and frequency
estimation to be significantly better for the
frequency reassignment method, than the peak
interpolation, or phase difference methods.
In this work, the FFT-based analysis is used. The
additive parameters are saved for each half-period of
the fundamental, and only quasi-harmonic partials
are estimated. The window used is the kaiser
window, and the block size is 2.8 periods of the
fundamental.

4 The Timbre Model
The timbre model is inspired by the perceptual
research, but it has been derived from the analysis
of musical sounds using the analysis by synthesis
method [78] and by literature studies into related
research. By these methods, the model has been
defined to consist of a spectral envelope, associated
with brightness and resonances of the sounds, a
frequency envelope, associated with pitch and
inharmonicity. It also consists of an amplitude
envelope consisting of five segments, start, attack,
sustain, release and end, each with individual start
and end relative amplitude and time, and curve
form, and the amplitude and frequency irregularity
(shimmer and jitter). The shimmer and jitter are
modeled as a low-pass filtered gaussian with a
given standard deviation and bandwidth. The
amplitude envelope is associated with important
timbre attributes, such as attack time, and
sustained/percussive quality, and the irregularity is
associated with both additive noise, but also slow
irregularities, giving life to the sounds.
Other methods of modeling the additive parameters
include the Group Additive Synthesis [53], [22],
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[15], where similar partials are grouped together to
improve efficiency. [96] use envelope time points
to morph between different musical sounds.
Marchand has proposed the Structured Additive
Synthesis [59].
Schaeffer proposes a classification of attack genres
(among others things) in his monumental work
[87].
The base of the timbre model is the additive
parameters, the amplitude of which is controlled by
the spectral envelope, amplitude envelope and
shimmer parameters, and the frequency of which is
controlled by the mean frequency and the jitter
parameters.
The timbre model diagram can be seen in figure 1.
It consists of a number of sinusoidals (partials),
whose amplitude is the sum of a clean envelope
(attack-sustain/decay-release) and irregularity
(shimmer) multiplied with the spectral envelope
value, and whose frequency is the sum of a static
value and irregularity (jitter). The timbre model
parameters are (from right to left): Max amplitudes,
envelope model times, amplitudes and curve form
coefficients, mean frequencies, irregularity
correlation, standard deviation and bandwidth.

4.1 The Spectral Envelope
The spectral envelope is very important for the
perceived effect of the sound; indeed, the spectral
envelope alone is often enough to distinguish or
recognize a sound. This is especially true for the
recognition of vowels, which are entirely defined
by the spectral envelope. As was seen earlier, the
spectral envelope is indeed one of the most
important timbre dimensions. Nevertheless, the
spectral envelope alone is not enough to recreate
any sound with realism. Many methods exist to
model the spectral envelope, including the linear
predictive coding (lpc), cepstrum, etc. [89]. Back in
1966 [95] synthesized wind instruments with a
combination of spectral and temporal envelopes.
[81] use spectral envelopes as a filter with different
source models, including the additive model.
[71] introduced the discrete summation formulas in
sound synthesis, which are here called the
brightness creation function [52]. There exists an
easy calculation and recreation of brightness with
these formulas [52].
The spectral envelope is defined in this work as the
maximum amplitude of each partial, denoted âk. As
it is difficult to estimate the spectral envelope
outside the discrete frequency points in voiced
sounds, the spectral envelope model using the
partial amplitudes is judged the most reliable.

4.2 Frequencies
The static frequencies are modeled as the weighted
mean of the frequency for the sustain part of each
partial, denoted f̂k .
Most sustained instruments are supposed to be
perfectly harmonic, i.e. ˆ ˆf kfk = 0 . The frequencies

are therefore best visualized divided by the
harmonic partial index. The piano, in contrast, has
inharmonic partial frequencies due to the stiffness
of the strings [26]. Therefore, the piano partial
frequencies are slightly higher than the harmonic
frequencies.

4.3 Amplitude Envelopes
The envelope of each partial is modeled in five
segments, start and end segments, supposedly
silent, and attack, sustain and release segments.
Thus, there are 6 amplitude/time split points,
where the first is (0,0) and the last amplitude also
is zero, since all partials are supposed to start and
end in silence. The amplitudes are saved as a
percentage of the maximum of the amplitude (the
spectral envelope), and the times are saved in msec.
Furthermore, the curve form of each segment is
modeled by a curve, which has an appropriate
exponential or logarithmic form. The resulting
concatenated clean amplitude envelopes are denoted
˜ ( )a tk . The formula for one segment can be seen in

equation (13).
The envelope split-points and curve form
coefficients are found by a method inspired by the
scale-space community in image processing [57], in
which the split-points are found on the very
smoothed time-derivative envelopes, and then
followed gradually to the unsmoothed case. The
smoothing is performed by convoluting the
envelope with a gaussian,
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σ σ σ
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2
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The derivative of the amplitude has been shown to
be important in the perception of the attack [32].
The middle of the attack and release are now found
by finding the maximum and minimum of the time
derivative of the smoothed envelope,
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( ), ( ) ( ), ,L t L t

t
env tt tσ σ σ

∂
∂
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The start and end of the attack and release are found
by following Lt,σ  forwards and backwards (in
time) until it is close to zero (about one tenth of
the maximum derivative for the attack and end of
release, and the double for the start of release). This
method generally succeeds in finding the proper
release time for the decay-release piano sound. A
further development of the envelope analysis and
model can be found in [52], [47].

4.4 Irregularities
Although the clean recreated envelopes have the
general shape of the original envelope, there is a
great deal of irregularity left, which is not modeled
in the clean envelopes. The same holds true for the
frequencies. The irregularities are divided into
periodicity and non-periodic noises. The noise on
the amplitude envelope is called shimmer, and the



noise on the frequency is called jitter. Shimmer and
jitter are modeled for the attack, sustain and release
segments. It is supposed to have a Gaussian
distribution; the amplitude of the noise is then
characterized by the standard deviation. The
frequency magnitude of the noise is assumed low-
pass and modeled with the 3dB bandwidth, and the
correlation between the shimmer and jitter of each
partial and the fundamental is also modeled.
Other noise models of musical sounds include the
residual noise in the FFT [91], [70] and the random
point process model of music [77] or speech noise
[76].
Models of noise on sinusoidals include the narrow
band basis functions (NBBF) in speech models
[62]. In music analysis, [24] introduced the
bandwidth enhanced sinusoidal modeling. Both
models model only jitter, not shimmer.
Other analysis of the noise, and irregularity of the
music sounds include the analysis of aperiodicity
[68], [88], and the analysis of higher order statistics
[20], [21].
The shimmer and jitter are calculated normalized
with the clean amplitudes and the mean frequencies
respectively,

shimmer
a t a t

ak
k k
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jitter
f f
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k k
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= − ˆ
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The jitter and shimmer is then assumed to be
stochastic, with a gaussian distribution, and
modeled by its standard deviation and bandwidth
(and later recreated using a single-tap recursive
filter).

4.5 Vibrato and Tremolo
Although assumed to be part of the expression of
the sound, and therefore not necessary in the timbre
model, some periodicity is nevertheless often found
in the time-varying amplitudes and frequencies of
the partials. This periodicity is modeled by its rate,
strength, and phase. The frequency periodicity is
here called vibrato, and the amplitude periodicity is
called tremolo. There are individual vibrato and
tremolo parameters for each partial.
The vibrato and tremolo parameters are found by
searching for the max in the absolute value of the
FFT of the time-varying frequency (subtracted by
the mean frequency of each partial) or amplitude
(subtracted by the clean amplitude curve). This
provides an estimate of the strength, rate and phase
of the periodic information in the signal, if there is
any. [41] uses a comparable method for the vibrato
estimation.
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Figure 2. Total amplitude envelope for one partial
The five segments (start, attack, sustain, release and
end) have individual split-points and curve-forms.
The attack has high bandwidth shimmer, and the
release has low bandwidth shimmer.

With the addition of irregularities, the timbre
model is finished. An example of the resulting
amplitude envelope for one partial can be seen in
figure 3. The envelope is slightly decaying, and it
has high bandwidth shimmer at the attack, and low
bandwidth shimmer at the release.

4.6 Visualization
The timbre model parameters have now been
presented, and an overview of the parameter
estimation methods has been given. A more
throughout presentation of the timbre model is
given in [52]. This section presents a proposed
visualization of the timbre attributes. Many of
them are best plotted logarithmically, and all the
attributes are plotted with fixed axes, to facilitate
comparisons between sounds.
There are 12 different timbre attributes, some of
which have values for more than one segment
(attack, decay, sustain, release or end). In order to
have an easy overview, all the timbre attributes are
collected in one plot. All the start and end (which
are assumed to be silent) parameters are omitted. In
total, there are 12 attributes, which can be plotted
in one figure in 6 rows and 2 columns. The left
column has from the top to the bottom the spectral
envelope, the normalized frequencies divided by the
partial index and fundamental, and envelope timing
(attack and release), the envelope percents, the
envelope curve forms, and the vibrato and tremolo
rate. The right column has from the top to the
bottom the shimmer standard deviation, the jitter
standard deviation, the shimmer filter bandwidth,
the jitter filter bandwidth, the shimmer and jitter
correlation and the tremolo/vibrato strength.



5 Timbre Model Parameter
Discrimination
These experiments are performed to get an initial
idea of the just noticeable differences of the
parameters of the timbre model.  This information
will be used when creating a user interface for
synthesis manipulations, such as the Timbre
Engine [61]. This work has been made in
collaboration with Georgios Marentakis and it was
previously published in [48]. A good range for each
parameter of the timbre model needs to have
sufficient resolution. This can be determined by
finding the just noticeable difference of each
parameter. This is work in progress, and more
results are expected to be available.

5.1 Default Sound
In order to test the sensibility of changes of the
timbre model parameters, a series of informal
listening tests has been performed. Since it is
unclear how the perception changes as a function of

pitch, intensity, etc, a number of different sounds
have been prepared for testing the sensibilities.
These are

•  Pitches (100, 300, 1000 Hz)
•  Relative Intensities (-20, 0 +20 dB)
•  Durations (100, 300, 1000 msec)
•  Brightness (dark, normal, bright)

In addition, the changes on the timbre model
parameters can be done on individual partials, on
uniform scaling, or exponential scaling (first
partials doesn’t scale, following partials scale more
and more). We have chosen the following
modification situations:

•  Individual partials (1st, 5th, 10th)
•  Uniform scaling (all partials scale by the same

amount)
•  Exponential scaling (high order partials scale

more)

The following parameters are used in these
experiments
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Figure 3. Additive parameters (left) and corresponding timbre attributes (right), Piano (top) and Soprano (bottom).
Since all the axes in the timbre attribute plots are fixed, it is easy to compare the sounds. The amplitude values are
denoted (o) and the frequency values (x). Attack is (o), sustain (x) and release (+). The piano and soprano have
resonances in the spectral envelope, the piano is slightly inharmonic, and it has a faster attack. The piano i s
definitely percussive, since the attack relative amplitude is higher than the release. The soprano has a definite vibrato
at around 4 Hz. Both the piano and the soprano have tremolo on some partials. The piano has much band-pass jitter
in the attack. The jitter is more correlated than the shimmer for both sounds.



•  Amplitude
•  Frequency
•  Attack and Release durations
•  Release amplitude
•  Attack curve form coefficients
•  Sustain Shimmer Standard Deviation
•  Sustain Shimmer Bandwidth
•  Sustain Jitter Standard Deviation
•  Sustain Jitter Bandwidth
•  Sustain Jitter and Shimmer Correlation

The default sounds have harmonic frequencies, 20
msec attack and release durations, 100 % release
amplitude (full sustain), and no shimmer or jitter.
The 100 Hz sounds have 100 partials, the 300 Hz
sounds have 30 partials, and the 1000 Hz sound
have 10 partials.

5.2 Experimental method
In order to assess the perception of the parameters,
a series of pairs of sounds with gradually varied
parameter value are played sequentially. Starting
with the default sound, the timbre model parameter
is gradually distanced from the default value and
the participant is asked to indicate when there is a
noticeable difference. Both the upward and
downward differences are asserted. The participant
can change the range of values, and listen to the
sequences as many times as necessary. The sounds
are played through a headphone (Beyer-Dynamic
DT 990) at a relative high level. This method has
some drawbacks, in particular it seems necessary to
point out to the participants that it is necessary to
zoom out on each parameter, to be sure to listen to
the effect under test. A better method would be, for
instance, the up/down method [56].

5.3 Participants
Only a few participants have been used, and it has
not been deemed necessary to perform any
statistical analysis, except the mean, on the results.
Five participants, between 22 to 37 years, male,
non-musicians were used in the tests.

5.4 Preliminary results
The tests so far have been done only with the
middle pitch (300 Hz), intensity (0 dB), duration
(300 msec) and brightness (normal). No results as
to how the perception changes with these
parameters are yet available, although this is work
in progress.
Of course, the sensibility of changes of these
parameters depends largely on the default values of
the parameters. These experiments have been done
with default values, which are believed to be
common in musical instruments. More experiments
are necessary, however, to determine the effect of
changing the default values.

All of the following results are valid only for the
uniform scaling. No results are available, as yet, for
the exponential, or the individuals partial scaling.

Attac k time
The default attack time was 60 msec (although
comparable results were obtained with a default
attack time of 20 msec). The attack time was varied
between 0 and 120 msec, and the discrimination
were determined to be between 10 and 80 (mean
50) msec when scaling all partials uniformly. This
attribute being the first under test, it is possible
that it has suffered from the adaptation of the
participants to the test.

Relea se time
The default release time was set to the same value
as the default attack time, 60 msec. The sensibility
to the release time seemed lower than the attack
time sensibility, and the JND of the release time
were determined to be between 15 and 80 (mean
30) msec.

Attac k curve  form coeff icient
The attack curve form coefficient decides which
shape the attack has (exponential, linear or
logarithmic). The formula for the curve form is
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where t is the time, v0 is the start value, v1 is the
end value and n is the curve form coefficient.
The default shape is linear (n==1). The JND of the
curve form coefficient for the attack segment was
determined to be around 0.6 and 6 respectively (for
60 msec attack time duration).

Relea se Ampli tude
The release amplitude decides whether the sound is
percussive, or sustained. The default value is 0 dB,
which is a sustained sound. When this value is
decreased, the sound becomes more percussive, and
when it is increased, the sound gets a not natural,
growing sound. The just noticeable difference for
the relative release amplitude is situated between
1.2 and 6 (mean 3) dB, with similar values for the
downward and upward cases.

Shimm er Std
The shimmer (irregularity on the amplitude
evolution of the partials) adds a quality to the
sound, which can be both liveliness, and also
additive noise. The shimmer is added as a filtered
gaussian noise to the partial amplitudes. No
shimmer makes the sound dead, unnatural, and
much shimmer increases the noise and irregularity
of the sound. The default value of the shimmer std
is 0.2 (the default BW is 10 Hz, and the default
correlation is 0.8), and the just noticeable difference
of the shimmer std has been determined to be



between 0.6 and 3 dB. The mean downward JND
was 1 dB and the mean upward JND was 1.9 dB.

Shimm er BW
The bandwidth decides the frequency content of the
irregularity of the shimmer. This changes the effect
of the sound going from rumbling to additive
white noise. The default shimmer BW is 20 Hz.
The JND for the downward case is around 5 Hz,
and it is around 100 Hz for the upward case.

Jitte r Std
The jitter (irregularity on the frequencies of the
partials) adds a different quality than the shimmer
to the sound. The jitter gives more low-frequency
random pitch variations (with low bandwidth) or it
adds roughness (with high bandwidth, going to an
almost screaming quality when the correlation is
high. The defaults std of the jitter is 0.02 (the
default BW is 10 Hz, and the default correlation is
0.8) and the downward and upward perception
threshold is about 0.07 and 0.3 dB respectively.

Jitte r BW
The jitter bandwidth changes the effect of the sound
from low-frequency random pitch variations to
adding roughness to the sound. The default jitter
bandwidth is 10 Hz, and the downward and upward
perception threshold is 10 Hz and 50 Hz
respectively.

Shimm er Correlat ion
The shimmer correlation changes the sound from a
rich irregular sound to a fluctuating sound. The
default shimmer correlation is 0.8 (the default std
is 0.4 and the default bandwidth is around 1 Hz).
The upward JND is around 0.1 and the downward
JND is around 0.4.

Jitte r Corre lation
The jitter correlation effect is quite dramatic,
changing the sound from a calm sound with pitch
variations to a sound with increasing roughness,
going towards a screaming effect when the
correlation is high. The default jitter correlation is
0.8 (the default std is 0.04 and the default BW is
around 1 Hz). The downward and upward
perception threshold is around 0.25 and 0.08.

Frequ encies
The uniform scaling of the frequencies changes the
pitch of the sound. Of course, much research has
been done on the perception of pitch changes, but
this research has not been used here. Both the
upward and the downward perception threshold
have been found to lie between 1.5 and 3 Hz for the
default sound used. This corresponds well with the
2 Hz just noticeable variation in frequency in [106]
(page 182).

Ampli tudes
The uniform scaling of the amplitudes is changing
the level of the sound. The JND of the change of
loudness lies between 3/4 dB and 3 dB, slightly
higher than the 1 dB ‘element’ mentioned in [106]
(page 175).

5.5 Conclusion
Preliminary experiments on the perception of
complex sounds using the timbre model shows
promising results. A methodology has been
developed, which is easy and fast to use, although
more precise methods probably exist. More (and
better-defined) experiments are necessary, both for
assessing the perception as a function of pitch,
loudness, and other parameters, but also for
assuring that the results are trustworthy.

6 Expressive Additions to the
Timbre Model
The timbre model has proven its value in a number
of applications, including the analysis of different
expression styles [52]. This analysis will here serve
as the basis for the inclusion of a number of
parameters, which govern the behavior of the
timbre model attributes when used in a synthesis
context. The expressions are treated in an
analysis/synthesis context, and adapted for real-
time synthesis [61], where possible.
The expressive modes introduced to the timbre
model include variants, pitch, intensity, vibrato
and tremolo, and other expressions, such as
legato/staccato.
The attempt to find expressive parameters that can
be included in the timbre model is an initial study.
Both additional literature studies and field test
using the timbre engine [61] must be performed in
order to assert the validity of the expression model.
Of course, the music performance studies [31] gives
a lot of information, which can also be gathered
from research dealing with the acoustics [5], [9] or
the physics [27] of musical instruments. In
addition, appropriate gestures must be associated
with the expression parameters [51], [101], [102]
[43]. The vibrato problem [18] is an interesting
topic, stating, for instance, whether to add cycles
(vibrato) or stretch (glissando) a time-scaled
continuous expression parameter. This is not a
problem in the timbre model, because of the
division into clean envelopes, where only the
sustain part is scaled, and periodic and non-periodic
irregularities, which are not scaled.

6.1 Variants
In this work, the sound of a musical instrument is
divided into an identity part, and an expression
part, where the identity is the neutral sound, or
what is common in all the expression styles of the
instrument, and the expression is the



change/additions to the identity part introduced by
the performer. The expression can be seen as the
acoustic outcome of the gesture manipulation of the
musical instrument. This division, however, it not
simple in an analysis/synthesis situation, since the
sound must be played to exist, and it thereby, by
definition, always contains an expression part. One
attempt at finding the identity is by introducing the
notion of variants, which is assumed to be the
equivalent of the sounds coming from several
executions of the same expressive style.
The variants are calculated by introduced an ideal
curve to the different timbre attributes. The
deviation from this ideal curve is then assumed to
be stochastic, with a given distribution, and for
each new execution, a new instance of the deviation
is created, giving the sound a clearly altered timbre.
Some of the timbre attributes have ideal curves
corresponding to some perceptual or physical
reality, such as the brightness creation function [52]
for the spectral envelope,
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where ak is the amplitude of the partial k, a0 is the
fundamental amplitude, and B is the estimated
brightness [6], see equation (9), and the equation
for the ideal stiff string for the frequencies [26],

f kf kk = +0
21 β (8)

where β is the inharmonicity coefficient. Studies of
the discrimination of inharmonicity can be found
in, for instance, [46] and [80].
Most timbre attributes, however, are fitted with a
simple exponential curve,

c v ek
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1 (9)

where v0 is the fundamental value and v1 is the
exponential coefficient. This curve can model both
almost linear curves with small v1, but also
exponential behaviors.
 The parameters of the curves are found by
minimizing the lms error using the Levenberg-
Marquardt algorithm [72], except for the spectral
envelope curve, which is created from the estimated
brightness [6],
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The deviations from the ideal timbre attributes
parameters are now calculated as,

d c ck k k= − ˆ (11)

where ck are the estimated timbre attribute
parameters (amplitude, frequency, or other
parameter), and ĉk  are the ideal parameters and dk

is the deviation (assumed to be white gaussian
noise).
The deviation dk between the clean exponential
curve and the estimated attributes is assumed to be

related to the execution of the sound, and the error
can, if modeled properly, introduce new executions
of the same sound, i.e. of the same instrument,
player and style, in the same environment.
Although the clean curves generally fit well with
the estimated parameters, there can be discrepancies
caused by bad parameter estimation, correlated
deviations between attributes, or inadequate
modeling. These discrepancies generally do not
make artifacts in the original timbre attribute
generated sounds, but they sometimes make the
variant sounds too different. One way of
minimizing this phenomenon is by using weighted
curve-fits, which does remove some of the
discrepancies. However, since the heavily different
variants may be desired, the variants influence is
scaled,

˜ ˆ ˆ ( )c c v d v dk k k k= + ⋅ + − ⋅1 (12)

where a variant scaling (v) of zero gives the original
timbre attributes, and a scaling of one gives
entirely new timbre attribute deviations ( d̂k ) for
each execution. The total deviations can
additionally be weighted [61], permitting more, or
less, deviations from the identity of the sound.

6.2 Pitch
The modeling of the pitch evolution of the timbre
attributes is important when executions for different
notes are not available. This is the case, for
instance, when creating new, or altered, timbre
model parameters sets. Obviously, it's impossible
to make pitch rules that encompasses all possible
musical instruments, so instead, a simple
interpolation scheme has been devised, which
assures the proper modification of at least the
important spectral envelope. In this scheme, all the
timbre attributes are assumed to have the partial
frequencies in the x axis, and the timbre attributes
for the new pitch is found by interpolating between
the neighboring values for each partial frequency.
The values outside the original frequencies are
found by using the extreme values. Although this
scheme is rather simple, it has the double
advantage of handling the most important timbre
attribute correctly, and assuring continuous
variations in the resulting sound, as the pitch is
altered. In addition, the new timbre attribute values
should be interpolated after each pitch change,
thereby allowing for subtle effects, caused by for
instance resonances. When adding vibrato, the
sound would have a continuously varying timbre,
thereby adding more life to the execution.
The scheme does not handle sound level, however.
In the work on generative rules for music
performance, [29] suggest a rule, which raises the
sound level 3 dB/octave. An initial study have
shown that this effect is present in many musical
instruments, although ranging from below 3
(violin) to around 3 (piano, clarinet) to 10 (flute),
and 15 dB/octave (soprano). This effect is therefore



parameterized (N dB/octave) and included into the
expressive model.

6.3 Intensity
The intensity, or velocity, is another important
expression attribute. In general, when increasing the
velocity, blowing force, or bow velocity, etc., two
things happen, the sound emitted gets louder, and
it gets brighter. [10] showed that the increase in
amplitude and brightness is asymptotic, i.e. the
value changes less as velocity grows. In addition, it
was shown that the change of brightness in the
piano when changing the velocity of the hammer is
governed by a straight line in the Hz/dB domain.
Therefore, this is the model chosen for the
intensity. The amplitude and spectral tilts (slope of
the straight line) have an exponential form,

val v v eM m
v= − ⋅ − ⋅( )β , (13)

where val can be either amplitude or spectral tilt
[10], and vM and vm defines the maximum and
minimum values, β the sensibility and v is the
velocity.
The values of vM, vm and β can be determined from
the instrument, if enough velocity executions are
available [10], or it can be user defined. In
particular, the upper spectral tilt slope is a useful
expression parameter, since it defines how bright
the sound becomes, when increasing the velocity to
a maximum. This model is also consistent with the
analysis of piano executions performed in [52],
which showed that the change of velocity (of the
piano hammer) only affected the spectral envelope,
except for an as yet unexplained change in the
shimmer and jitter correlations.

6.4 Duration
The duration is of course also a very important
expression parameter. Since the timbre model
encompasses both percussive and sustained sounds,
a general strategy for modifying the length of the
sound is necessary. This strategy could be found by
following the clean curve of the sustain/decay part
of each partial, with the given curve form,

˜ ( ) ( )
/

a t a a a
c

ck T

t T

= + − −
−0 0

1

1
, (14)

where c is the curve form coefficient, T is the
segment duration, and a0 and aT are the start and
end  values. Unfortunately, the curve form is
sometimes fitted to part of the release segment, or
sometimes only part of the sustain/decay segment
is used, therefore the curve form is error prone.
Instead, the decay is assumed to be logarithmic,
and modeled as a straight line in the dB domain,

â t â btdB dB( ) = +0 , (15)

where â0 and b are found by fitting to the known
split-point amplitude/time values. If the execution
is lasting (played a long time), and the second

split-point has a higher amplitude than the first one
(b>0), then clipping will eventually occur. The
perceptual effect of this has been judged to be
interesting enough to not prevent this happening.
Instead, the amplitude of each partial is limited to a
value at a user-defined percentage above the
maximum value of the partial. Obviously, if this
limit is set to 100%, then no crescendo effect is
possible.
[29] tentatively suggests a modification to the
attack and decay in durational contrasts. This is an
interesting inclusion, but this effect has not been
found [47] in relation to this work (these durational
contrasts were not part of the sound material under
test), and it is not included in the model.

6.5 Vibrato and Tremolo
The vibrato and tremolo are important expression
parameters with specific values defined by the
musical context in which the execution is
produced. Therefore, a generative rule for the
addition of vibrato and tremolo is not desirable in
this work. Some vibrato or tremolo effects are,
however, part of the identity of the sound, and
these effects should not be user-controlled, but
inherent in the sound. In particular, this is the case
for the amplitude modulation caused by the beating
of different modes or strings in, for instance, the
piano [104].
The vibrato and tremolo are generally defined by
three parameters, the rate (speed), the strength and
the initial delay. [31] reviews several vibrato
studies, and reports the vibrato rate of professional
singers to be between 5.5 to 8 Hz, with a strength
between one-tenth of a full tone to one full tone,
averaging 0.5 to 0.6 of a whole-tone step.
[83] models the vibrato with the sum of a number
of sinusoidals with time-varying amplitudes and
phases. The phase of the vibrato/tremolo is
necessary, if the resulting sound should be
perceptually identical to the original one. Care
must be taken to model the resonances correctly
when adding vibrato [69]. In addition, the
perceived pitch of tones with vibrato is also an
important research field [16].
In order to assert whether a sound contains a
vibrato or tremolo expression, or whether it
contains periodic vibrations in its identity, two
things can be examined. First, if the partials are
heavily correlated, secondly, if the rate and strength
values are correlated, then the chances of it
containing expressive vibrato/tremolo is great. If
neither of the two cases occur, periodicity is
assumed to be part of the identity of the sound, and
not controlled by the performer. If expression
periodicity is found, it is removed from the sound,
and only added back, if and when the performer is
signifying it.



6.6 Other expressions
The expressions can be any kind of acoustic change
resulting from manipulation of the music
instrument.
The other expression parameters used in classical
music include mainly styles (legato/staccato, for
instance) and tempi. Since some of these
expressions are controlled continuously by the
performer, they are not easily integrated into the
timbre model. In particular, no good gesture
capture device has been available to perform tests.
In addition, not much timbre attribute changes have
been found when analyzing executions of different
styles [52]. Therefore, the conclusion must be that
the styles are mainly a matter of duration, which is
easily controlled in this model.
Another important expression is the transition [94].
Since the transition is the time-varying amplitude,
fundamental frequency, and timbre, it should not
be too difficult to create timbre attribute sets with
appropriate values for different transition.
Finally, another possible expression is the generic
timbre navigation [105], [84]. In this case, the
timbre is manipulated using sensors and various
mapping strategies [51], [102].

7 Other Applications
The timbre model has been successfully used in
many applications, in particular in classification
and sound manipulation, including morphing.

7.1 Classification
Classification is an important topic today, for
instance with the growing number of on-line sound
samples.
The timbre model was used as the basis for sound
classification [52], in which a subset of the timbre
attributes (16 attributes from each sound) was used
to classify 150 sounds in 5 instrument classes with
no errors. Binary tree classification, using
approximately the same data set, was presented in
[49], giving much information about the
importance of the timbre attributes in the
classification.
A real-time learning classification scheme was
presented in [30]. For a recent overview of musical
instrument classification methods, see [42].

7.2 Sound manipulation
Morphing and sound manipulation is another
application in which the timbre model has shown
its value. Since the timbre model parameter set has
a fixed size (except for the number of partials), it is
easy to morph between the sounds by simply
interpolating different timbre sets. The interpolated
timbre model parameters can also be used to
manipulate the additive parameters [52]. A similar
strategy, but with an unequal number of features
was presented in [96]. [84] interpolates the additive
parameters directly, and [89] uses the spectral

envelope to modify sounds. Other morphing
strategies include the Karaoke impersonator [58].
[93] uses results from auditory scene analysis to
warp and interpolate between two sounds.
Finally, a simplified timbre model [52] was
presented in [50] for use in prototyping of musical
sounds.

8  Conclusion
The paper gives an overview of the perceptual
research and analysis/synthesis of the additive
parameters. It presents the timbre model, a signal
model, which models most musical sounds with a
high fidelity. The timbre model is based on
perceptual research and analysis by synthesis. It
consists of a spectral envelope, frequencies, a five-
segment amplitude envelope model with individual
split-point times, values and curve form, and
amplitude and frequency irregularities. The models
parameters are perceptually relevant, and the model
has previously been shown to have a high sound
quality. In addition, a preliminary research result
shows the just noticeable differences of most of the
timbre model parameters. These results are
interesting in designing the user interface.
An important addition to the model, introduced in
this paper, is the expression model, which enhances
the use of the model in a musical context. The
expression model models the behavior of the
timbre attributes, when playing a different note,
intensity, duration, or other style. It also introduces
the vibrato and tremolo into the model. A major
contribution is the notion of variants, in which the
timbre is divided into an identity part, and an
expression part. The variant is then a stochastic
model of the deviation from the identity part of the
sound, with a new instance at each new execution.
Therefore, an interesting novelty is added to each
new sound emitted, even if it's played with the
same pitch, loudness and duration.
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Abstract 

 
This paper outlines the developing ideas of the investigation started the 1st of September 2001.  
The problem of the spatial representation of sound sources that vary their directional pattern in 
time in auralizations is introduced. Musical instruments are used as a reference for the discussion 
of the traditional representations with assumed fixed directional characteristics. A new method for 
representation of the spatial sound contributions in time is proposed using multiple-channel 
recordings and virtual sources in the simulations. Further developments and applications of the 
solution are outlined.    

 
 

1 Introduction 
 
Auralization is the analogous term to visualization 
introduced to describe rendering audible (imaginary) 
sound fields. The aim of a room auralization is to 
simulate as accurately as possible the binaural 
listening experience at a given position in a modeled 
space [1]. The directional characteristics of the sound 
source as well as the acoustical environment give 
important clues in auralization. Musical instruments, 
as any other acoustical sources, create a particular 
acoustical behavior in a room. The aim of this 
investigation is to study in deep this behavior and 
improve the auralization by optimizing the 
representation of the directional characteristics of 
musical instruments in order to model better the 
room/instrument interaction. It is also the goal of this 
work to make recordings and measurements of 
musical instruments that could be useful within the 
MOSART network. 

2 Directional characteristics of 
musical instruments 
 
Musical sounds require a complex acoustical analysis 
due to their particular features. Analyzing sounds 
produced by musical instruments involves a great deal 
of information such as harmonic structure, spectra, 
time transients, noise components, directional 
attributes and others. Like the sonic spectrum, the 
directional attributes of a musical instrument change 
with the different notes played on the instrument [2], 
the different performing intensities [3], the different 
techniques and also with the different performers of 

the same instrument. These changes, due to the 
complexities of the musical instrument itself as a multi 
resonating system and other more complex reasons, 
are different for the diverse families and types of 
musical instruments [2]. Figure 1 shows the measured 
directional characteristics of an alto saxophone at 
1000 Hz for two different notes played in the same 
octave by the same player [4]. 

3 Auralization with musical 
instruments as sources 
 
In order to consider musical instruments as sound 
sources for auralization one needs to include the 
directional characteristics of the source to be able to 
specify the source radiation characteristics. As we 
have seen, musical instruments are sound sources 
which have a complex radiation pattern that is difficult 
to describe with accuracy in a real performance case 
where there will always be directivity changes in time. 
If we assume a fixed directional characteristic for each 
of the frequency bands, like it would be the case of a 
loudspeaker, the representation of the directivity of the 
source would be very poor and inaccurate. The real 
directional characteristics would be changing in time 
and we would be having the wrong directional pattern 
most of the time, emphasizing or diminishing the level 
for certain frequencies of the particular spectra. 
Therefore, a better representation of the sound 
intensity changes in time is needed.        
 
                                                            



4 Improvement of the spatial 
representation of sound 
 
A better description of the spatial sonic contributions 
of a musical instrument, or any source that changes its 
directivity in time, could be offered by considering the 
contributions of the acoustical intensity. One way to 
do this without referring to a determined fixed 
directional characteristic is to use several virtual 
sources in the simulation with fixed and neutral 
directional characteristics that do not overlap each 
other. The new source (all the virtual sources) should 
radiate a multi-channel recording of the source by 
each of the virtual sources simultaneously. This 
recording should be done in such a way that the 
different microphones achieve the sound from the 
source in different directions, as shown in Figure 3 for 
a 4-track recording. Also each of the virtual sources 
should reproduce the multi-track anechoic recordings 
corresponding to the orientation relative to the original 
source. That is, if for example we divide the radiation 
semi-sphere of the upper part of the instrument in 4 
(assuming we have made a 4-channel anechoic 
recording), we can then simulate 4 discrete sources 
with a directional characteristic equal to a quarter of 
the semi- sphere in the direction of each anechoic 
recording. Figure 3 shows a room acoustic simulation 
using the software Odeon where an auralization 
considering 4 virtual sources was done, each source 
with an omnidirectional characteristic of a quarter of a 
semi-sphere and radiating in 0, 90, 180 and 270 
degrees [5]. In this case the anechoic recordings 
include the sound pressure variations in time of the 
source, which were radiated by the virtual sources in 
their discrete sectors. The new source (constituted by 
the 4 virtual sources) radiates in a distinctive way in 

each of the 4 directions following changes in level, 
asymmetries and orientation of the original source. 

 
Figure 2  Setup for a 4-track anechoic recording of a 
source. 

5  Further developments 
 
In the near future we have planned to study in deep the 
relationship between the directional characteristics of 
musical instruments and auralizations applying the 
multi-channel recording method under different 
circumstances. The influence of the room acoustics 
characteristics, the kind of source used for the 
auralizations and the way the recordings are done are 
some of the points to be considered in our next steps. 
We would also like to expand the investigation to the 
study of auralizations with large sources (multiple 
musical instruments) using virtual sources in different 
positions. 



  
  

 
Figure 3 Room acoustic simulation with 4 virtual sources, each with a directional pattern, 
radiating in 4 different directions. 
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ABSTRACT 

The world of 50’s electro-acoustic music is extremely fascinating 
but presents many problems about music analysis because of the 
lack of data and references about it. This study wants to be a first 
step towards a classification of the different sounds and an 
analysis of their timbres. The method that has been used is the 
creation of a common database of different sound-objects, then a 
frequency analysis was carried out. Finally, an attempt was made 
to re-synthesize them using mathematical algorithms in order to 
reach a better understanding of compositive process in the field of 
electro-acoustic music repertoire. 

1. INTRODUCTION 

Electronic music proved to be the ideal medium for the 
application of the unifying principles of total serialism. All 
musical parameters - pitch, duration, volume, timbre and the 
location of sounds in space - could be precisely delineated and 
controlled. The pitch of a sound could be specified as an exact 
frequency, in cycles per second, rather than the label by which a 
note was named - B flat, C sharp or whatever; duration could be 
measured down to a tiny fraction of a second and the volume of a 
sound could be enumerated in decibels. But perhaps most 
importantly, new sounds could be composed from scratch by the 
fusion of sine-waves, the 'atoms' from which sounds are 
constructed; sounds that had never been heard before, and for 
which there were no names, came to life in the studio. 
In the western music history the various parameters that 
characterize the sound were treated in different periods. This is a 
simplification that aims to simplify the complexity of the 
evolution of music itself. After a detailed examination of the 
problems relative to the correlation between pitches, done with 
the creation of melodies and increasingly complex polyphonies 
the attention was pointed on the rhythm. This was accomplished 
by focusing on the complex poly-rhythms of the musical piece 
which structures are partially derived from extra-European 
cultures. The last considered parameter, probably also for its 
complex and difficult to measure structure, was timbre. One of the 
first example of attention towards timbre was the timbre research 

by Debussy and the experience of the “Klangfarbenmelodie” by 
Schoenberg. An example of composition "for timbres" is given by 
Arnold Schoenberg's “Farben”, which is based upon a formal 
articulation of timbres that follows one another on fixed chords in 
order to create particular acoustic images. In this work the 
instrumental attacks are neutralized for creating a sort of moving 
sound blur. The ear, in this case, is no more able to clearly 
distinguish the transition between the various instruments of the 
orchestra whose attacks are executed in "pianissimo": this kind of 
operas will be defined by Schoenberg as “Klangfarbenmelodie” 
(melodies of sounding colors). But it is only with the futurist's 
music that the musical possibilities is enclose non-harmonic 
sounds (noises). 
Around mid-nineties composers like Edgard Varèse began to look 
for the possibility to compose music with machines. The 
opportunity came out when artists like John Cage realized that 
with some equipments for measurements, like discs with recorded 
sinusoidal sounds (usually employed to test the audio systems), 
it is possible to create new sonorities. 
After those, firsts experiences in the comparison of timbre and 
pitch has been started with the appearance of the three schools of 
Paris and Colonia first, and then Milan. The idea came from the 
author’s consciousness that, as Stockhausen said [1], the disc, the 
tape recorder and the radio had deeply changed the relation 
between music and the listener, but managers and radio producers 
tried only to reproduce a music which in the past had been 
written for concert halls and theatres and not to be "frozen" and 
preserved for being executed by loud speakers. The electronic 
music is not recorded on tape for being preserved and reproduced 
but it born from electro-acoustic machines or manipulations of 
natural sounds. This kind of music can exist only because it is 
composed on tape and can be listened only with loud speakers. 
The electro-acoustic music uses tape not just to reproduce but to 
produce. Stockhausen wrote that when the timbre space will be 
extended to the continuum of frequencies and to the sounds with 
non-defined pitch, then the music with "sounds", in the common 
sense, become only one musical opportunity. It is just this the 
focal point of the problem related to the analysis of electro-
acoustic music: it is the sound-object itself that becomes the 
cornerstone of the composition, its processing and its bonding 
with its source which had inspired the composers that give a 
sense to the composition. 



 

2. TIMBRE AND SOUND OBJECT IN ELECTRO-
ACOUSTIC MUSIC 

At this point we must deal with the strong acousmatic nature 
which often characterizes the electro-acoustic music and the great 
variety of sound possibilities, which range from the instrumental 
or concrete sounds to the pure synthesized ones passing by 
sounds variously denaturalized and interpolated [2]. This 
acousmatic nature leads to consider the comprehension of sound 
objects as the first step toward a complete understanding of an 
electro-acoustic work and of its structure. It is not by chance that 
many, if not every, analysis methods proposed until now take the 
sound object study as a very important step. We can roughly pick 
out three kinds of approach regarding sound objects. The first one 
is fundamentally empirical and is typical of the concrete school of 
Paris where time is the most modified parameter of sound.  
The aim is to record on tape existing sounds, like train noise, 
human scream to traditional instruments, and processing them in 
order to obtain recorded (i.e. concrete) sounds. In this school the 
main ways of processing sounds were given by filtering, tape 
reversal, tape loops, speed changes, tape splices. It is clear that 
the parameters related to time are the most studied and processed 
sound parameters. With recorded sounds you can break, 
recompose and control the time in order to make the sound source 
unrecognizable, for creating envelops, durations and speeds never 
experienced before. The obtained new sonorities were used as 
basic material for new works. Schaeffer, in his "Traité des objects 
musicaux" [3] tried to create a table for describing sound objects 
and recognizing some of their typologies in order to use them to 
new compositions. This table however is too devoted to the 
compositional process and, even if this is the first attempt to 
create an appropriate lexicon for electro-acoustic music, it is 
sometimes redundant and complex to compile [4].  
The second kind of approach is mainly scientific and the electro-
acoustic processes are used in order to study natural sounds, for 
instance by filtering or by reversing the tape, to discover their 
rules and use the obtained information to create totally 
synthesized sounds where the source is entirely hidden. In this 
sense, technology allows to the composer to have a deeper 
understanding about the sound nature. This approach starts from 
the Fourier Series. In this case there are no natural sounds, every 
object must be created by addictive synthesis starting from 
sinusoids with exact pitch, phase and duration.  
The composer becomes a sort of "chemist" which reduces sounds 
to the simples elements and reconstruct, by means of these 
elements, a completely synthesized sound. It is clear that when 
the purpose of such manipulation is artistic, the result is “artistic” 
in the Greek sense, the sum of manual skill and art (in its common 
sense).  
Another chance given by addictive synthesis is to have the total 
control of the sound parameters. Now the composer is able to 
carry out his ideas without being subject to the rules imposed by 
the physical characteristics of natural sounds; starting from this, it 

was possible “to compose timbre and (to compose) with timbre” 
[5]. 
The maximum expression of the composer desire to control all 
parameters is given by Stockhausen's "Studie II", where pitch, 
duration and amplitude are all determined through multi-
parametric series. The result of those sound processing was 
square waves assembled in a sort of “chord of sinusoids”. 
After this work it was understood that it was not sufficient to 
handle the different timbre parameters to guarantee the hoped 
variety. This goal can be obtained only by a dynamic correlation 
of the parameters.  
The third kind of approach starts from the timbre researches 
focused on the intrinsic peculiarities of sound sources, both 
textural and gesture. In this case the simultaneous presence both 
of natural sounds and of their processing is preferred. This 
approach became the synthesis between the previous approaches. 
A particularly exhaustive example of this kind of opera is Luciano 
Berio's “Tema - Omaggio a Joyce”: in this opera the language is 
totally dissolved in sounds: the idea is to cancel the meaning, the 
semantic part of words, in order to make emerge only the musical 
properties of the materials for emphasizing those qualities. 
Destruction and reconstruction of the original sound objects 
become a single process, in fact while text lose its linguistic 
meaning, its capabilities of convey structured information, the 
sounding material as the acoustic residual of language, is 
structured into sounds and, only in this way, acquires a musical 
sense.  
Smalley differentiated two kind of “source bonding”: “mimetic” 
when the listener perceives the sound closely related to the 
natural source, and “aural” when the attention of the listener is 
caught by the intrinsic aspects of the sounding material leaving 
aside natural source. There is another category besides these ones 
defined by Schaeffer as “neutral listening” or rather a type of 
listening which doesn't consider such important the source. 

3. POSSIBILITIES OF MANIPULATING SOUNDS 
THROUGH ELECTRO -ACOUSTIC EQUIPMENTS  

From this brief (and not exhaustive) outline it is simple to 
understand that in the electro-acoustic music it is not important 
the link with the source but a new quality of timbres, something 
not yet listened, something especially created for recorded music, 
something that could not exist if not recorded on tape and 
broadcasted by loud speakers. Afterwards timbre in electro-
acoustic music is research considered both as study of natural 
sounds and sonority, with their spectral characteristics, both as 
research of new sonorities taken out and inspired by any audible, 
traditional sound every day life noise and synthesized sounds. 
After this brief introduction upon the timbre in electro-acoustic 
music it is necessary to examine the possibilities offered by 
electro-acoustic means.  
The first opportunity given by tape is to control the “time” by 
changing the playing speed, obtaining a slower sound (with lower 



 

pitch), or a faster one, with higher pitch. In this case the original 
sound and its source are often still recognizable. Another 
possibility is to read the tape reversed. in this case the spectrum 
and pitch don't change but source is often unrecognizable; in this 
case it is very difficult, if not impossible, to reconstruct the 
source. The last possibility of changing time is to cut the tape, to 
mix the parts of one or more sounds and to paste them in order to 
obtaining particular hybrid sounds or a granular synthesis often 
loosing the link with the source bounding as in figure 1 
(bubblings). Another example of electro-acoustic process is given 
by filters: as said above, it is possible to filter a complex sound 
and obtain a very simple one: for instance, you can obtain a 
sinusoidal sound from white noise, or filter some parts of 
different sounds both natural and synthesized and remix them 
with many recording in succession or simply with cut and paste. 
The new technology had a very important role upon the 
imaginary of music in the Fifties. The experimentation with those 
new possibilities processing which sometimes preserve the link 
with source, but several times create new sounds which can 
stimulate the composer's ideas and the listener's fantasy and 
attention. 

4. CASE STUDIES  

In particular, we present the analysis of a Bruno Maderna’s 
“Continuo”, a completely electro-acoustic work, in which are 
used many typical sounds of this kind of works useful to create 
the “database” for the study of this type of music.  
 The other analyzed work is “Portrait of Erasmo”, in which 
electro-acoustic music is used to create particular atmospheres 
giving a sense of indefinite, of obscurity and tension using sounds 
which our ear perceive as known but can not recognize. It is also 
used to elaborate demon’s voices by distortion and by varying the 
playing speed of the tape, to underline the contraposition 
between the idea of a man without freedom, outlined in Calvino’s 
oration, and the absolute freedom of demons which symbolizes 
the humanistic idea that gives up determinism to devote herself to 
the freedom of research. 
Unfortunately it is not well known how those works, both 
completely electro-acoustic and part narration part electro-
acoustic music, were realized. The poverty of information is 
primary due to absence of scores [6], work notes, tapes fragments 
useful to rebuild the processing phases of the sound materials. 
The lack of score is justified by the difficulty to mark 
simultaneously many parameters,  as frequency, time and 
amplitude, and at the same time gives information about which 
kind of processing is used. The lack of work notes is probably 
due to the behavior of the composer that had an empirical 
approach  with the devices they used, the various electro-acoustic 
works are often the results of a “random processing” done 
simultaneously with the recording, then the lack of documentation 
is another aspect that confuse the analysis process. 

The main problem is to develop a method for the study of this 
type of music with the aim of build an analysis standard that 
permits a correct identification of electronic sound nature and 
their synthesis methods. There are some attempts to create such 
method [7], [8], [9] and [10]. This work is aimed to be the first 
step for the creation of this standard with the identification of 
different sound timbers, common to the various works, and the 
creation of a database, necessary for the retrieval and comparison 
of different works sound elements. 

5. METHODOLOGY 

There are some steps you must do in order to make a philological 
analysis: the first is the identification of the original support 
which is very important considering the possible presence of 
degradations in production tapes and too aggressive restorations 
which can substantially alter the frequency content (and timbre) 
of electro-acoustic works. Another problem to deal with is the 
identification of the original work's support that, in the case of a 
magnetic tape, is vital for the analysis in order to obtain 
information such as the presence of cuts or tape inversions. But 
the identification of sound types without information regarding 
the nature and the methods used in their creation is not sufficient 
and effective so the second step consists of a detailed and rigorous 
identification of those timbres based on the study of equipment 
and sound processing possibilities available to the composers at 
the time of the compositions. 
Our work consists on selecting different kinds of representative 
timbres, recognized by perceptive analysis. Then at first time we 
analyze them by means of frequency analysis in order to have a 
rough idea about how the frequencies change in time; this is 
obviously not an exhaustive kind of analysis but it may be a good 
starting point. Then make an hypothesis on how this sound could 
be created and finally try a sound synthesis, with different 
mathematical models, of the sound types; its comparison with the 
original sounds validate the correctness of the models and 
consequently permits to obtain valuables information on the 
nature of those sounds (analysis-by-synthesis method). In this 
way the analysis will be a means to obtain a reconstruction of the 
sounds of synthesis, of the programs for processing the sounds. 
This study will involve the analysis of the systems available at 
the time of the composition [11] and the study of related papers. 
The aim is to define a methodology that will allow the analysis of 
the composing process of a piece of music, on the base of the 
compositional process of the time as well as on any paper 
document referred to this or similar compositional process (notes, 
reflections, schemes, scores). Such a procedure would go through 
the hypothetical reconstruction and the phases of the synthesis of 
the piece, comparing the results with the original piece, and 
producing a critical analysis of the compositional process. Going 
beyond the arbitrary reconstruction of the sound we aim at 
historically positioning the piece taking into account its style, the 
composer style and the whole contemporary production. 



 

6. ANALYSIS  

The following sounds had been created and processed by the 
composer, by means of these equipments: oscillators; white noise 
generator; filters band pass (2-10 Hz); amplitude and ring 
modulator; reverberation chamber; alteration of the velocity of 
tape recording with or without changing the pitch; cut and paste 
[11]. 

6.1. Different kinds of sounds taken from “Continuo” 

The sounds in fig. 1 were identified perceptively and defined as 
follow: 
1. Frizzling. These are short and strident sounds at high 
frequencies with very thin bands of  frequencies separated by few 
Hz. 
2. Bubbling. These are short groups of sounds at different 
frequencies repeated very fast in a random way. They give the 
sensation of a bubbling liquid.  
3. Cu-cu. A sound formed by two short sounds, the first more 
high than the second. 
4. Sinusoidal sounds. These are sounds created by applying a 
band pass filter to white noise. 
 

 
Figure 1. Four timbres of sounds which are repeated in different 

parts of the composition. 
 
Bubblings: those are very complex sounds. The most probable 
way of synthesize this kind of sound is the granular synthesis. 
Nowadays it is easy enough to create such sounds but the 
problem is how to obtain it only with simple operations of editing 
as those of the Fifties. 
The most probable way was to elaborate some sound with cut 
and paste of very small pieces of tape with noise or concrete 
sounds (for example clapping). This would explain both the 
complexity of the sound and the presence of an impulsive noise, a 
sort of click, maybe caused by cuts and then masked by reverb. In 
the second part of the figure 2 there is the our attempt of re-
synthesize the sound. 
 

 
Figure 2. Comparison between a “bubbling” sound taken 

from "Continuo" and a synthesized one. 

 

 
Figure 3. Three particular sound-objects. 

 
Fig. 3 shows some sound-objects obtained by concrete sounds: 

1. Sound that if accelerated by 7 semitones seems an 
organ. 

2. Slowed percussions. 
3. Sinusoidal sound. 

6.2. Examples of use of the voice as a sound object  

In “Portrait of Erasmo” Maderna uses also processed demon’s 
voices by distortion and by varying the playing speed of the tape, 
to underline the contraposition between the idea of a man without 
freedom and the absolute freedom of demons (see fig. 4 and 5).  
There is a surreal sound environment created by various 
electronics and noise sounds, into which enters the processed 
voice, speaking and singing. The voice is used like sound-object, 
thanks to their particular timbre. 

1 

2 

3 

2  1 
3  4 



 

 

 

Figure 4. Up: Voices of the actors behind the scenes (“no, 
no, no...ho sbagliato”). Bottom: Descriptions of Demons 

used as background to the narration. 

 
Figure 5. Processed voices. Up: "Abramelec" (two times).  

Bottom: "Furfur" (4 times) 

6.3. Comparison between a sound taken from "Continuo" 
and two audio restoration of this original sound  

In the nineteenths music, in particular in the electro-acoustic 
repertoire, the importance given to timbre it presents many 
difficulties of analysis, writing and restoration. The sense as such 
of the compositions is sometimes contained in some shades too 
often  neglected and ignored.  
In the light of those considerations it is clear that the commercial 
restore, too aggressive, has deeply damaged the original sound. In 
this case the original was a greatly reverberated sound which 
seemed to come from the “mists of times” and the restored one 
sounds  as a whistle deprived of any aesthetic meaning.  
The restoration works, in our opinion, must be inspired by the 
following concept: to give back to the recording a sound quality 

considered optimal according to the standard procedures of the 
time, without transcending the technological level historically 
reached by the Studios. What we wanted to reproduce, therefore, 
is a copy restored according to a degree of audio quality 
technologically comparable with that which could have been 
realized by using the equipment and techniques of the time in 
ideal ways and conditions. 
This methodology aims at preserving the results of the creative 
process which are specific to the electro-acoustic assembling 
technology of the fifties, such as the tape junctions (provided that 
they are carried out well) and the mixing and editing procedures. It 
follows that the characterization of the degradations cannot derive 
only from the analysis of the digitalized signal, but also implies 
some external knowledge which includes musicological notions 
and, more precisely, the history of electronic composing 
techniques and the history of audio recording and reproducing 
systems. 
From fig. 6 it can be noticed as a restoration carried out with 
commercial aims can tend to eliminate some aesthetic elements, 
removing a “noise patina” which was been approved by the artist. 
Sometimes, an aggressive restoration, finalized to match the 
aesthetic tastes of the modern audience (adapted to the modern 
recordings quality), can also remove some sound-objects 
(bubbling, cu-cu, frizzling, for instance) used by the composer as 
musical instruments. 
 

 

a) 



 

 

 
Figure 6. a) spectrogram of the original sound (digitalized from 

original tape); b) spectrogram of the restoration by Mirage 
laboratory; c) spectrogram of a commercial restoration. 

7. CONCLUSIONS 

In electro-acoustic music timbre have a capital importance just 
because every work is realized starts from the timbre research in 
order to create new sonorities and in order to let the sound object 
inspire the composer. Every sound is thought, experimented and 
elaborated; it is the sound which gives sense to the whole opera.   
Not having exact data about the sounds used in the various operas 
the illustrated approach appears as the most logical method of 
analysis. The attempt and the produced examples show how it is 
possible to identify and reproduce fairly successfully some 
categories of sounds. Although the various attempts it is still 
difficult to describe and synthesize many kinds of sounds due to 
their own complexity , the difficulty of recognizing their source 
and for the reason that it is not known if the sounds were wanted 
or effects of particular conditions or errors generated by the 
machines used for the synthesis. Once created the first database 
the difficulty will be to determinate the nature of the different 
sounds. 

This analysis, made to build the analysis standard and the 
database itself, is also useful to develop a more conscious and 
correct audio restoration. 
The example given in fig. 6 represent only one of various 
problems related with audio restoration of such operas but it can 
form an opinion about the problems that an audio restorer must 
think about the nature of the sound to restore, the methods of 
creation of such sounds. 
The audio restoration process at the moment generally follows 
two different types of methods: restoration using a signal model, 
based on modern signal processing techniques and restoration 
using a model of sound reproduction. In this context we want to 
explore the theorization and definition of a new paradigm for 
restoration: the one that uses a process model, by means of 
recovery -reconstruction, through the analysis of compositional 
processes and of the software that was used (to sound synthesis, 
aid for composing, etc.). 
In the specific case of restoration of electronic music, the use of 
historical-musicological information about the use of timbre as 
fundamental parameter will be a necessary methodological 
assumption due to the impossibility to differently derive the 
sound models of the recordings. It is necessary that restoration be 
guided by the all the pieces of information external to the signal 
that can be found in the history of the composing of electronic 
music and in that of the related musical technology. In this sense 
the study of timbre finalized to the audio restoration of electronic 
music on tape and is part of the analysis of contemporary music. 
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Abstract

As a result of the progress in information technologies, algorithms for sound generation and transfor-
mation are now ubiquitous in multimedia systems, even though their performance and quality is rarely
satisfactory. For the specific needs of music production and multimedia art, sound models are needed
which are versatile, responsive to user’s expectations, and having high audio quality. Moreover, for
human-machine interaction model flexibility is a major issue. We will review some of the most impor-
tant computational models that are being used in musical sound production, and we will see that models
based on the physics of actual or virtual objects can meet most of the requirements, thus allowing the
user to rely on high-level descriptions of the sounding entities.

1 Introduction

In our everyday experience, musical sounds are increasingly listened to by means of loudspeakers. On the
one hand, it is desirable to achieve a faithful reproduction of the sound of acoustic instruments in high-
quality auditoria. On the other hand, the possibilities offered by digital technologies should be exploited
to approach sound-related phenomena in a creative way. Both of these needs call for mathematical and
computational models of sound generation and processing.

The timbre produced by acoustic musical instruments is caused by the physical vibration of a certain
resonating structure. This vibration can be described by signals that correspond to the time-evolution of the
acoustic pressure associated to it. The fact that the sound can be characterized by a set of signals suggests
quite naturally that some computing equipment could be successfully employed for generating timbres, for
either the imitation of acoustic instruments or the creation of new sounds with novel timbral properties.

The focus of this article is on computational models of timbre generation, especially on those models
that are directly based on physical descriptions of generation process. The general framework of sound
modeling is explained in sections 2 and 3. We will divide modeling paradigms into signal models and
physics-based models. They will be illustrated in Section 5 and 6. Several techniques are presented for
modeling sound sources and general, linear and nonlinear acoustic systems.

2 Computational models as abstract timbre models

In order to generate, manipulate, and think about timbre, it is useful to organize our intuitive sound abstrac-
tions into sound objects, in the same way as abstract categories are needed for defining visual objects. The
first extensive investigation and systematization of sound objects from a perceptual viewpoint was done by
Pierre Shaeffer in the fifties [1]. Nowadays, a common terminology is available for describing sound objects
both from a phenomenological or a referential viewpoint, and for describing collections of such objects (i.e.
soundscapes) [2], [3], [4].

For effective generation and manipulation of the timbre it is necessary to define models for sound syn-
thesis, processing, and composition. Identifying models, either visual or acoustic, is equivalent to making



high-level constructive interpretations, built up from the zero level (i.e. pixels or sound samples). It is
important for the model to be associated with a semantic interpretation, in such a way that an intuitive ac-
tion on model parameters becomes possible. A sound generation model is implemented by means of sound
synthesis and processing techniques. A wide variety of sound synthesis algorithms is currently available
either commercially or in the literature. Each one of them exhibits some peculiar characteristics that could
make it preferable to others, depending on goals and needs. Technological progress has made enormous
steps forward in the past few years as far as the computational power that can be made available at low cost
is concerned. At the same time, sound synthesis methods have become more and more computationally
efficient and the user interface has become friendlier and friendlier. As a consequence, musicians can nowa-
days access a wide collection of synthesis techniques (all available at low cost in their full functionality),
and concentrate on their timbral properties.

Each sound synthesis algorithm can be thought of as a computational model for the sound itself. Though
this observation may seem quite obvious, its meaning for sound synthesis is not so straightforward. As a
matter of fact, modeling sounds is much more than just generating them, as a computational model can be
used for representing and generating a whole class of sounds, depending on the choice of control parame-
ters. The idea of associating a class of sounds to a digital sound model is in complete accordance with the
way we tend to classify natural musical instruments according to their sound generation mechanism. For
example, strings and woodwinds are normally seen as timbral classes of acoustic instruments characterized
by their sound generation mechanism. It should be clear that the degree of compactness of a class of sounds
is determined, on one hand, by the sensitivity of the digital model to parameter variations and, on the other
hand, the amount of control that is necessary to obtain a certain desired sound. As an extreme example we
may think of a situation in which a musician is required to generate sounds sample by sample, while the task
of the computing equipment is just that of playing the samples. In this case the control signal is represented
by the sound itself, therefore the class of sounds that can be produced is unlimited but the instrument is
impossible for a musician to control and play. An opposite extremal situation is that in which the synthe-
sis technique is actually the model of an acoustic musical instrument. In this case the class of sounds that
can be produced is much more limited (it is characteristic of the mechanism that is being modeled by the
algorithm), but the degree of difficulty involved in generating the control parameters is quite modest, as it
corresponds to physical parameters that have an intuitive counterpart in the experience of the musician. An
interesting conclusion that could be already drawn in the light of what we stated above is that the generality
of the class of sounds associated to a sound synthesis algorithm is somehow in contrast with the “playa-
bility” of the algorithm itself. One should remember that the ”playability” is of crucial importance for the
success of a specific sound synthesis algorithm as, in order for a sound synthesis algorithm to be suitable
for musical purposes, the musician needs an intuitive and easy access to its control parameters during both
the sound design process and the performance. Such requirements often represents the reason why a certain
synthesis technique is preferred to others. From a mathematical viewpoint, the musical use of sound mod-
els opens some interesting issues: description of a class of models that are suitable for the representation
of musically-relevant acoustic phenomena; description of efficient and versatile algorithms that realize the
models; mapping between meaningful acoustic and musical parameters and numerical parameters of the
models; analysis of sound signals that produces estimates of model parameters and control signals; approx-
imation and simplification of the models based on the perceptual relevance of their features; generalization
of computational structures and models in order to enhance versatility.

3 Sound Modeling

In the music sound domain, we definegenerative modelsas those models which give computational form to
abstract objects, thus representing a sound generation mechanism.



Generative models can represent the dynamics of real or virtual generating objects (physics-based mod-
els), or they can represent the physical quantities as they arrive to human senses (signal models) [5] (see
figure??). In our terminology, signal models are models of signals as they are emitted from loudspeakers
or arrive to the ears. The connection with human perception is better understood when considering the
evaluation criteria of the generative models. The evaluation of a signal model should be done according to
certain perceptual cues. On the contrary, physics-based models are better evaluated according to the physical
behaviors involved in the sound production process.

In classic sound synthesis, signal models dominated the scene, due to the availability of very efficient and
widely applicable algorithms (e.g. frequency modulation). Moreover, signal models allow to design sounds
as objectsper sewithout having to rely on actual pieces of material which act as a sound source. However,
many people are becoming convinced of the fact that physics-based models are closer to the users/designers’
needs of interacting with sound objects. The semantic power of these models seems to make them preferable
for this purpose. The computational complexity of physically-based algorithms is becoming affordable with
nowadays technology, even for real-time applications. We keep in mind that the advantage we gain in model
expressivity comes to the expense of the flexibility of several general-purpose signal models. For this reason,
signal models keep being the model of choice in many applications, especially for music composition.

In the perspective of a multisensorial unification under common models, physics-based models offer
an evident advantage over signal models. In fact, the mechanisms of perception for sight and hearing are
very different, and a unification at this level looks difficult. Even though analogies based on perception
are possible, an authentic sensorial coherence seems to be ensured only by physics-based models. The
interaction among various perceptions can be an essential feature if we want to maximize the amount of
information conveyed to the spectator/actor. The unification of visual and aural cues is more properly done
at the level of abstractions, where the cultural and experience aspects become fundamental. Thus, building
models closer to the abstract object, as it is conceived by the designer, is a fundamental step in the direction
of this unification.

4 Classic Signal Models

Here we will briefly overview the most important signal models for musical sounds. A more extensive
presentation can be found in several tutorial articles and books on sound synthesis techniques [6], [7], [8],
[9], [10], [11]. Instead, section 5 will cover the most relevant paradigms in physically-based sound modeling.

4.1 Spectral models

Since the human ear acts as a particular spectrum analyser, a first class of synthesis models aims at modeling
and generating sound spectra. The Short Time Fourier Transform and other time-frequency representations
provide powerful sound analysis tools for computing the time-varying spectrum of a given sound.

4.1.1 Sinusoidal model

When we analyze a pitched sound, we find that its spectral energy is mainly concentrated at a few discrete
(slowly time-varying) frequenciesfi. These frequency lines correspond to different sinusoidal components
called partials. If the sound is almost periodic, the frequencies of partials are approximately multiple of
the fundamental frequencyf0, ie. fi(t) ' i f0(t). The amplitudeai of each partial is not constant and
its time-variation is critical for timbre characterization. If there is a good degree of correlation among the
frequency and amplitude variations of different partials, these are perceived as fused to give a unique sound
with its timbre identity.



The sinusoidal model assumes that the sound can be modeled as a sum of sinusoidal oscillators whose
amplitudeai and frequencyfi are slowly time-varying

ss(t) =
∑

i

ai(t) cos[φi(t)] , (1)

φi(t) =
∫ t

0
2πfi(τ)dτ + φi(0) , (2)

or, digitally,

ss(n) =
∑

i

ai(n) cos[φi(n)] , (3)

φi(n) = 2π fi(n)Ts + φi(n− 1) , (4)

whereTs is the sampling period. Equations (1) and (2) are a generalization of the Fourier theorem, that
states that a periodic sound of frequencyf0 can be decomposed as a sum of harmonically related sinusoids
ss(t) =

∑
i ai cos(2πif0t + φi).

This model is also capable of reproducing aperiodic and inharmonic sounds, as long as their spectral
energy is concentrated near discrete frequencies (spectral lines). In computer music this model is called
additive synthesisand is widely used in music composition. Notice that the idea behind this method is not
new. As a matter of fact, additive synthesis has been used for centuries in some traditional instruments such
as organs. Organ pipes, in fact, produce relatively simple sounds that, combined together, contribute to the
richer spectrum of some registers. Particularly rich registers are created by using many pipes of different
pitch at the same time. Moreover this method, developed for simulating natural sounds, has become the
“metaphorical” foundation of a compositional methodology based on the expansion of the time scale and
the reinterpretation of the spectrum in harmonic structures.

4.1.2 Random noise models

The spread part of the spectrum is perceived as random noise. The basic noise generation algorithm is the
congruential method

sn = [asn(n− 1) + b] modM . (5)

With a suitable choice of the coefficientsa andb it produces pseudorandom sequences with flat spectral
density magnitude (white noise). Different spectral shapes ca be obtained using white noise as input to a
filter.

4.1.3 Filters

Some sources can be modeled as an exciter, characterized by a spectrally rich signal, and a resonator,
described by a linear system, connected in a feed-forward relationship. An example is the voice, where the
periodic pulses or random fluctuations produced by the vocal folds are filtered by the vocal tract, that shapes
the spectral envelope. The vowel quality and the voice color greatly depends on the resonance regions of
the filter, called formants.

If the system is linear and time-invariant, it can be described by the filterH(z) = B(z)/A(z) that can
be computed by a difference equation

sf (n) =
∑

i

biu(n− i)−
∑

k

aksf (n− k) . (6)



whereak e bi are the filter coefficients andu(n) e sf (n) are input and output signals. The model is also
represented by the convolution of the sourceu(n) with the impulse response of the filter

sf (n) = (u ∗ h)(n)
4
=

∑

k

h(n− k)u(k) . (7)

Digital signal processing theory gives us the tools to design the filter structure and to estimate the filter
coefficients in order to obtain a desired frequency response. This model combines the spectral fine structure
(spectral lines, broadband or narrowband noise, etc.) of the input with the spectral envelope shaping prop-
erties of the filter:Sf (f) = U(f) H(f). Therefore, it is possible to control and modify separately the pitch
from the formant structure of a speech sound. In computer music this model is calledsubtractive synthesis.
If the filter is static, the temporal features of the input signal are maintained. If, conversely, the filter coef-
ficients are varied, the frequency response changes. As a consequence, the output will be a combination of
temporal variations of the input and of the filter (cross-synthesis).

If we make some simplifying hypothesis about the input, it is possible to estimate both the parameters
of the source and the filter of a given sound. The most common procedure is linear predictive coding (LPC)
which assumes that the source is either a periodic impulse train or white noise, and that the filter is all pole
(i.e., no zeros) [12]. LPC is widely used for speech synthesis and modification.

A special case is when the filter features a long delay as in

sf (n) = βu(n)− αsf (n−Np) . (8)

This is a comb type filter featuring frequency resonances multiple of a fundamentalfp = Fs/Np, where
Fs = 1/Ts is the sampling rate. If initial values are set for the whole delay line, for example random values,
all the frequency components that do not coincide with resonance frequencies are progressively filtered out
until a harmonic sound is left. If there is attenuation (α < 1) the sound will have a decreasing envelope.
Substitutingα and/orβ with filters, the sound decay time will depend on frequency. For example ifα
is smaller at higher frequencies, the upper harmonics will decay faster than the lower ones. We can thus
obtain simple sound simulations of the plucked strings [13], [14], where the delay line serves to establish
oscillations. This method is suitable to model sounds produced by a brief excitation of a resonator, where
the latter establishes the periodicity, and the interaction between exciter and resonator can be assumed to be
feedforward. This method is calledlong-term predictionor Karplus-Strongsynthesis. More general musical
oscillators will be discussed in sect. 6.

4.2 Time domain models

When the sound characteristics are rapidly varying, as during attacks or non stationary sounds, spectral
models tend to presents artifacts, due to low time-frequency resolution or to the increase of the amount
of data used in the representation. To overcome these difficulties, time domain models were proposed. A
first class, calledsamplingor wavetable, stores the waveforms of musical sounds or sound fragments in
a database. During synthesis, a waveform is selected and reproduced with simple modifications, such as
looping of the periodic part, or sample interpolation for pitch shifting. The same idea is used for simple
oscillators, that repeats a waveform stored in a table (table-lookup oscillator).

4.2.1 Granular models

More creative is thegranular synthesismodel. The basic idea is that a sound can be considered as a se-
quence, possibly with overlaps, of elementary and short acoustic elements calledgrains. Additive synthesis
starts from the idea of dividing the sound in the frequency domain into a number of simpler elements (si-
nusoidal). Granular synthesis, instead, starts from the idea of dividing the sound in the time domain into a



sequence of short elements called “grains”. The parameters of this technique are the waveform of the grain
gk(·), its temporal locationlk and amplitudeak

sg(n) =
∑

k

akgk(n− lk) . (9)

A complex and dynamic acoustic event can be constructed starting from a large quantity of grains. The
features of the grains and their temporal locations determine the sound timbre. We can see it as being similar
to cinema, where a rapid sequence of static images gives the impression of objects in movement. The initial
idea of granular synthesis dates back to Gabor [15], while in music it arises from early experiences of tape
electronic music. The choice of parameters can be via various criteria, at the base of which, for each one,
there is an interpretation model of the sound. In general, granular synthesis is not a single synthesis model
but a way of realizing many different models using waveforms that are locally defined. The choice of the
interpretation model implies operational processes that may affect the sonic material in various ways.

The most important and classic type of granular synthesis (asynchronous granular synthesis) distributes
grains irregularly on the time-frequency plane in form of clouds [16]. The grain waveform is

gk(i) = wd(i) cos(2πfkTsi) , (10)

wherewd(i) is a window of lengthd samples, that controls the time span and the spectral bandwidth around
fk. For example, randomly scattered grains within a mask, which delimits a particular frequency/amplitude/time
region, result in a sound cloud or musical texture that varies over time. The density of the grains within the
mask can be controlled. As a result, articulated sounds cane be modeled and, wherever there is no interest
in controlling the microstructure exactly, problems involving the detailed control of the temporal character-
istics of the grains can be avoided. Another peculiarity of granular synthesis is that it eases the design of
sound events as parts of a larger temporal architecture. For composers, this means a unification of composi-
tional metaphors on different scales and, as a consequence, the control over a time continuum ranging from
the milliseconds to the tens of seconds. There are psychoacoustic effects that can be easily experimented by
using this algorithm, for example crumbling effects and waveform fusions, which have the corresponding
counterpart in the effects of separation and fusion of tones.

4.3 Hybrid models

Different models can be combined in order to have a more flexible and effective sound generation. One
approach isSpectral Modeling Synthesis(SMS) [17] that considers sounds as composed by a sinusoidal part
ss(t) (see Eq. 1), corresponding to the main system modes of vibration, and a residualr(t), modeled as the
convolution of white noise with a time-varying frequency shaping filter (see Eq. 7)

ssr(t) = ss(t) + r(t) . (11)

The residual comprises the energy produced in the excitation mechanism which is not transformed into
stationary vibrations, plus any other energy contribution that is not sinusoidal in nature. By using the short
time Fourier transform and a peak detection algorithm, it is possible to separate the two parts at the analysis
stage, and to estimate the time varying parameters of these models. The main advantage of this model is that
it is quite robust to sound transformations that are musically relevant, such as time stretching, pitch shifting,
and spectral morphing.

In the SMS model, transients and rapid signal variations are not well represented. Verma et al. [18]
proposed an extension of SMS that includes a third component due to transients. Their method is called
Sinusoids+Transients+Noise (S+T+N) and is expressed by

sSTN (t) = ss(t) + sg(t) + r(t) , (12)



wheresg(t) is a granular term representing the signal transients. This term is automatically extracted from
the SMS residual using the Discrete Cosine Transform, followed by a second SMS analysis in the frequency
domain.

4.4 Abstract models: frequency modulation

Another class of sound synthesis algorithms is neither derived from physical mechanisms of sound pro-
duction, nor from any sound analysis techniques. These are algorithms derived from the mathematical
properties of a formula. The most important of these algorithms is the so called synthesis byFrequency
Modulation(FM) [19]. The technique works as an instantaneous modulation of the phase or frequency of a
sinusoidal carrier according to the behavior of another signal (modulator), which is usually sinusoidal. The
basic scheme can be expressed as follows:

s(t) = sin[2πfct + I sin(2πfmt)] =
∞∑

k=−∞
Jk(I) sin[2π(fc + kfm)t] (13)

whereJk(I) is the Bessel function of orderk. The resulting spectrum presents lines at frequencies|fc ±
kfm|. The ratiofc/fm determines the spectral content of sounds, and is directly linked to some important
features, like the absence of even components, or the inharmonicity.

The parameterI (modulation Index) controls the spectral bandwidth aroundfc, and is usually associated
with a time curve (the so called envelope), in such a way that time evolution of the spectrum is similar
to that of traditional instruments. For instance, a high value of the modulation index determines a wide
frequency bandwidth, as it is found during the attack of typical instrumental sounds. On the other hand, the
gradual decrease of the modulation index determines a natural shrinking of the frequency bandwidth during
the decay phase. From the basic scheme, other variants can be derived, such as parallel modulators and
feedback modulation. So far, however, no general algorithm has been found for deriving the parameters of
an FM model from the analysis of a given sound, and no intuitive interpretation can be given to the parameter
choice, as this synthesis technique does not evoke any previous musical experience of the performer. The
main qualities of FM, i.e. great timbre dynamics with just a few parameters and a low computational cost,
are progressively losing importance within modern digital systems. Other synthesis techniques, though
more expensive, can be controlled in a more natural and intuitive fashion. The FM synthesis, however, still
preserves the attractiveness of its own peculiar timbre space and, although it is not particularly suitable for
the simulation of natural sounds, it offers a wide range of original synthetic sounds that are of considerable
interest for computer musicians.

5 Physics-based Models

In the family of physics-based models we put all the algorithms generating sounds as a side effect of a more
general process of simulation of a physical phenomenon. Physics-based models can be classified according
to the way of representing, simulating and discretizing the physical reality. Hence, we can talk about cellular,
finite-difference, and waveguide models, thus intending that these categories are not disjoint but, in some
cases, they represent different viewpoints on the same computational mechanism. Moreover, physics-based
models have not necessarily to be based on the physics of the real world, but they can, more generally, gain
inspiration from it; in this case we will talk about pseudo-physical models.

In this chapter, the approach to physically-based synthesis is carried on with particular reference to
real-time applications, therefore the time complexity of algorithms plays a key role. We can summarize the
general objective of the presentation saying that we want to obtain models for large families of sounding
objects, and these models have to provide a satisfactory representation of the acoustic behavior with the
minimum computational effort.



5.1 Functional Blocks

In real objects we can often outline functionally distinct parts, and express the overall behavior of the system
as the interaction of these parts. Outlining functional blocks helps the task of modeling, because for each
block a different representation strategy can be chosen. In addition, the range of parameters can be better
specified in isolated blocks, and the gain in semantic clearness is evident. Our analysis stems from musical
instruments, and this is justified by the fact that the same generative mechanisms can be found in many other
physical objects. In fact, we find it difficult to think about a physical process producing sound and having no
analogy in some musical instrument. For instance, friction can be found in bowed string instruments, striking
in percussion instruments, air turbulences in jet-driven instruments, etc. . Generally speaking, we can think
of musical instruments as a specialization of natural dynamics for artistic purposes. Musical instruments are
important for the whole area of sonification in multimedia environments because they constitute a testbed
where the various simulation techniques can easily show their merits and pitfalls.

The first level of conceptual decomposition that we can devise for musical instruments is represented by
the interaction scheme of figure 1, where two functional blocks are outlined: a resonator and an exciter. The
resonator sustains and controls the oscillation, and is related with sound attributes like pitch and spectral
envelope. The exciter is the place where energy is injected into the instrument, and it strongly affects
the attack transient of sound, which is fundamental for timbre identification. The interaction of exciter
and resonator is the main source of richness and variety of nuances that can be obtained from a musical
instruments. When translating the conceptual decomposition into a model, two dynamic systems are found
[20]: the excitation block, which is strongly non-linear, and the resonator, supposed to be linear to a great
extent. The player controls the performance by means of inputs to the two blocks. The interaction can be
“feedforward”, when the exciter doesn’t receive any information from the resonator, or “feedback”, when
the two blocks exert a mutual information exchange. In this conceptual scheme, the radiating element (bell,
resonating body, etc.) is implicitly enclosed within the resonator. In a clarinet, for instance, we have a
feedback structure where the reed is the exciter and the bore with its bell acts as a resonator. The player
exert exciting actions such as controlling the mouth pressure and the embouchure, as well as modulating
actions such as changing the bore effective length by opening and closing the holes. In a plucked string
instrument, such as a guitar, the excitation is provided by plucking the string, the resonator is given by the
strings and the body, and modulating actions take the form of fingering. The interaction is only weakly
feedback, so that a feedforward scheme can be adopted as a good approximation: the excitation imposes the
initial conditions and the resonator is then left free to vibrate.

EXCITER

Non-Linear
Dynamic
System

RESONATOR

Linear
Dynamic
System

Exciting
Actions

Modulating
Actions

Out

Figure 1: Exciter-Resonator Interaction Scheme

In practical physical modeling the block decomposition can be extended to finer levels of detail, as both
the exciter and the resonator can be further decomposed into simpler functional components, e.g. the holes
and the bell of a clarinet as a refinement of the resonator. At each stage of model decomposition, we are faced
with the choice of expanding the blocks further (white-box modeling), or just considering the input-output
behavior of the basic components (black-box modeling). In particular, it is very tempting to model just the
input-output behavior of linear blocks, because in this case the problem reduces to filter design. However,



such an approach provides structures whose parameters are difficult to interpret and, therefore, to control.
In any case, when the decomposition of an instrument into blocks corresponds to a similar decomposition
in digital structures, a premium in efficiency and versatility is likely to be obtained. In fact, we can focus on
functionally distinct parts and try to obtain the best results from each before coupling them together [21].

In digital implementations, in between the two blocks exciter and resonator, a third block is often found.
This is an interaction block and it can convert the variables used in the exciter to the variables used in the
resonator, or avoid possible anomalies introduced by the discretization process. The idea is to have a sort of
adaptor for connecting different blocks in a modular way. This adaptor might also serve to compensate the
simplifications introduced by the modeling process. To this end, a residual signal might be introduced in
this block in order to improve the sound realism. The limits of a detailed physical simulation are also found
when we try to model the behavior of a complex linear vibrating structure, such as a soundboard; in such
cases it can be useful to record its impulse response and include it in the excitation signal as it is provided
to a feedforward interaction scheme. Such a method is calledcommuted synthesis, since it makes use of
commutativity of linear, time-invariant blocks [22], [23].

It is interesting to notice that the integration of sampled noises or impulse responses into physical models
is analogous to texture mapping in computer graphics [24]. In both cases the realism of a synthetic scene is
increased by insertion of snapshots of textures (either visual or aural) taken from actual objects and projected
onto the model.

5.2 Cellular models

A possible approach to simulation of complex dynamical systems is their decomposition into a multitude
of interacting particles. The dynamics of each of these particles are discretized and quantized in some
way to produce a finite-state automaton (a cell), suitable for implementation on a processing element of a
parallel computer. The discrete dynamical system consisting of a regular lattice of elementary cells is called
a cellular automaton [25], [26]. The state of any cell is updated by a transition rule which is applied to
the previous-step state of its neighborhood. When the cellular automaton comes from the discretization of
a homogeneous and isotropic medium it is natural to assume functional homogeneity and isotropy, i.e. all
the cells behave according to the same rules and are connected to all their immediate neighbors in the same
way [25]. If the cellular automaton has to be representative of a physical system, the state of cells must be
characterized by values of selected physical parameters, e.g. displacement, velocity, force.

Several approaches to physically-based sound modeling can be recast in terms of cellular automata, the
most notable being the CORDIS-ANIMA system introduced by Cadoz and his co-workers [27], [28], [29],
who came up with cells as discrete-time models of small mass-spring-damper systems, with the possible
introduction of nonlinearities. The main goal of the CORDIS-ANIMA project was to achieve high degrees of
modularity and parallelism, and to provide a unified formalism for rigid and flexible bodies. The technique
is very expensive for an accurate sequential simulation of wide vibrating objects, but is probably the only
effective way in the case of a multiplicity of micro-objects (e.g. sand grains) or for very irregular media,
since it allows an embedding of the material characteristics (viscosity, etc.). An example of CORDIS-
ANIMA network discretizing a membrane is shown in figure??, where we have surrounded by triangles
the equal cells which provide output variables depending on the internal state and on input variables from
neighboring cells. Even though the CORDIS-ANIMA system uses heterogeneous elements such as matter
points or visco-elastic links, a network can be restated in terms of a cellular automaton showing functional
homogeneity and isotropy.

A cellular automaton is inherently parallel, and its implementation on a parallel computer shows excel-
lent scalability. Moreover, in the case of the multiplicity of micro-objects, it has shown good effectiveness
for joint production of audio and video simulations [30]. It might be possible to show that a two-dimensional
cellular automaton can implement the model of a membrane as it is expressed by a waveguide mesh. How-



ever, as we will see in sections 5.3 and 5.4, when the system to be modeled is the medium where waves
propagate, the natural approach is to start from the wave equation and to discretize it or its solutions. In
the fields of finite-difference methods or waveguide modeling, theoretical tools do exist for assessing the
correctness of these discretizations. On the other hand, only qualitative criteria seem to be applicable to
cellular automata in their general formulation.

5.3 Finite-difference models

When modeling vibrations of real-world objects, it can be useful to consider them as rigid bodies connected
by lumped, idealized elements (e.g. dashpots, springs, geometric constraints, etc.) or, alternatively, to
treat them as flexible bodies where forces and matter are distributed over a continuous space (e.g. a string, a
membrane, etc.). In the two cases the physical behavior can be represented by ordinary or partial differential
equations, whose form can be learned from physics textbooks [31] and whose coefficient values can be
obtained from physicists’ investigations or from direct measurements. These differential equations often
give only a crude approximation of reality, as the objects being modeled are just too complicated. Moreover,
as we try to solve the equations by numerical means, a further amount of approximation is added to the
simulated behavior, so that the final result can be quite far from the real behavior.

One of the most popular ways of solving differential equations is finite differencing, where a grid is
constructed in the spatial and time variables, and derivatives are replaced by linear combinations of the
values on this grid. Two are the main problems to be faced when designing a finite-difference scheme for a
partial differential equation: numerical losses and numerical dispersion. There is a standard technique [32],
[33] for evaluating the performance of a finite-difference scheme in contrasting these problems: the von
Neumann analysis. It can be quickly explained on the simple case of the ideal string (or the ideal acoustic
tube), whose wave equation is [34]

∂2p(x, t)
∂t2

= c2 ∂2p(x, t)
∂x2

, (14)

wherec is the wave velocity of propagation,t andx are the time and space variables, andp is the string
displacement (or acoustic pressure). By replacing the second derivatives by central second-order differences,
the explicit updating scheme for thei-th spatial sample of displacement (or pressure) is:

p(i, n + 1) = 2

(
1− c2∆t2

∆x2

)
p(i, n)− p(i, n− 1)

+
c2∆t2

∆x2 [p(i + 1, n) + p(i− 1, n)] , (15)

where∆t and∆x are the time and space grid steps. The von Neumann analysis assumes that the equation
parameters are locally constant and checks the time evolution of a spatial Fourier transform of (15). In this
way a spectral amplification factor is found whose deviations from unit magnitude and linear phase give
respectively the numerical loss (or amplification) and dispersion errors. For the scheme (15) it can be shown
that a unit-magnitude amplification factor is ensured as long as the Courant-Friedrichs-Lewy condition [32]

c∆t

∆x
≤ 1 (16)

is satisfied, and that no numerical dispersion is found if equality applies in (16). A first consequence of (16)
is that only strings having length which is an integer number ofc∆t are exactly simulated. Moreover, when
the string deviates from ideality and higher spatial derivatives appear (physical dispersion), the simulation
becomes always approximate. In these cases, the resort to implicit schemes can allow the tuning of the
discrete algorithm to the amount of physical dispersion, in such a way that as many partials as possible are
reproduced in the band of interest [35].



It is worth noting that ifc in equation (14) is a function of time and space, the finite difference method
retains its validity because it is based on a local (in time and space) discretization of the wave equation.
Another advantage of finite differencing over other modeling techniques is that the medium is accessible at
all the points of the time-space grid, thus maximizing the possibilities of interaction with other objects.

When the objects being simulated are rigid bodies, they can be described by ordinary differential equa-
tions

ẏ(t) = F[y(t),u(t), t ] ,
y(0) = y0 ,

(17)

being u(t) the vector describing the set of input signals andy0 initial conditions. Numerical analysis
developed a plethora of techniques for their integration [32] transforming Eq.(17) into difference equations

y(n + 1) = Fd[y(n),u(n),n] . (18)

However, attention must be paid to stability issues and to the correct reproduction of important physical
attributes. These issues are strongly dependent on the numerical integration technique and on the sampling
rate which are to be used. In most of the cases, there is no better method than trying several techniques and
comparing the results, but the task is often facilitated by the fact that the strong nonlinearities are lumped.
For example, in [36], the dynamics of a clarinet reed is discretized by using a fourth-order Runge-Kutta
method, Euler differencing, and bilinear transformation [37]. The Runge-Kutta method turns out to be
unstable for low sampling rates, while Euler differencing shows a poor reproduction of the characteristic
resonance of the reed, due to numerical losses. For that specific case, the best choice seems to be the
bilinear transform, which corresponds to a trapezoidal integration of the differential equations, possibly with
some warping of the frequency axis [38] for adjusting the resonance central frequency. The discretization
by impulse invariance [37] is also a reliable tool when aliasing can be neglected, and its performance is
often preferable to bilinear transformation in acoustic modeling because it is free of frequency warping and
artificial damping. Other discretization methods have recently been compared using the clarinet reed as a
testbed [39]. As a result, it seems that a technique that employs polynomial interpolation of the input signals
[40] gives the best reproduction of the reed resonance at an affordable cost. This latter technique can be
interpreted as an extension of the impulse invariance that includes some antialias filtering.

Further studies are needed to establish the most suitable discretization techniques for the many kinds of
lumped dynamics, with special attention to be paid to the looped connection of lumped non-linear elements
with memoryless nonlinearities and distributed resonators. Several techniques from signal processing and
numerical analysis are yet to be experimented, while some general methodologies are just being proposed.
In this respect, section 5.4 will show how, switching to a wave-variable representation of the physical quan-
tities, it is possible to apply the paradigms of Wave Digital filters and Waveguide networks to the lumped
and distributed elements respectively.

5.4 Wave models

When discretizing physical systems a key role is played by the efficiency and accuracy of the discretization
technique. Namely, we would like to be able to simulate simple vibrating structures and exciters with no
artifacts (e.g. aliasing, or non-computable dependencies) and with low computational complexity. Due to
its good properties with respect to these two criteria, one of the most popular ways of approaching physical
modeling of acoustic systems makes use of wave variables instead of absolute physical quantities. Given
the dual physical variablesp andu (let us call them pressure and velocity), the pressure waves are defined
as

p+ = (p + Z0u)/2 ,
p− = (p− Z0u)/2 ,

(19)

whereZ0 is an arbitrary reference impedance.



When wave variables are adopted in the digital domain for representing lumped components this ap-
proach is called Wave Digital Filtering [41] It is possible to show that a lumped component having impedance
Z(z) = P (z)/U(z) can be represented in pressure waves by

R(z) =
P−(z)
P+(z)

=
Z(z)− Z0

Z(z) + Z0
. (20)

The reference impedanceZ0 is chosen in such a way that there is at least one delay element in any signal
path connectingp+ with p−. The complete wave network is derived by applying the Kirchhoff principles
[42] to junctions of components derived by the previous steps (wave-scattering formulation of the network)
and to abrupt changes of the characteristic impedance.

On the other hand, when the components to be modeled are distributed wave-propagating media, Dig-
ital Waveguide Networks [43] can be used to simulate them. In these models the physical variables are
decomposed into their respective wave variables and their propagation is simulated by means of delay lines.
Low-pass and all-pass filters are added to simulate dissipative and dispersive effects in the medium.

As opposed to finite differencing, which discretize the wave equation (see eqs. (14) and (15)), waveguide
models come from discretization of the solution of the wave equation. The solution to the one-dimensional
wave equation (14) was found by D’Alembert in 1747 in terms of traveling waves:

p(x, t) = p+(t− x/c) + p−(t + x/c) . (21)

Eq. (21) shows that the physical quantityp (e.g. string displacement or acoustic pressure) can be expressed
as the sum of two wave quantities traveling in opposite directions. In waveguide models waves are sampled
in space and time in such a way that equality holds in (16). If propagation along a one-dimensional medium,
such as a cylinder, is ideal, i.e. linear, non-dissipative and non-dispersive, wave propagation is represented
in the discrete-time domain by a couple of digital delay lines (Fig. 2), which propagates wave variables, as
defined in (19) withZ0 characteristic impedance of the medium. As a slight generalization, it can be seen
that the wave equation in a cone is identical to the wave equation in a cylinder (eq. (14), except thatp(x, t) is
replaced byx p(x, t) wherex is the radial position along the cone axis. Thus, the solution is a superposition
of left- and right-going traveling wave components, scaled by1/x and can still be implemented by a couple
of delay lines.

(t)

(t)

(t - nT)

(t + nT)

p
+

p -

Wave Delay

Wave Delay

p
+

p -

Figure 2: Wave propagation propagation in a ideal (i.e. linear, non-dissipative and non-dispersive) medium
can be represented, in the discrete-time domain, by a couple of digital delay lines.

Let us consider deviations from ideal propagation due to losses and dispersion in the resonator. Usually,
these linear effects are lumped and simulated with a few filters which are cascaded with the delay lines.
Losses due to terminations, internal frictions, etc., give rise to gentle low pass filters, whose parameters can
be identified from measurements [23]. Wave dispersion, which is often due to medium stiffness, is simulated
by means of allpass filters whose effect is to produce a frequency-dependent propagation velocity [44].

In order to increase the computational efficiency, delay lines and filters should be lumped into as few
processing blocks as possible. However, when considering the interaction with an exciter or signal pick-up



from certain points of the resonator, the process of commuting and lumping linear blocks must be done with
care. If the excitation is a velocity signal injected into a string, it will produce two velocity waves outgoing
from the excitation point, and therefore at least two delay lines will be needed to represent propagation. The
process of commuting and lumping must maintain the semantics at the observation points, while in the other
points of the structure it is not necessary to have a strict correspondence with the physical reality.

Another aspect that we like to mention is that of simulating fractional delays. This is necessary when
modeling musical instruments, since the proper tuning usually requires a space discretization much finer
than dictated by the sample rate. More generally, fractional delay lengths are needed whenever time-varying
acoustic objects (such as a string which is varying its length) are being modeled by digital waveguide net-
works. For this purpose, allpass filters or Lagrange interpolators of various orders can be used [45], the
former suffering from phase distortion in high frequency, the latter suffering from both phase and amplitude
distortion. However, low-order filters of both families can be used satisfactorily in most practical cases. In
other cases, the problem of designing a tuning filter is superseded by the more general problem of modeling
wave dispersion [46]. When the physical medium is changing its internal properties during vibration (e.g. a
string exhibiting tension modulation), we should use a digital delay line that allows a continuous variation
of the spatial sampling rate [47], or integrate the effects of the internal changes along the whole resonator
length so that it becomes possible to treat them in a lumped fashion as length modulations [48].

So far, we have talked about one-dimensional resonators, but many musical instruments (e.g. percus-
sions) and most of the real-world objects are subject to deformation along several dimensions. The algo-
rithms presented so far can be adapted to the case of multidimensional propagation of waves, even though
new problems of efficiency and accuracy arise. All the models grow in computational complexity with the
increase of dimensionality, and for any of them, the choice of the right discretization grid is critical. For
example, a rectangular waveguide mesh can be effective for simulating a vibrating flexible membrane, but
the simulation of wave propagation turns out to be exact only along the diagonals of the mesh, while else-
where it is affected by a dispersive phenomenon due to the fact that we are simulating circular waves by
portions of plane waves. Waveguide meshes are shown to be equivalent to special kinds of finite-difference
schemes [49], so that the von Neumann analysis can be used to evaluate the numerical properties of the
algorithms. Special attention has to be paid to the dependence of the dispersion factor on frequency, direc-
tion, and mesh geometry, because this influences the distribution of resonances, and therefore affects the
tone color and intonation. For membrane simulation, one of the most accurate yet efficient meshes is the
triangular mesh [50], [51]. Interpolated waveguide meshes have recently been introduced for improving the
accuracy while using simple geometries [52]. For three-dimensional wave propagation, the tetrahedral mesh
is very attractive because its junctions can be implemented without any multiplication [53]. As compared
to more conventional numerical techniques, such as finite difference schemes, the waveguide meshes offer
the advantage that all the signals in the discrete-time system have a physical meaning, so that it is relatively
straightforward to augment the model with some extra load (e.g. the air load for a membrane) or with
nonlinearities.

6 Non linear musical oscillators

Nonlinearities assume a great importance in acoustic systems, especially where a wave-propagation medium
is excited. A good model for these nonlinear mechanisms is essential for timbral quality, and is the real
kernel of a physical model, which could otherwise be reduced to linear postprocessing of an excitation
signal. Since the area where the excitation takes place is usually small, it makes sense to use lumped models
for the excitation nonlinearity. In some cases, physical measurements provide a representation of the relation
among some physical variables involved in excitation, and this relation can be directly implemented in the
simulation. For example, for a simplified bowed string the transversal velocity as a function of force can be



found in the literature [54] for different values of bow pressure and velocity (which are control parameters).
The instantaneous non-linear function can be approximated analytically or sampled and stored in a lookup
table, which is in general multidimensional [55].

p

u

∆

Figure 3: Nonlinear relation between pressure difference∆p (inside pressure - mouth pressure) and particle
velocityu of the air entering into a clarinet.

As an example, let us consider a rough model of clarinet. The non-linear block representing the reed can
simply be an instantaneous non-linear map (Fig. 3) relating the particle velocityur to the pressure difference
∆p:

ur = Fr(∆p) = Fr(pm − p) , (22)

wherepm is the player’s mouth pressure andp is the pressure inside the bore at the excitation point [54].
Let us assume that there is, right after the exciter, a tract of constant-section tube having the characteristic
impedanceZ0, and terminated by the radiation impedanceZ(s) of the bell. In order to simplify the analysis,
we can see the tube as a lossless transmission line for the dual quantities pressure and flow, so that the
D’Alembert decomposition (21) does hold. This use of instantaneous nonlinearities gives rise to a general
scheme of nonlinear oscillator, depicted in Fig. 4, which is composed of an instantaneous mapy = G(x, u),
possibly dependent on input parameters or signalsu, a delay-line section, which determines the periodicity,
and a linear filterR(z) (see Eq. (7)) which can be tuned to give the desired spectral dynamics. In the case
of the simplified clarinetx .= p−, y

.= p+ andu
.= pm. If the filter R(z) is reduced to a constantr, and the

input signalu is constant, the system evolution is described by the iterated map

y(n) = G[ry(n−m), u] = F [y(n−m)] (23)

wherem is the total length of the delay lines. This formulation permits us to introduce qualitative reasoning
about the conditions for establishing oscillations and the periodic, multiperiodic, or chaotic nature of the
oscillations themselves [56], [57]. Notice that Eq. (23) is the non linear generalization of Eq. (8).

R(z)

delay line

delay line

u
G(x,u)

y

x

Figure 4: A computational model for non linear oscillators, useful for musical sounds.

In order to achieve a satisfactory audio quality of physics-based models, it is often necessary to use
structures which are far more complex than that of the simplified clarinet. A first improvement over instan-
taneous non-linear excitation is considering the dynamics of the exciter: this implies the introduction of a
state (i.e., memory) inside the non-linear block. When physicists study the behavior of musical instruments,
they often use dynamic models of the exciter. A non-trivial task is the translation of these models into ef-
ficient computational schemes for real-time sound synthesis. A general structure has been found for good



simulations of wide instrumental families [20], [58]. In figure 5, this structure is schematically depicted. The
block NL is a non-linear instantaneous function of several variables, while the block L is a linear dynamic
system enclosing the exciter memory. The computational model is described by

y(n) = FNL[x(n),u(n),uE(n)]
x(n + 1 ) = FL[x(n),u(n),uE(n),y(n)]

wherex is the linear system state,u anduE are respectively the exciting actions and the signals coming from
the resonator,y is the output. Studies and simulations have shown that reeds, air jets, bows and percussions,
can all be represented by this scheme to a certain extent.

NL

L

yu
E

Z
-1

u

x( n+1

x( n )

)

Figure 5: Scheme for a Dynamic Exciter

If a lumped modeling of dynamics is used, it has to be represented by discretization of some differential
equations. To this end, one approach is to apply a finite difference scheme to these equations and introduce
the instantaneous nonlinearity in the resulting signal flowgraph [59], [60]. This procedure must be tackled
carefully because it is easy to come up with delay-free (noncomputable) loops: in some cases these inconsis-
tencies can be overcome by introducing fictitious delay elements, but at the sampling rates that we can afford
it is likely that these delays are not acceptable, so that other techniques are needed. A notable example is
found in the piano hammer-string interaction [61], whose model can be applied to several percussive sound
sources. The computable discretization scheme of the non-linear hammer is obtained from the straightfor-
ward finite difference approximation of the dynamics, from which a term dependent on previous and known
terms is separated from an instantaneous and unknown term. Finally, the instantaneous nonlinearity is recast
into new variables in such a way that the delay-free loop is canceled [62]. Fig. 6 compares the force signals
obtained by the hammer-string model with and without the correct elimination of delay-free loops. It can be
seen that the simple introduction of a decoupling unit delay in the delay-free loop leads to instabilities.

Another approach to the representation of the exciter dynamics is to resort to a model based on lumped
linear or non-linear circuit components. The circuit components can be translated into the discrete-time
domain using the wave digital filter method briefly explained in sec. 5.4 [41]. This method has recently been
extended to cover non-linear elements without [63] or with [64] memory, i.e., resistances or reactances.

When the need is not for a special-case model, but for a model which is adaptable to several sound
sources, or when it is desirable to tune the model from sampled sounds, other representations have to be
chosen for the non-linear exciter. It has been proposed to express one-dimensional memoryless nonlineari-
ties as a polynomial function whose coefficients can be identified by Kalman filtering [65], or adaptively by
the LMS algorithm [66].
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Figure 6: Force in hammer-string interaction computed adding a non physical delay (continous line) and
solving the noncomputability problem (dashed line).

Alternatively, some general-purpose approximation network might be used as a generalized nonlinearity.
For example, a Radial-Basis-Function network [67] built with a small number of gaussian kernels has shown
its effectiveness in representing the severe nonlinearities found in wind and string instruments [68]. The
parameters of these networks have to be identified by some global optimization technique, such as the
genetic algorithm, applied to solve a spectral or waveform matching problem.

Nonlinearities might occur in the resonator as well, especially when it is driven into large vibrations.
These nonlinearities are usually mild, so that simple saturation characteristics introduced somewhere in the
resonator work just fine. However, for some sound sources the resonator nonlinearity is more critical, and
special techniques must be devised in order to ensure that energy is not introduced or lost improperly. For
instance, a time-variant one-pole allpass filter has been proposed for reproducing the kind of nonlinearity
found in the bridge of the sitar [69]. Similar nonlinearities are found distributed in two-dimensional res-
onators, such as plates, and it is not yet clear how to simulate them by means of a small number of filters,
properly placed in the computational structure.

7 Conclusions

We have presented some of the main modeling approaches to musical sounds, most of them based on a
mathematical description of sound sources, musical instruments, or enclosed spaces. Synthesis by physical
models, begun as a method for studying the physical behavior of traditional musical instruments, is now
one of the most useful methods of sound generation for music. Well-established models exist for several
instrumental families and non-musical sound sources. For some other sources, effective and efficient models
are still to be invented. Moreover, there are several structural and operational problems that need to be
solved before physical modeling approaches the versatility and usability that are required by interactive
and multimodal computer systems of the future. This is especially true when considering the problem of
making the algorithms suitable for control purposes. The design of aids that facilitate an effective real-
time control of the synthetic instruments should be considered as a task closely related to sound modeling
and design. There should be an easy interpretation of the relationships among parameters, and physically-
described sound models often lend themselves to this purpose. However, a higher level of abstraction is
often desirable so that control can be exerted in terms of musical gestures.

Other interesting directions for future research are found in the abstraction of general computational
structures, thus leveling up the idiosyncrasies of models of specific mechanical systems. These general



structures will be useful to generate new classes of sounds and to relate them to existing classes that have
thorough mathematical and acoustical descriptions. Another aspect that is emerging as crucial to achieve
high sound quality is the perceptual evaluation of physical models, especially as far as the approximations
introduced in model formulation and computational realization are concerned.

To conclude, we think that the joint research efforts of mathematicians, engineers, and physicists, to-
gether with active experimentation by musicians and psychologists, will enrich the expressive capabilities
of virtual musical instruments and will give rise to new forms of human-computer communication via non-
speech sounds. This scenario is a natural extension of the old tradition of cooperation and mutual intersection
between science and music.
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Abstract

Phase information is left out in many additive synthesis applications, since it is sometimes believed to have a neglectable per-
ceptual influence on the sound quality. In order to understand the validity of this assumption a number of experiments regarding
the importance of phase are presented here. The sounds under examination are all recorded from acoustic instruments or singing
voice, analyzed and synthesized using additive techniques, and evaluated using psycho-physic experiments. The experiments
shows that phase is of crucial importance to localization of binaural recorded sounds, and thus is necessary to preserve the direc-
tional characteristics of the sounds. Regarding the monaural qualities of instruments sounds, the phase is also shown to be of great
importance when compared to sounds synthesized with arbitrary chosen phase. The results suggest that a model of phase should
be constructed for use in additive synthesis and effect applications.

1 Introduction

The current knowledge on perceptual qualities of sound
mostly stems from psycho-acoustic experiments on humans,
and medical experiments on animals. While the latter kind is
extremely difficult and expensive to conduct, psycho-acoustic
experiments are more accessible. Psycho-acoustic experi-
ments involves humans as objects of measurement, and hence
care must be taken in the design of the experiment to reduce
the stimuli as much as possible so that only the desired ef-
fects are measured. For this reason the experiments found in
the literature are often conducted using simple sound stimuli
such as pure tones or filtered noise. The experiments are typ-
ically designed to reveal basic relations between sound and
perception, thereby increasing the general understanding of
phenomena related to perception of sound. The reduction of
sound stimuli makes it difficult to gain understanding about
complex sounds as a whole. Even though basic understand-
ing of some phenomena exists, it is very difficult to conduct
experiments and gain understanding about complex sounds
with many partials, resonances, transients and so forth. In
this chapter a number of psycho-acoustic experiments will be
presented which documents the importance of one specific
parameter in spectral sound models, namely the phase.

It is widely known that phase has a great importance in
spatial perception, however no experiments involving com-
plex sound stimuli such as musical sounds has been found.
For this reasons a preliminary study was conducted [1] which
has been extended and presented at the annual International
Computer Music Conference [3] and in [2] as part of this
study. Little is known about the importance of keeping the
phase relations among partials of voiced sounds, and thus an
experiment regarding perception of phase of monaural sounds
has also been conducted. In section 2, a small overview

of experiments found in the literature will be given regard-
ing spatial hearing in the horizontal plane, continued with an
overview of previous experiments on monaural phase percep-
tion in section 3. Section 4 describes the binaural listening
experiments regarding phase, and section 5 the monaural ex-
periments.

2 Directional hearing and phase

Sound produced in the environment surrounding the listener
has been distorted in amplitude, phase and spectral content
when perceived. The distortion is caused by the human head
and torso and the surrounding environment, and are used
by the brain to decode spectral information. The two most
prominent cues used to determine direction of sounds in the
horizontal plane is governed by theduplex theory, developed
by John Strutt better known as Lord Rayleigh [7]. Accord-
ing to this theory two primary cues are used - interaural time
difference, most important for sounds of low frequency, and
interaural level difference for high frequency sounds.

2.1 Interaural Time Difference

Interaural Time Difference (ITD), sometimes called interau-
ral phase difference, is the difference in time between a sound
arriving at the two ears. The difference is perceptible when
the wavelength of the sinusoid is approximately larger than
the length of the head [25], that is roughly,0.18m/344m

s =
0.5ms, which corresponds to sinusoids with frequencies be-
low 2 kHz.

The perceived angle of incidence can be predicted as
function of ITD by a model described in detail in [12]. The
model describes the pressure on the surface of a rigid sphere



with a radius equivalent to the radius of an average human
head. When only low frequency sounds are considered the
model can be simplified to [12]:

ITDp ≈
3r
c

sin ∆inc, (1)

whereITDp is the predicted interaural time difference,r the
radius of the head,c the speed of sound in air, and∆inc the
angle of incidence. A solution for the high frequency ITD
can also be found, but is not as important as the ITD for low
frequency sounds.

2.2 Interaural Level Difference

Interaural level difference (ILD) has little to do with phase
preservation in signal models, but is together with ITD the
most important cue for localization of sounds in the horizon-
tal plane. The ILD is defined as [12]:

ILD = 20 log pL − 20 log pR (2)

and is given in dB, wherepL andpR is the pressure magni-
tudes at the left and right ear correspondingly. Like the ITD
the ILD can be predicted using a model based on sound pres-
sure on the surface of a rigid sphere, with radius equal to the
average radius of a human head.

2.3 Other directional cues

Other cues than ILD and ITD play an important role in spa-
tial perception; not only in the vertical plane, but also in the
horizontal, where ILD or ITD’s cause ambiguity. All these
effects are related to distortion of the spectrum caused by
head, body and especially pinna, where certain frequencies
are attenuated, and others amplified, depending on the angle
of incidence.

3 Perceptual qualities and phase

Experiments regarding phase and perception of other sound
qualities than spatial information has also been conducted in
the past by a number of researchers. These are often referred
to as monaural since they are perceptible by listening with one
ear. No complete overview of the literature has been found,
as well as no throughout examination of the phenomenons
involved with perception of phase exists. In this section an
overview of the results of importance to musical sound mod-
eling is given.

In many of the experiments harmonic sounds are used,
defined ascomplex tonesby the sound pressurep as function
of time, t [18]:

p(t) =
N∑
n=1

an sin(2πnft+ φn). (3)

Thus, the timbre of a complex tone might depend on
the amplitude patterna1, a2, · · · , aN and the phase pattern
φ1, φ2, · · · , φN of the successive harmonics. The complex
tones used in psycho-acoustic experiments are most often
simple, in the sense that they are composed of few harmonics,
and do not resemble most natural occurring sounds.

3.1 Pitch perception

Models of pitch perception found in the literature, e.g. Wight-
man [22] or Goldstein [9], often discard the phase of the fre-
quency components. These models contradicts time domain
models [20] where the pitch of a complex tone is given as
function of the time interval between peaks in the waveform,
in “some dominant region of the basilar membrane” [16]. To
verify if the relative phase of harmonics of a complex tone
is of importance to the perception of pitch, Moore conducted
a number of experiments [16]. Here it was concluded that
phase did in fact have an effect on perceived pitch in some
cases. Most often however, it only affected the strength of
the perceived pitch. This was later verified by Cariani and
Delgutte [5].

3.2 Does phase affect timbre?

The first experiment concerning the perception of timbre of
complex tone in relation to phase was conducted by von
Helmholtz [19]. Using a special technique he was able to
generate complex tones consisting of eight partials with fun-
damental frequencies of 120 and 240 Hz. The phase of each
partial could be varied, and von Helmholtz was therefore able
to perform experiments with the importance of phase to per-
ception. From his experiments with different phase patterns
of these two tones he concluded that [18]: “(1) the changes
in timbre are not distinct enough to be observed after a few
seconds required to alter the phases; anyhow these changes
are too small to transform one vowel in another; (2) harmon-
ics beyond the sixth to eighth give dissonances and beats, so
it is not excluded that, for these higher harmonics, a phase
effect does exist.” These conclusions have often been inter-
preted as phase did not have any influence on timbre [18],
even though experiments later showed that indeed it has an
influence [14, 8, 18]. The answer to this question is of crucial
importance to spectral sound models since up to one third of
the information can be discarded if phase is not important to
the perception of sound.

Plomp later conducted a number of experiments involv-
ing complex tones of ten harmonics, with equal spectral enve-
lope but different phase shifts, producing four different wave-
forms as shown on figure 1. The most important findings in
this work was:

• The maximum effect of phase on timbre is the differ-
ence between a complex tone in which the harmonics



Figure 1: Waveforms used in experiments by Plomp to deter-
mine the importance of phase to complex tones. Reproduced
after [18].

are in phase and one in which alternate harmonics differ
in phase by90◦.

• The effect of lowering each successive harmonic by 2
dB is greater than the maximum phase effect described
above.

• The effect of phase on timbre appears to be independent
of the sound level and the spectrum.

Patterson [17] furthermore presented psycho-acoustic
experiments involving so called altering phase waves or APH,
which is complex tones with a flat spectrum of up to 31 har-
monics where the phase differenceD betweeneach harmonic
is constant. In the conducted experimentD was varied along
with repetition rate, number of harmonics, and sound pres-
sure level. The results showed that for lower repetition rates,
the changes inD was better perceived, and furthermore that
the changes was dependent on sound pressure level and fre-
quency content.

These experiments all demonstrate that phase is percep-
tually important in many situations. However, it still remains
a question to which extend phase is of importance to the mod-
eling of natural occurring sounds using spectral sound mod-
els.

3.3 Other effects pertaining to monaural per-
ception of phase

While there is no consensus on the importance of phase of
complex tones and other periodic sounds, it is clear that for
non-periodic sounds such as transients, the phase of the fre-
quency components is of great importance to the perception
of sounds.

Wakefield et.al. [21] conducted a study of the perception
of transients using filtered noise, where a two-interval forced-
choice adaptive psycho-physical procedure were used to find
the just noticeable difference (JND) between a given sound
and a copy of the sound, where the magnitude spectrum was
smoothed and the phase spectrum held constant. The surpris-
ing result was that for the two sounds there were great differ-
ences in the JND level, depending on the phase pattern used.
It was concluded that [21] “the effect for short duration sig-
nals is greater than what the (sparse) literature on the auditory
perception of transients would suggest.”

Another effect pertaining to signal models where phase
is left out or incorrectly modeled is the reverberance or phasi-
ness [13]. This phenomena is most prominent in time or pitch
scaled natural sounds, where a block based transformation
system is used1.

4 Binaural experiments

To verify the importance of phase for natural occurring mu-
sical sounds, and to gain a better understanding of phase
preservation in the additive model, a number of experiments
with directional hearing in the horizontal plane of binaural
recorded sounds were conducted.

4.1 Method

The system, which is also used here, consists of an analysis
part, where amplitude, frequency and phase are extracted as
time varying parameters, using the Short Time Fourier Trans-
form (STFT). The sound is then synthesized by

s(t) =
k∑

n=0

an(t) cos[θn(t)], (4)

wherek is the number of partials,an(t) the time varying am-
plitude, andθn(t) is the time varying phase. For binaural
analysis/synthesis, there are of course two sets of parameters.

The different synthesis methods used in the experiments
are:

1. Using amplitude, frequency and phase

2. Using only amplitude and frequency, leaving out the
phase information

3. Using (1) with spectral envelope normalized in both
channels

For synthesis with phase information,θn(t) is calculated us-
ing cubic interpolation between frequency and phase values

1A demonstration of the phenomenon can be found at S.M. Sprenger’s
webpages:
http://www.dspdimension.com/html/timepitch.html



[15]. For synthesis without phase informationθn(t) is sim-
ply obtained by integration of the measured frequency values
over time:

θn(t) =
∫ t

0

ωn(τ)dτ. (5)

θn(t), an(t), ωn(t) are estimated once for every period of the
fundamental of the sounds. The maximum occurring ITD,
according to (1) is:

ITDp max ≈
3r
c

sin ∆inc =
3 · 0.09m
344m/s

sinπ/2 = 0.78ms,

(6)
and since the fundamental frequency of the sounds used in
the experiment is between 80 Hz and 659 Hz, corresponding
to a period length of 12.5 ms and 1.52 ms, the ITD cues will
in general not be present inan(t) or ωn(t).

In previous formal listening tests [11] and in informal
listening test performed in this study, the sound quality of the
additive analysis/synthesis was found to be very good. The
degradation of a large variety of musical sounds was previ-
ously found to be betweenimperceptibleandperceptible, but
not annoying[11], which also corresponds well with other
studies [6].

For all the resynthesized sounds, each method retains the
perceptually important features, such as the attack part, very
well in monaural analysis/synthesis, even though there still is
a slight difference in the waveforms between the original and
resynthesized sounds with phase. The resynthesis with phase
retains the non-instrumental part of the sound, such as noise,
better than the method without phase information.

According to the duplex theory mentioned in section 2,
the perceptual important cues for use in localization is ex-
pected to be less present in sounds synthesized without phase
than with phase.

4.2 Experiments and results

To examine the importance of phase information and other
localization cues in the sound, two psycho-acoustic experi-
ments were conducted. The first was made as a preliminary
study, whereas the second was carefully designed and verified
using appropriate statistical tests. The variables under control
in these experiments are: Reproduction method, sound source
distance, instrument, angle of incidence and fundamental fre-
quency.

The reproduction method is either using the original
recorded sound, or a synthesized sound as described in sec-
tion 4.1. In all the experiments an interval scale with eight
different incidence angles was used, as shown in figure 2.

The different parameters were chosen so a reasonable di-
versity of sounds was available in the experiment, and to test
if the same results can be obtained from these experiments,
as has been concluded in previous studies of simple sound
stimuli found in the literature.

Artificial

head & torso

Sound source position in front
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Figure 2: Setup during recording of sound sources. The arti-
ficial head and torso is placed in the middle while recordings
are done at eight different angles of incidence.

4.2.1 Preliminary experiment

A preliminary experiment with seven subjects was first con-
ducted and earlier reported in [1]. For the sound recordings an
artificial head and torso was used, with Brel & Kjr type 4009
microphones attached to the inside of each ear. Sounds of a
guitar were recorded at eight different angles, equally spaced
around the head, at a distance of 0.5 meters as depicted in
figure 2. The recordings were done in an office room using a
DAT recorder. Two things were tested:

1. Absolute judgment: The subject listens to all sounds,
both originals and resynthesized, in random order. For
each sound the subject is asked to determine the direc-
tion of the sound.

2. Relative judgment: The subject listens to two sounds
synthesized using the previously mentioned methods 1
and 2, played back one after the other in random order.
The subject is asked which of them is easiest to deter-
mine the direction and distance of.

From the results shown on figure 3 of the first experi-
ment where the subjects are asked to determine the absolute
direction of the sounds, it is observed that the average error
for original sounds and sounds synthesized with phase are al-
most equal. For sounds synthesized without phase, the error
is substantially higher. The results clearly show that phase in-
formation is important when dealing with spatial information
in binaural recorded sounds.

The notion of error is based on the difference in sound
source position of the recordings, and the answer the subject



Figure 3: Average error in degrees of answers from prelimi-
nary experiment with 7 subjects, listening to 144 sounds each.
The figure shows no difference in the subjects ability to local-
ize.

Figure 4: Answers from preliminary experiment with 7 sub-
jects, listening to 48 sounds each. The figure shows which of
the synthesis methods (1 or 2) sounds are easiest to locate in
space.

gave, using the scale on figure 2. A number of corrections are
made. The error is the sum of front/back error (weighted 1)
and left/right error (weighted 2). Undetermined answer gives
error 4.

Figure 4 shows the results from the second test with rela-
tive judgment. In 60% of the cases it is easier to determine the
direction of the sounds when synthesized with phase infor-
mation. For 33% of the sounds there is no difference, and for
7% it is easier to determine the direction when no phase in-
formation is used. Furthermore it is observed that for sounds
coming directly in front or from the back of the listener, the
sounds are more often judged to be undetermined regarding
the spatial qualities. This test gives an idea about importance
of phase information, but it is not clear what exactly is tested.
Because sounds synthesized with and without phase informa-
tion in some cases have small variations in timbre, they can
be difficult to compare.

4.2.2 Absolute judgment

In this experiment absolute judgment is used as in the pre-
vious experiment, but with a larger setup. The experiment
was conducted as part of this study and reported in [3, 4, 2].
All sounds are recorded in an anechoic chamber to mini-
mize reflections from the environment. Two instruments are
used: singing voice and guitar. Each instrument is recorded
at eight different angles equally spaced around an artificial
head and torso, using two different distances, 0.5 meters, and
2.0 meters. In all, 160 sounds are recorded. The experimen-
tal setup includes 11 subjects listening to a set of the original
recorded sounds and the corresponding synthesized sounds,
played back over headphones (Beyer Dynamic DT 990). The
singing voice is synthesized using method 1-3 described on
page 4.1 and the guitar using method 1 and 2.

In this experiment all results are analyzed using Anova
tests with multiple within-subject variables. Post-hoc tests
were done using a Bonferroni test at 1% significance level.

Reproduction method. A significant influence is found in
reproduction method withp < .001. Synthesis not includ-
ing phase is found to be significantly different from the origi-
nals and synthesis including phase. Figure 5 shows the mean
weighted error for the different synthesis types, for both gui-
tar and singing voice.

The singing voice was furthermore tested using synthesis
method 3: with phase information, and with the spectral en-
velope normalized in both channels. The difference between
this synthesis method and synthesis with phase (method 2) is
shown not to be significant.

No significant difference in performance was found be-
tween the original sounds and sounds synthesized with phase,
which is surprising. Although the synthesized signal is close
to the original in the stable part of the sound, sometimes tran-



Figure 5: Mean error for the different types of reproduction,
converted to degrees by multiplying by 45◦.

sients are slightly modified, due to bad time resolution in the
STFT analysis. Correctly reproduced transient signals, for in-
stance the attack, should be easier to localize. These results
indicate that this is not the case, although a more through-
out examination is needed to determine the perceptual im-
portance of transients in musical signals regarding directional
cues.

Distance to sound source. Performance difference in the
two recording distances is not observed. Because a small
difference in mean sound level between the recorded sounds
were present, no experiments was done regarding the test per-
sons ability to perceive distance.

Instrument type. Figure 5 furthermore shows a difference
in instrument type, withp < .04, On average the guitar re-
ceived a higher error, compared to the voice. The finding can
be explained by the fact that the guitar has a more diffuse
sound source than the voice, which is better localized.

Angle of incidence. Angle of incidence is significant with
p < .001. Figure 6 shows the mean error for all the subjects,
as a function of angle of incidence and synthesis type. It is
clear that it is difficult to judge sounds located at the front and
back of the head. This corresponds to previous research of
localization, where no correction of filtering by the subjects
pinna and the headphones is done [23].

The spectral envelope normalization only gives a degra-
dation in the sounds coming directly from the left or right
of the listeners head (90◦ or 270◦), whereas removing the
phase gives a degradation in all angles of incidence, except
the front/back (0◦ or 180◦).This indicates thatILD plays a
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Figure 6: The mean error as a function of angle of incidence.
0◦ corresponds to a sound coming directly from the front of
the listener.

significant role at these positions, where the recorded mean
signal level difference is also relatively high.

Fundamental frequency. The experiments with guitar
sounds have been done with recordings of tones with fun-
damental frequency in the range from 80 to 660 Hz. Figure 7
shows the average error of these different tones for the differ-
ent reproduction methods. The observed difference is inter-
esting because it shows that the localization ability improves
as a function of fundamental frequency for the sounds syn-
thesized without phase information. The interaction of fun-
damental frequency and reproduction method is significant
with p < .03. It is difficult to conclude any general ten-
dency from only four different fundamental frequencies, but
it is interesting because it indicates thatILD or the spectral
envelope is also used as a cue at low frequencies when no
interaural phase difference is present. The decrease of error
for the sounds resynthesized without phase may be explained
by the fact that theITD is more influent in the amplitude en-
velopes for the very high pitched sounds.

5 Monaural experiments and results

The purpose of this experiment is to determine if phase is im-
portant when synthesizing monophonic singing voice or other
musical instruments. Additive analysis/synthesis is used to
control phase as a parameter independent of the source sound,
but the results may be applicable to other analysis/synthesis
methods.
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Figure 7: The mean error as a function of fundamental fre-
quency of guitar tones for different reproduction methods.

5.1 Method

In the conducted experiments we use the double blind triple
stimulus with hidden reference method [10], for assess-
ing perceptual differences between original and synthesized
sounds. This method was used in previous studies at DIKU
to measure the sound quality of timbre models based on ana-
lyzed sounds without phase information [11]. In these exper-
iments it was found that the sound quality was dependent on
the fundamental frequency of the synthesized sounds. In gen-
eral sounds with high fundamental frequency were rated to be
closer to the original sound than sounds with low fundamen-
tal frequency. For this reason the sounds in this experiment
was chosen to have a broad range of fundamental frequen-
cies, to compare results with and without phase preservation
at different pitches.

For each original sound, the subject hears first a refer-
ence sound, in this case the original recorded sound, followed
by two sounds in random order, where one is the reference,
and the other a synthesized sound. The synthesized sound is
based on parameter estimation and synthesis with or without
the estimated phase values, as described above. The subject
is then asked to rate the two sounds relative to the reference
on a scale from 1 to 5, where 1 is “Very annoying” and 5 is
“Imperceptible.” One of the sounds must be given the score
5. The full scale is shown in table 1.

5.2 Experimental setup

All sounds are played back over Beyer Dynamic DT990 head-
phones, attached to a ProTools 882 sound interface. The
sounds used in the experiment was piano, saxophone with
and without vibrato, clarinet and singing voice, where each

Score Impairment
5.0 Imperceptible
4.0 Perceptible, but not annoying
3.0 Slightly annoying
2.0 Annoying
1.0 Very annoying

Table 1: Scale used in listening experiment

instrument was present at five different pitches (except for
the singing voice), and synthesized using the two above men-
tioned methods. In all eight subjects listened to 46 sets of
sounds each.

5.3 Results

Statistical analysis of the results was done using Analysis of
Variance with multiple within-subject variables. The results
were evaluated according to a measure of degradation, which
is the difference between the rating of the reference,Sr and
the rating of the sound under experimentSe:

d = Se − Sr (7)

The degradation measure takes into account the rating of the
reference sound, to compensate for any erroneous rating by
the subjects. In the conducted experiment no significant error
in the rating of the reference sounds was found for any of the
subjects.

5.3.1 Phase preservation

Figure 8 shows the mean degradation of each of the five in-
strument types, for synthesis with and without phase preser-
vation. It is clear that for all instruments, synthesis without
phase preservation is a substantial degradation of the sound
quality compared to the sound synthesis with phase preserva-
tion. For the piano the error with phase synthesis is higher
than the other sounds. This is likely to be caused by the arti-
facts introduced by the sinusoidal model, regardless of phase
preservation, namely the errors introduced by the bad time
resolution caused by theSTFT, which makes it hard to model
transients like the sound from the hammer of the piano. This
was also one of the general comments from the subjects, that
the attack of the piano, and the noise from the hammer were
not well represented in any of the synthesized sounds. The
main artifact of the instrument sounds synthesized without
phase preservation, was that the low frequency modulations
of the sound did not evolve naturally over time, according to
comments made by the subjects. For the singing voice, the
sounds sounded artificial, according to most of the subjects.
This is interesting because it suggest that the phase is impor-
tant during the whole sound, and not only in the transient part
of sound.



Figure 8: Mean degradation for the different types of repro-
duction, of each of the five instrument types.

5.3.2 Fundamental frequency

A correlation between degradation and fundamental fre-
quency for any of the two synthesis methods was not ob-
served. This may be explained by the fact that the sounds
in the experiment are produced by different instruments, and
thus not comparable. According to previous experiments [11]
and literature [17], it was expected to see a larger degradation
for sounds synthesized without phase preservation of low fun-
damental frequency than sounds with high fundamental fre-
quency. However, using only harmonic sinusoids, or near har-
monic sinusoids to represent a sound with high fundamental
frequency may lead to a loss in the spectral contents between
peak of high pitched sounds. This may be the reason why no
fall in degradation for high pitched sounds is observed.

6 Discussion

A number of psycho-acoustic experiments involving the im-
portance of phase in sound localization have been conducted.
The results show that phase is an important parameter when
performing additive analysis/synthesis of binaural recordings.
If the phase is left out, the ability to perceive spatial qualities
of the sounds is substantially degraded. For sounds in the
examined frequency range the results indicate that there is
no relation between fundamental frequency and the ability to
perceive spatial qualities when phase information is used in
synthesis. For the guitar sounds synthesized without phase,
the error is substantially higher for sounds with low funda-
mental frequency, compared to sounds with high fundamen-
tal frequency. The phase is important in all incident positions,
except front/back, whereas the spectral envelope is mainly in-

fluential in the lateral positions. Furthermore, indications are
found that the attack part of the sound may not be particu-
larly important for localization, as long as the interchannel
time difference is preserved in the sustained part.

According to the conducted monaural experiments, it
was shown that phase is of great importance when synthesiz-
ing sounds from music instruments and singing voice. Judg-
ing from the qualitative descriptions from the subjects under
experiment, the phase is not only important in the transient
part of the sound, where the block based sinusoidal analysis
is clearly not well suited since the assumption about the sig-
nal under analysis is stationary, is violated, but is also an im-
portant parameter in the stable part of the sound. No correla-
tion between fundamental frequency and mean degradation is
found for any of the sounds synthesized without phase. This
is contrary to previous experiments, but may be explained by
bad overall synthesis in high pitched sounds, and the fact that
too few samples of each instrument is present to observe a
tendency.

From these experiments it is seen that phase should
be preserved or modeled when synthesizing or processing
sounds using additive techniques or other spectral based mod-
els.
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This paper presents some results obtained from a work 

collaboration between the LMA-S2M and DIKU- Musical 
Acoustics groups within the MOSART network. It consists in 
a preprint to be submitted in a journal, probably the IEEE 
Trans. Speech and Audio Processing. 
 

I. INTRODUCTION: CHOICE AND DESIGN OF THE MODEL 

The design of a synthesis model is a crucial problem, which 
is strongly linked to the specificity of the sounds to be 
produced as well as the expected use of the model. This work 
has been made in the framework of the analysis-synthesis of 
musical sounds, meaning that we seek both at reconstructing a 
given piano sounds and at using the synthesis model in a 
musical context.  

The perfect reconstruction of given sounds is a strong 
constraint. It necessitates the synthesis model to be designed 
so that the parameters can be extracted from the analysis of 
natural sounds. In addition, the playing of the synthesis model 
requires a good relationship between the physics of the 
instrument, the synthesis parameters and the generated sounds. 
Since the sound and the control levels mainly define the 
relationship between the “digital instrument” and the player, 
they constitute the most important aspects our piano model has 
to deal with. 

The sound level is not only of importance for what the re-
synthesis process of sounds is concerned. Actually, music 
based on the so-called "sound objects" -like electro-acoustic 
music or “musique concrète” [1] - looks for synthesis model 
allowing subtle and natural transformations of the sounds. The 
notion of natural transformation of sounds is relatively blurred. 
Here, we adopt the idea that it mainly consists in transforming 
sounds in a way that would correspond to a physical 
modification of the instrument. As a consequence, performing 
such sound transformations calls for the model to include 
physical descriptions of the instrument. Nevertheless, the 
physics of musical instruments is sometimes too complicated 
to be exhaustively taken into account. This is the case of the 
piano where hundreds of mechanical components are 

 
 

connected together.  
To take into account the necessary simplifications made in 

the physical description of the piano sounds, we have used 
hybrid models that are obtained by combining physical and 
signal synthesis models [2]. The physical model simulates the 
physical behavior of the instrument while the signal model 
tends at simulating the perceptual effect produced by the 
instrument. It allows in perfectly reconstructing a given sound 
and in manipulating it in both a physical and a perceptual way. 
Here, we have used a physical model to simulate the linear 
string vibration, and a physically informed signal model to 
simulate the non-linear interaction between the string and the 
hammer. 

An important problem linked to hybrid models resides on 
the coupling of the physical and the signal models. Physical 
descriptions of the interaction between the string and the 
hammer have shown the complexity of the phenomenon. A 
huge part of the piano sound characteristics is due to this 
interaction [3]. Even though this observation is true from a 
physical point of view, this short interaction period is not in 
itself of great importance from a perceptual point of view. 
Actually, Schaeffer [1] shown that cutting the first 
milliseconds of a piano sound doesn’t alter the perception of 
the sound. We have carried out such an experiment and have 
concluded that, from a perceptual point of view, the string-
hammer interaction is not audible in itself even though it 
undoubtedly plays an important role as an initial condition for 
the string motion. This is a substantial point justifying the 
dissociation of the string model and the source model in the 
design of our synthesis model. Thus, the resulting model 
consists in what is commonly called a "source-resonant" 
system (figure 1) [4]. The resonance has been modeled using a 
physically related model: the digital waveguide, while the 
source -the aim of which is to generate the initial condition for 
the string motion- has been modeled using a signal based non-
linear model. 
 
The advantages of such a hybrid model are numerous: 
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Fig. 1: Hybrid piano sound synthesis model  
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- it is simple enough so that the parameters can be estimated 
from the analysis of real sound, 

- it takes into account the most relevant physical 
characteristics of the piano and permit the control with respect 
to the playing (the velocity of the hammer) 

- it simulates the perceptual effect due to the non-linear 
behavior of the string-hammer interaction, 

- it allows sounds transformation with both physical and 
perceptual approaches. 

II. THE RESONATOR MODEL 

Several physical models of transverse wave propagation on 
a struck string have been published in the literature [3] [5] [6] 
[7]. The string is generally modeled using a one-dimensional 
wave equation. The specific features of the piano string that 
are of importance in the wave propagation (dispersion due to 
the stiffness of the string and frequency dependent losses) are 
further incorporated through several perturbation terms. To 
take into account the hammer-string interaction, this equation 
is then coupled to a non-linear force term, leading to a system 
of equations for which analytical solution cannot be exhibited.  

Since the string vibration is only transmitted to the radiating 
soundboard at the bridge level, it is not worth to numerically 
calculate the entire spatial motion of the string. The digital 
waveguide [8] provides an efficient way of simulating the 
vibration at the bridge level of the string, while struck at a 
given location by the hammer. Moreover, the parameters of 
such a model can be estimated from the analysis of real sounds 
[9]. 

A. The physics of vibrating strings.  
We present here the main features of the physical 

modelization of piano strings. Those results will be very useful 
to understand the relationship between the parameters of our 
source/resonator model with the parameters of this physical 
model. 

Consider the propagation of transverse waves in a stiff 
damped string governed by the motion equation [9]: 
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(1) 
 where     y(x, t )  is the transverse displacement, tc  the wave 

speed, κ the stiffness coefficient, b1 and b2 the loss parameters. 
When the force P is an impulse, this system can be solved and 
an analytical solution can be expressed as a sum of 
exponentially damped sinusoid: 

( , ) ( ) n nt i t
n

n
y x t a x e eα ω−= ∑   for t ≥ 0       (2) 

where   an  is the amplitude,  α n  is the damping coefficient and 

  ωn the frequency of the nth. partial. Due to the stiffness, the 
waves are dispersed and the partial frequencies are not 
harmonic, given by [10]: 

2
02 1n n Bnω π ω= +                (3) 

where  ω0 is the fundamental radial frequency and B is the 

inharmonicity coefficient ( 2 2 4
0 /B cκ ω= ). 

The losses are frequency dependant and expressed by [9]: 
2
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where L is the length of the string. 
Considering that the hammer strikes the string at a location 

0x  with an impulse force P, the amplitudes of the partials are 

related to the force P and string parameters by [6]: 
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where  ρL is the linear mass and   T the tension of the string.  
The spectral content of the piano sound, as well as the 

majority of musical instruments sounds, is modified with 
respect to the dynamics. In the piano case, this non-linear 
behavior consists in an increasing of the brightness of the 
sound. This non-linearity is directly linked to the hammer-
string contact. The stiffness of the hammer felt increases with 
the impact velocity. It behaves as a non-linear spring-mass 
oscillator [5][ 7]. In expression (5), the force term P depends 
on the characteristics of the hammer and will take into account 
the non-linear behavior whereas the other terms are related to 
the strings parameters. 

We shall see in the next paragraph how the waveguide 
model parameters are related to the amplitude, damping 
coefficient and frequencies of each partial. 

B. Modeling using digital waveguides 
1) The single string case: the elementary waveguide 

To model the wave propagation in a piano string, we use a 
waveguide model [8]. In the single string case, this elementary 
model consists of a unique loop system (figure 2) including:  

- a delay line (a pure delay filter noted D) simulating the 
duration the waves take to travel back and forth in the 
medium,  

- a filter (noted F) taking into account the dissipation and 
dispersion phenomena, together with the boundary 

conditions. The modulus of F is then related to the 
damping of the partials and the phase to the 
inharmonicity in the string. 

 The output S of the model represents the vibrating signal 
measured at an extremity of the string (at the bridge level).  
The input E corresponds to the frequency-dependent energy 

transferred to the string by the hammer. The transfer function 
of the elementary digital waveguide is given by: 
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Fig. 2: the elementary digital waveguide 
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The output of the digital waveguide driven by a delta 
function can consequently be expanded as a sum of 
exponentially damped sinusoids. It thus coincides with the 
solution of the motion equation of transverse waves in a stiff 
damped string for a source term given by a delta function 
force.  

As shown in [9], the modulus and phase of F are related to 
the damping and the frequencies of the partials by the 
expressions: 

( )

arg( ( )) 2

n D
n

n n

F e
F D n

αω
ω ω π
=

= −
            (7) 

 
2) The multiple strings case: the coupled waveguide 

 
In the middle and the treble range of a real piano two or 

three strings are struck for the same note. The vibration 
produced by this coupled system is not the superposition of the 
vibrations produced by each string. It is the result of a complex 
coupling between the modes of vibration of these strings. This 
coupling leads to phenomena like beats and double decays on 
the amplitude of the partials, which constitute one of the most 
important features of the piano sound [11]. Beats are used by 
the professional to precisely tune the doublets or triplets of 
string since the beats periodicity is correlated to the frequency 
difference between the strings modes. In order to re-synthesize 
the vibration of several strings at the bridge level, we use 
coupled digital waveguides. Smith [12] proposed a coupling 
model with two elementary waveguides. He assumed that the 
two strings were coupled to the same termination, and that the 
losses were lumped to the bridge impedance. This technique 
leads to a simple model only necessitating one loss filter. 
Nevertheless, the decay times and the coupling of the modes 
are not independent, leading to unnatural synthetic sounds. 
Another approach proposed by Karjalainen [13] consists in 
coupling two digital waveguides through real gain amplifiers. 
In that case, the coupling is the same for each partial and the 
time behavior of the partials is similar. Here again, the 
generated signal sounds unnatural.  

We have designed a model which is an extension of the 
Karjalainen's approach. It consists in separating the time 
behavior of the components by using complex-valued and 
frequency-dependant amplifiers (linear filters) to couple the 
waveguides (figure 3). This model accurately simulates the 
energy transfer between the strings as we will see in the next 
section. 

 
Each string is modeled using an elementary waveguide 

(named G1, G2, G3). The coupled model is then obtained by 
connecting the output of each elementary waveguide to the 
input of the others through coupling filters. The coupling 
filters simulate the wave propagation along the bridge and are 
thus correlated to the distance between the strings. In the case 
of a doublet of strings, the two coupling filters are identical. In 

the case of a triplet of strings, the coupling filters of adjacent 
strings (named Ca) are equal but differ from the coupling 
filters to the extreme strings (named Ce). The excitation signal 
is assumed to be the same for each elementary waveguide 
since we suppose the hammer to struck the strings in a similar 
way. 

C. Calibration of the waveguide models 
This work takes place in the general analysis-synthesis 

framework, meaning that the objective is not only to be able to 
simulate sounds, but also to reconstruct a given sound. 
Therefore the calibration of the model must be done with a 
particular care. We first present the inverse problem allowing 
the calculation of the waveguide parameters from experimental 
data. Then, we describe the experiment and the measurements 
we have made in the case of one, two and three coupled 
strings. We finally show the validity and the accuracy of the 
analysis-synthesis process by comparing synthetic and original 
signals. 

 
1) The inverse problem 

We address here the estimation of the parameters of each 
elementary waveguide as well as the coupling filters from the 
analysis of a single signal (measured at the bridge level).  
For this purpose, we assume that in the case of three coupled 
strings the sound is composed of a sum of three exponentially 
decaying sinusoids (triplet). The measured signal can then be 
written as follow: 

1 2 3( ) n n n n n nt i t t i t t i t
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n
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where an, bn, cn are the amplitudes, αn, βn, γn the damping 
coefficients, ω1n, ω2n, ω3n the frequencies. In the piano case, 
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Fig. 3: Bottom: coupled digital model for three strings belonging to a 
same triplet and coupled through the bridge. Top: the corresponding 
physical system 



 

the coupled strings are closely tuned, leading to triplet of close 
frequency components. 

The estimation method is a generalization of the one 
described in [14] for one and two strings. It can be 
summarized as follow: we start by isolating each triplet of the 
measured signal through band-pass filtering. We then extract 
from each triplet the three amplitudes, damping coefficients 
and frequencies of each partial using a parametric method. 
Further on, we identify the Fourier transform of equation (1), 
given by: 
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with the transfer function of the coupled waveguide. This 
identification leads to a linear system that admits an analytical 
solution in the case of one or two strings [14]. In the case of 
three coupled strings, the solution can only be found in a 
numerical way.  

The process gives an estimation of the modulus and of the 
phase of each filter near the resonance peaks as a function of 
the amplitudes, damping coefficients and frequencies.  

The resonant model being known, we finally extract the 
excitation signal using a deconvolution process with respect to 
the waveguide transfer function. Since the transfer function has 
been identified near the resonant peaks, the excitation is also 
estimated at discrete frequencies values corresponding to the 
partial frequencies. This excitation corresponds to the signal 
that has to be injected into the resonator to re-synthesize the 
actual sound. 

 
2) Validation of the resonant model by an experiment 

a) Experimental setup 
We have designed an experimental setup allowing the 

measurement of the vibration of one, two or three strings 
struck by a hammer for different velocities. On the top of a 
massive concrete support, we have attached a piece of a bridge 
taken from a real piano. On the other extremity of the 
structure, we have attached an agraf on a hard wood support. 
The strings are then tightened between the bridge and the agraf 
making our setup close to the conditions of a real piano. One, 
two or three strings are struck with a hammer linked to an 
electronically piloted key. By imposing different voltages to 
the system, one can control the hammer velocity in a 
reasonably reproducible way. The precise velocity is measured 
immediately after escapement using a photonic sensor pointing 
at the head of the hammer. The vibration at the bridge level is 
measured by an accelerometer. We have collected acceleration 
signals corresponding to hammer velocities varying between 
0.8 m·s-1 and 5.7 m·s-1. 

b) Filters estimation 
From the signals collected on the experimental setup, a set 

of data has been extracted. For each hammer velocity, the 
waveguide filters and the corresponding excitation signals 
have been estimated using the techniques described above.  

Figure 4 shows the modulus of the filter responses F for the 

first twenty five partials in the case of tones produced by a 
single string. Here the hammer velocity varies from 0.7 m·s-1 to 
4 m·s-1. 
 

One can notice that the modulus of the waveguide filters 
with respect to the hammer velocity are similar. This result 
validates our approach based on a source-resonator separation. 
Actually, the resonator represents the string that is unchanged 
in the experiment. Nevertheless, one can notice a slight 
decrease of the filter modulus as a function of the hammer 
velocity for high frequency partials. This non-linear behavior 
is not directly linked to the hammer string contact. It is mainly 
due to the non-linear phenomena involved in the wave 
propagation. The larger the amplitude of the motion, the larger 
the internal losses. 

The filter modulus slowly decreases from a value close to 1. 
Since the higher partials are more damped than the lower ones, 
the amplitude of the filter decreases while the frequency 
increases. The value of the filter modulus (close to 1) suggests 
that the losses are weak. This is true in the piano string case 
and even more obvious on this experimental setup, since the 
lack of a soundboard limits the acoustic field radiation. More 
losses are expected in the real piano case. 
 

Let's now consider the multiple strings case. From a 
physical point of view, the behavior of the filters F1, F2, F3 
(which characterize the intrinsic losses) of the coupled digital 
waveguides should be similar since the strings are supposed 
identical. One can see this global behavior in figure 5, even 
though some artifacts pollute the drawing. These artifacts are 
mainly due to the poor signal/noise ratio at high frequency 
(above 2000 Hz) and low velocity. Nevertheless, this does not 
alter the synthetic sound since the corresponding partials are 
weak and of short duration. 

Figure 6 shows the phase of the same filters. The phase is of 
great importance since it is related to the group delay of the 
signal and consequently directly linked to the frequency of the 
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Figure 4 : amplitude of the filter F as a function of the frequency and of the
hammer velocity 



 

partials. Piano sounds are not periodic (meaning that the 

spectra is not harmonic), due to the bending stiffness of the 
steel wire. This leads to a non-linear behavior of the phase as a 
function of the frequency. One can notice that the phase is 
constant with the hammer velocity, since the frequencies of the 
partials are always the same (linearity of the wave 
propagation). 

 
The coupling filters simulate the energy transfer between the 

strings and are frequency dependent. Figure 7 represent one of 
these coupling filters for different values of the hammer 

velocity. The amplitude is quite constant with respect to the 
hammer velocity (up to signal/noise ratio at high frequency 
and low velocity), showing that the coupling is independent of 
the amplitude of the vibration. The coupling seems to rise with 
the frequency, but a physical explanation of this phenomenon 
is out of the scope of this paper. The peaks at frequencies 700 
Hz and 1300 Hz correspond to a maximum of the energy 
transfer and are related to the impedance of the experimental 
setup termination. 
 

c) Accuracy of the re-synthesis 
By injecting the excitations signal obtained by 

deconvolution into the waveguide model, one reproduce the 
signals measured on the experimental setup. From a perceptual 

point of view, the resulting sound is undistinguishable from the 
original ones. Figure 8, 9 and 10 show the amplitude 
modulation laws of the first six partials of the original and the 
re-synthesized sound. The variations of the temporal envelope 
are generally well retained and for the coupled system, the beat 
phenomena are well reproduced. The slight differences that 
one can observe are not audible. They are due to fine physical 
phenomena that are not taken into account in our model. For 
example, let us consider the second and sixth partials of the 
original sound of the figure 8. We can see beats which show 
coupling phenomena on only one string. Indeed, the horizontal 
and vertical modes of vibration of the string are coupled 
through the bridge. This coupling was not taken into account 
in this study since the phenomenon doesn't alter the perceptual 
effect. 

The accuracy of the re-synthesis validates a posteriori the 
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Figure 5 : amplitude of the filter F2 as a function of the frequency and of the 
hammer velocity 
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Fig. 6: phase of the filter F as a function of the frequency and of the hammer 
velocity 
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Figure 7 : amplitude of the filter Ca as a function of the frequency and of the 
hammer velocity 
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Fig. 8: amplitude modulation laws for the first sixth partials, one string 



 

use of our model and the source-resonant approach. 
 
 

III. THE SOURCE MODEL 

In this section, we examine in detail the excitation signals 
extracted by deconvolution with respect to the waveguide 
filter. In the previous chapter, we observed that the waveguide 

filters are almost invariant with respect to the velocity. On the 
contrary, the excitation signal varies nonlinearly as a function 
of the velocity, thereby taking into account the timbre 
variations of the resulting piano sound. In order to have an 
accurate sound (re)-synthesis, the source model must be 
designed with care. 

From the extracted excitation signals, we will study the 
source behavior as a function of the partial frequency and 
velocity (section IV.A). This will allow us to design the source 
model (section IV.B), which take into account these behaviors. 
In the next chapter, this model will be extended to take into 
account the note dependency, using data obtained from a real 

piano. In this section, the model parameters are calculated 
using the excitation signal obtained from the experimental 
setup (described in III.C.2a), but we will show later that the 
data obtained from the real piano behave correspondingly. 

A. Non-linear source behavior 
Since the excitation is related to the hammer-string 

interaction, we expect it to be short and broadband. In 
addition, since the hammer-string interaction is non-linear, the 
source should behave non-linearly, basically giving more 
brightness to the high velocities. Finally, we expect the source 
spectrum to be modulated with respect to the hammer impact 
position. Some of the source characteristics have been shown 
previously [15] [16]. We shortly summarize here, the most 
important characteristics of the source behavior. 

 
 

Figure 11 shows the excitation signals extracted from the 
measurement of the vibration of a single string struck by a 
hammer for three velocities corresponding to the pianissimo, 
mezzo-forte and fortissimo musical playing. The excitation 
duration is about 3.5 ms, which is in accordance with the 
duration of the hammer-string contact [17]. The excitation 
signals sound like an impact, with the higher velocity 

excitation signals being brighter. This increase in brightness 
can be better visualized in the frequency domain. 

 
The spectra of the excitation signals represented in figure 11 

are shown in figure 12. They globally decrease at high 
frequency showing several irregularities among which appears 
a periodic modulation related to the location of the hammer 
impact on the string. The excitation corresponding to the 
fortissimo playing has more energy than the ones 
corresponding to mezzo forte and pianissimo, in particular for 
the higher partials. This corresponds to an increase of 
brightness with respect to the hammer velocity. In conclusion, 
the excitation signals can be seen as an invariant spectrum 
(which we call the static spectrum), shaped by a smooth 
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Fig. 9: amplitude modulation laws for the first sixth partials, two strings 
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Fig. 10: amplitude modulation laws for the first sixth partials, three strings 
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Fig. 11: Three excitation signals for the single string test signal. 



 

frequency response filter (which we call the spectral 
deviation), the characteristics of which depends on the hammer 

velocity. 
 
 

B. Design of a source signal model 
The source model can be seen in figure 13. It has been 

elaborated using knowledge about the physical hammer-string 
interaction system, and by taking particular care that the model 
restitutes the perceptually important parameters well. The 
source model consists of the static spectrum and the spectral 
deviations. The static spectrum is a function of the hammer 
position and the string parameters. It is invariant with the 
velocity. The spectral deviation shapes the spectrum as a 
function of the velocity. The hammer position, string 
characteristics and the velocity dependency of the spectral 

1) The static spectrum 
We define the static spectrum as the part of the excitation 

that is invariant with respect to the hammer velocity. By 
considering the formula (equation (5)), we can deduce the 
analytical expression of the static spectrum: 

2

sin( )

1
SS

nE
n n B

πα
π

=
+

               (10) 

where B is the inharmonicity coefficient of the string [10], α 
is the relative hammer impact position (α=x0/L) and n is the 

partial number. The term 1/ Tρ  in equation (5) will be taken 

into account in the global gain. This expression gives an 
acceptable synthesis of the final piano sound (after spectral 
shaping by the spectral deviation), but in practice the 
excitation spectra contains more irregularities, which are also 
invariant with respect to the velocities. If we want an accurate 
resynthesis of an original sound, we have to include those 
irregularities in the static spectrum, by multiplying the 
theoretical static spectrum with an error term e. The final 
formula for the static spectrum is: 

2

sin( )

1
SS

nE e
n n B

πα
π

= ⋅
+

              (11) 

e is the deviation from the theoretical string excitation 
spectrum, which is supposed to be independent of the hammer 
velocity (in practice, it can be a few dB difference for different 

velocities). e is obtained by comparing the original excitation 
signal with the excitation obtained by using the theoretical 
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Fig.14: Error spectrum for a single string. 
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Fig. 13: The Source Model 
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Fig. 12: Frequency domain plot of the excitation signals for the single 
string test signals 
eviation are subsequently a function of the note. 
 

. Frequency dependency 
This section describes the model of the source as a function 

f the partial frequencies. 
 

static spectrum. 
 



 

2) The spectral deviation 
The excitation spectrum is, however, not invariant with 

respect to the velocity, as we observed earlier. This is taken 
into account by the spectral deviation. 

The spectral deviation is calculated by dividing the 
estimated excitation with the static spectrum: 

v
v

E
d

E
=                    (12) 

where Ev is the excitation signal for the velocity v obtained 
from the experimental data. 

The spectral deviations for the single string experimental 
signals are shown in figure 15. The spectral deviation 
effectively strengthens the fortissimo, in particular the high 
partials. It can successfully be fitted to a second order 
exponential polynomial (as shown in figure 15): 

2c bf af
vd e + +=
!

                 (13) 

In this model, c corresponds to the gain (since independent 
of the frequency), bf  defines the spectral tilt, which is limited 
in the high frequencies by the term af2. This modeling is 
sufficient both for synthesis, but also for resynthesis, in an 
analysis/synthesis situation. 

D. Velocity dependency 
In order to have a usable source model in a synthesis 

situation, it needs a model that both restitutes an acceptable 
sound quality, but also permits changing perceptually 
important attributes as a function of the hammer velocity.  

The velocity dependent parameters of the source model (a, b 
and c in equation (13)) are shown in figure 16. 

The spectral tilt parameters (a and b in equation (15)) 
exhibit asymptotic behavior. This can, in part, be explained by 
the full compression of the felt at high velocities [5]. The gain 
parameter c exhibits less asymptotic behavior. a, b, and c are 
modeled as a function of the hammer velocity by an 
asymptotic exponential with three parameters: 

( ) vB v
M mA v B B e− ⋅= − ⋅               (14) 

where A(v) is the attribute to model (gain, spectral tilt, or 
spectral tilt limiter), BM is the asymptotic value, Bm is the 
deviation from the asymptotic value at zero velocity, and Bv is 
the velocity exponential coefficient, governing how sensible 
the attribute is to a velocity change.  

The parameters of the exponential model (equation (14)) are 
found using a non-linear curvefit [18]. The asymptotically 
modeled values of the gain, spectral tilt and spectral tilt limiter 
values are shown in figure 16 along with the original values. 

 

E. Resynthesis 
The total source excitation can now be recreated by the 

equations (11)-(13), and the velocity model excitations can be 
recreated by additionally using the asymptotic velocity 
equation (14). The resulting excitation spectra are shown in 
figure 17. The deviations of the resulting excitations are 
perceptually insignificant. 

The next chapter will show that the source model can be 
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Fig.15: Spectral deviations for the single string signal. Original data and modeled 
data. 
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Fig.16: Gain, Spectral Tilt and Spectral Tilt Limiter for the single string.
Original data (+), model data (solid). 
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Fig.17: Recreated excitation spectra for the experimental data. 
used for any fundamental frequency of the piano, and give a 
source model for both velocity and fundamental frequency. 



 

IV. CONTROL OF THE HYBRID MODEL THROUGH 

MEASUREMENTS ON A REAL PIANO 

A. Experimental setup 
In order to take into account the note dependence of the 

resonator and source models, we have made a set of 
measurements on a real piano. Those measurements have been 
made on a Yamaha Disklavier C6 grand piano equipped with 
sensors. The vibrations of the strings were measured at the 
bridge level using an accelerometer whereas the hammer 
velocities were measured using a photonic sensor. Data were 
collected for several velocities and several notes. We have 
then used the estimation process described in III.C.1 for the 
previous experimental setup, and  extracted for each note and 
each velocity the corresponding resonator and source. 

 

B. Behavior of the velocity and note dependence of the 
resonator 

As expected, the behavior of the resonator as a function of 
the hammer velocity is similar to the one described in 
III.C.2.b,  for the signals measured on the previous 
experimental setup. The filters are quite similar with respect to 
the hammer velocity.  Their modulus is close two one, but 
slightly weaker than previously, since it takes now into account 
the losses due to the acoustic field radiated by the soundboard. 

 
On the contrary, the shape of the filters is modified as a 

function of the note. As we have seen, the filters are related to 
the physical features of the strings themselves which change 
for each note. In order to control our model in a relevant way, 
we have to take into account this behavior.  figure 18 shows 
the modulus of the waveguide filter for several notes. We have 
not studied the behavior of each filter independently, in the 
case of doublet or triplet of strings. In order to compare this 
behavior with the one of the filters of the single string notes, 
we have calculated an average filter. 
 
As shown in [9], the modulus and phase of those filters can be 
expressed in function of the physical parameters of the strings: 
 

2
2

1 2( ) exp
2

arg( ( ))
2

bF D b
BL

F D
B

π ξω

ξω ω π

  
= − +     

= −

 (15) 

with 2 2
01 1 4 /Bξ ω ω= − + +  

L the length of the string has been measured on the piano, ω0 is 
the radial fundamental frequency of the note, B is the 
inharmonicity coefficient estimated on the signal measured. By 
fitting the estimated filters using those relations, we have 
obtained the behavior of b1 and b2  as a function of the note. 
The corresponding curves are also plotted on figure 18. 
The relations (15), relating the physical parameters to the 
waveguide parameters, allow the control of the resonator in a 
relevant physical way. We can either change the length of the 
strings, the inharmonicity, or the losses … But in order to be in 

accordance with the physical system, we have to take into 
account the inter-dependance of some of the parameters. For 
instance, the fundamental frequency is obviously related to the 
length of the string, as well as the tension or the linear mass.  If 
we modify the length of the string, we also have to modify, for 
instance, the fundamental frequency, considering that the 
tension and the linear mass are unchanged. This aspect will be 
taken into account in the implementation of the model. 

C. Behavior of the velocity and note dependence of the 
source 

The source model parameters have been calculated for a 

subset of the data for the piano, namely the notes A0, F1, B1, 
G2, C3, G3, D4, E5 and F6. Each note has approximately ten 
velocities, from around 0.4 m/s to approximately 3 m/s. 

 
The source extracted from the piano signals behaves as the 

experimental data for all notes with respect to the hammer 
velocity. In particular, the spectral deviation parameters 
behave according to the model for all notes. The gain, spectral 
tilt and spectral tilt limiter all exhibit asymptotic behavior as a 
function of the velocity.  

Since the source is dependent mainly on the characteristics 
of the hammer, which is different for each note, we do expect 
its behavior to change as well with respect to the note.  

The velocity coefficient Bv for the gain c decreases with the 
note, however, stating that the high notes need more velocity 
range to obtain the higher dynamic range. The high pitch notes 
gain have more asymptotic behavior, i.e. the asymptotic values 
BM are reached for a lower velocity, transforming into a higher 
velocity coefficient for the higher notes. 

 
As shown in figure 19, the spectral tilt b asymptotic value 

BM is positive for the low pitched notes and negative for the 
high pitched notes, reflecting that the low pitches notes 
excitations are less bright than the static spectrum, as opposed 
to the high partials. The low notes exhibits more exponential 
behavior, i.e. the low velocities for the low pitched notes are 
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Fig.18: Modulus of the waveguide filters for notes A0, F1# and D3. Original
(dotted line) and modeled filters. 



 

lesser bright than the corresponding high pitched notes.  
 
The spectral tilt limiter a, is positive for the high pitched 

notes and negative for the low pitched notes. In addition, the 
low velocities tends more in the same directions. The midrange 
notes does not have any noticeable 2nd order term, which may 
explain the lack of this term in previous related work [15][16]. 

The spectral tilt limiter is thus effectively limiting the effect of 
the spectral tilt for the high partials. 

One can finally notice that all those parameters are regular 
enough as a function of the note to be fitted by a second order 
polynomial as shown on figure 19. This approximation leads 
to a complete piano model allowing to control the source as a 
function of the velocity and the note.  

V. CONCLUSION 

In this paper we have shown that a piano sound can be well 
reproduced using a hybrid model consisting of a resonant part 
and an excitation part. After an accurate calibration , the 
sounds obtained are perceptually close to the original ones for 
all notes and velocities. The resonator, which simulates the 
phenomena intervening in the strings themselves, is modeled 
using a digital waveguide model which is a very efficient way 
of simulating the wave propagation. It exhibits physical 
parameters such as the string tension, the inharmonicity 
coefficient,  allowing a physically relevant control of the 
resonator. It also take into account the coupling effects, which 
are perceptually extremely relevant. The source is extracted 
using a deconvolution process and is modeled using a 
subtractive signal model. The source model consists of three 
parts (static spectrum, spectral tilt and energy) which are 
dependant on the velocities and the notes played. In order to 
reduce the number of parameters, a model of the note 
evolution is finally proposed leading to a fully playable piano 
model. 
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Fig.19: Asymptotic value BM, deviation from the asymptotic value Bm, and 
velocity exponential coefficient Bv as a function of the note frequency for the
spectral tilt coefficient b. 
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1. INTRODUCTION

A musicianplayinganacousticinstrumenthasmany waysto con-
trol the quality of the soundof a single tone, i.e. pitch and tim-
bre, somewaysmoresubtlethanothers. In our searchto under-
standand model the acousticalbehaviour of the instrument,we
try to quantify the player’s meansof control by parameters,like
the blowing pressureor the firmnessof the lips against the clar-
inet reedetc. Thequality of thesounditself canbequantifiedby
consideringthe peaksof the steady-statespectrumwhich is eas-
ily calculatedfrom the real instrumentalsoundby a FastFourier
Transform.

TheHarmonicBalanceMethodis amethodthatis ableto pro-
ducethepeaksof suchaspectrumgivenasetof physicalequations
describingthesystem.It works in thefrequency domainandasit
calculatesthesteady-statespectrum,only periodicsolutionscanbe
found,contraryto the time domain. Therefore,the resultsounds
staticandboring. On the otherhand,the greatadvantageis that
it is very generaland can be usedon highly nonlinearsystems,
whetherthe nonlinearityis in the frequency or the time domain.
Furthermore,it is rapid since it only calculates the a relatively
small numberof harmonics.To find a solution to a rathercom-
plex problem,it is possibleto usea solutionfound for a simpler
oneandsufficiently graduallycomplexify theproblem.

Now, modelshave beenproposedandusedfor a large range
of self-sustained instruments,but the problemis always to find
solutionsfor thesemodelswith generalconditions.TheHarmonic
BalanceMethodmakesusableto studythemodelsystematically
andto learnhow to control it. In addition,it efficiently provides
verification for approximateanalyticalcalculationslike Variable
TruncationMethod[1].

This reportpresentsthecomputerprogramHarmbalfor using
the HarmonicBalanceMethodto calculatethe steady-statespec-
trumof aself-sustainedmusicalinstrumentsfrom asystemof three
equations:anonlineartime-domainequationandalineardifferen-
tial oscillationequationfor the excitation, and the frequency re-
sponseof theresonator. We will employ theclarinetasanexam-
ple,but it is easyto changetheprogramto useotherequationsand
parametersto supportotherself-sustainedinstruments.In fact,the
programshouldbesufficiently generalto accommodatemorefun-
damentalchanges,but thiswould requireagoodknowledgeof the
C programminglanguage.

C was chosenas programminglanguagebecause of the ad-
vantagesof fastoperationandgoodportability to mostotheroper-
atingsystems.It will bedistributedin September2002underthe
GNU General PublicLicense(seewww.gnu.org/copyleft) asafree
softwarewith copyleft (a copyright that allows everyoneto use,

change,andredistributetheprogram,but not to take copyright on
anything basedon this program,or to take away thecopyleft free-
domfrom it). With thiseveryoneis encouraged to usetheprogram
andsharetheir improvementsandadditionswith everyone.

At lastit shouldbementionedthatasimilarprogramalthough
lessgeneralwasmadefor Matlabby S.Menigoz[2] in supervision
of J. Gilbert [3]. This programwas usedin the early stagesof
programmingand debugging of Harmbaland for verification of
theresults.

2. THE HARMONIC BALANCE METHOD

The HarmonicBalanceMethod is a numericalmethodto calcu-
late thesteady-statespectrumof periodicsolutionsof a nonlinear
dynamicsystem. Although the methodoriginally seemsto have
beendesignedfor forcedoscillationswith a known fundamental
frequency [4], it hasbeenmodified to self-sustainedoscillations
by addingthefundamentalfrequency asanunknown variable[3].

In shortwe searcha solution
�� containingthe amplitudesof

the
�

first harmonicsaswell astheconstantcomponent,i.e.
�����

complex components,or �	� �
���	� real componentswhich we or-
ganizeas

�����
realpartsfollowedby

�����
imaginaryparts.The

amplitudeof thefirst harmonic(�� ��� ������� ) canbemaderealby
shifting thesolutionappropriatelyin the time domain,so that the
imaginarypart ����������� . Thesystemmaybewritten in theform

������ �� � ���� �! (1)

where
�� � is thesolution.We thussearchfor therootof

�" � �� � � ��$# �� � �� ���  
(2)

i.e.
�" �%� . We have dividedby the realandnon-zeroamplitude�� of thefirst harmonicto avoid thetrivial solution

��&��� .
By startingwith aguessedvalue

��(' , weusetheNewton-Raphson
Methodto calculate a step ) �� to a point

��(' �* closerto thesolu-
tion andthussearchthesolutioniteratively. As achangein thefre-
quency will change

�"
, wetakeadvantageof thefactthattheimag-

inary partof thefirst harmonic,���+�,� , is zeroandput theplaying
frequency -  in its place. ) ���+�,� is thusthechangeneededin the
frequency to comecloserto thesolution.

The methodis modified in the programwith a backtracking
mechanismto takeastepshorterthan ) �� if thenew solutionseems
to beworsethantheonewealreadyhave.
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Figure1: Theiterationprocessof Newton’s method

2.1. Newton-Raphsonand backtracking

Startingwith a one-dimensionalproblem,we want to find � for-7� � � ��� . With Newton’s method,

� ' �*���� ' # -�� � ' �-98:� � ' �  (3)

we calculatethe slope - 8 � � ' � in our startingpoint � ' andfollow
it to whereit crosseszeroasa first approximationof thesolution.
This is repeatedwhile increasing

�
till -7� � ' ��;�< , asmallvalue,as

illustratedin Figure1.
In a multidimensionalsystem,the problemis a vectorprob-

lem: We search
�� for which

�" � �� � �=� . Newton’s methodis gen-
eralizedto theNewton-RaphsonMethod,whichcanbewritten:

�� ' �* � �� ' # > ' ? @ �A �" � �� ' �! (4)

where >�'? �CB �" � ��(' � is theJacobianof
�"

at
��(' . Thestep ) ������(' �* # ��(' maybecalledtheNewtonstepandfollows thesteepest

tangentof
�" � �(' � to zero.Effectively, this is themultidimensional

versionof thewell-known Newton’s Method.
The Jacobian,a �!� �
� � �ED �!� ��� � � matrix, could be found

analytically if the derivatives F 'HG �JI " 'LK I�� G canbe calculated
analytically, but normally it is sufficient to usethe first-orderap-
proximation

F 'HGNM " ' � �� �&O �� G  - � # " ' � ��  - �O �  
(5)

where
O �� G is zeroexceptfor the P th componentwhich is the tiny

perturbation
O � . However, we exchanged ���+�,� with theplaying

frequency - , socolumnnumber
��� � of theJacobianshouldbe

F 'RQ �+�,�S� I " GI - M " G � ��  - �TO - � # " G � ��  - �O - U (6)

Notethateventhough����������� ,
" �+�,� � ��  - � is in generalnot.

Unfortunately, thetangentis notalwayssufficiently steep,and
thustheNewtonstepbringsusfurtherawayfrom thesolution.Of-
ten this will resultin V �" ' �* V�WXV �" ' V , in which casewe apply the
backtracking algorithmdescribedin NumericalRecipes[5]. Ac-
knowledgingthat the Newton stepis the directionof thesteepest
descent,we simply take a shorterstep Y7) �� in thesamedirection,
where� ; Y[Z � .

Now, aprobablygoodvalueof Y canbefoundby definingthe
function \ �]Y � � � V �" � �� � Y^) �� � V � (7)

with derivative \ 8 �]Y � � B �" A �" _` �,acb _`
A ) �� U (8)

We alreadyhave
\ � � � � � V �" � �� � V � , \ 8 � � � �d# V �" � �� � V � , and\ � �	� � � V �" � �� � ) �� � V � , so we canmodel

\ �]Y � asa quadratic
functionandfind its minimum

Y �%#
� \ 8 � � �\ � �	� # \ � � � # \ 8 � � � U (9)

It canbeshown that Y shouldnot exceed
� , andwe require Yfe� U � to avoid too shorta stepat this stage.If we still have V �" � �� �Y^) �� � V7W%V �" � �� � V , we model

\ �]Y � asa cubicfunction,minimizeit
andkeepY to bebetween10and50% of thepreviouslycalculatedY . This calculationrequiressolvinga systemof two equations,so
if alsothenew Y is notacceptedbecauseV �" V is still to large,wedo
notenhanceto afourth-orderfunctionbut doinsteadanothercubic
calculationwith themostrecentvaluesof Y . However, not many
repetitionsshouldbenecessarybeforefinding a bettersolutionor
realizingthatthisapproachdoesnotwork.

2.2. Application on wind instruments

For a wind instrumentthe methodtakes the form shown in Fig-
ure 2 [3]. Capital lettersdenotequantitiesin Fourier spaceand
small lettersare in the time domain,thus gh�ji � �Jk l �jm � andl �jm � �nk @  go�ji � , where k denotesthe Fourier transform. l
is the internalpressurein themouthpieceand � thedisplacement
of themechanicalexcitor (the reedfor a reedinstrument,the lips
for a brassinstrument,for instance). p is the volumeflow of air
throughthemouthpiece. For othertypesof instruments,thesame
variablesmay have differentsignification. To keepthe equations
asgeneralaspossibleandwith asfew parametersaspossible,we
useconsequentlydimensionlessquantities.

Theexcitationis modelledasaspringwith massanddamping:qsr� �Tt=u� �&v �&��l  (10)

where
q

,
t

, and
v

aredimensionlessmass,damping,andspring
constant.

v � includespossibleconstanttermson the right-hand
side. Equation(10) is Fourier-transformedandcalculated in the
frequency domain. The volumeflow, however, is nonlinearand
mustbecalculatedin thetimedomain:

p��wm � � p�� l  � � U (11)

A third equationdescribesthe resonator(tube or string) and is
mostsimply calculated in the frequency domainby meansof its
frequency responsexN�ji � :

go�ji � � xN�ji �]y �ji � U (12)

go�ji �{z|z	}6~��#,��l �jm �
Eq.(10)� �ji �!z|z	}6~��#,��� �jm �

�|�c�!� ]��#�� p��wm � z|z	}#,� y �wi � �9�c�!� ��!�#�� � �jgh�wi �!�

Figure2: Theiterationloop of theharmonicbalance methodfor a
clarinet
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We discretizeoneperiodof the time-domainvariablesin
�h�

equidistantsamples,i.e. p*� � p��w� K �[� - � , implying that thesam-
pling frequency

�h� - adjuststo thecurrentplayingfrequency - so
that we alwaysconsideroneperiodof oscillationwhile keeping�[�

constant.Thusa discreteFourier transformgivesusthe
�[� K �

first harmonicsof the oscillation(including the constantcompo-
nent),eachat a multiple of theplaying frequency, -�� ��� - . We
limit ourcalculationsto thefirst

�o�
harmonics,or partials,sothat

wehave
���|���

componentsincludingtheconstantcomponent. As
for
�� in startof Section2, weseparatetherealandimaginaryparts

andrepresentgo�ji � with
�g given by �	� �o�	���	� components.

�h�
mustbe at least �	� ���|���	� , and it shoulda power of two so that
theFastFourierTransform(FFT) canbeused.

�[�
shouldalsobe

sufficiently largeto avoid aliasing.
In Harmbal,Equation(10)is givenby thethreeparameters

q
,t

, and
v

, Equation(11) is given by a C function that calculatesp*� for all
�[�

time samples(� Z�� ;��h� ), andEquation(12) is
given by a function that calculates the �	� ���|���	� componentsof
theimpedancex � , � Z � Z �o� .

As Figure2 implies,thecalculations revolve aroundthepres-
sure

�g , andtheNewton-RaphsonMethodis employedto find the
rootof thevector

�" � �g  - � �
�g # �� � �g  - �g  (13)

whereg �+�,�S� - , theplayingfrequency.

2.3. The equationsfor a clarinet

The oscillationof the reedof a clarinetmay be describedusing
dimensionalquantitiesby

r� � \6� u� � i �� �$� �
� � � l�#�l^� �! (14)

where� is thedynamicreeddisplacement,� � , \6� , and i � areits
massper area,dampingfactor, andangularresonancefrequency,
and l and l^� arethedynamicpressurein themouthpieceandthe
staticpressurein the playersmouth,respectively. In dimension-
lessform we define �l&��l K l�� , ��
��� K�� �¡  K v , �m � i � m , and  �¢l^� K l�� , tilde (� ) temporarilydenotingdimensionlessquan-
tity, whichgive v ��� � � i �� K l��  (15)q � v i �� K i ��  (16)t � q \6� K i � U (17)

i � is thenaturalresonancefrequency of the tubeand � the reed
opening,seeFigure3. Whenblowing too hard, l^� e l�� , i.e.  e �

, the reedconstantlyblocks the opening,i.e. �£�¤# � ,
so we get l%�¥� and can concludethat

v � �
. We return to

dimensionlessquantities.
A usualbasicmodel for the clarinet assumesa simple reed

with no massor damping,thus
q � t �¦� and

v � �
. Equa-

tion (10) thus reducesto �¢��l anda blocking reedoccursforl Z   # � .
Equation(11)canbewritten, for finite

q
and

t
:

p�� l  � � �
§ � �S� �[#  �� V   #�l V:¨!©Hª|«*�   #�l � (18)

aslong as � W   # � , p �C� otherwise.§�� x¬¯® � � K1° l � is
a non-dimensionalparameterfor the mouthpiececonstruction,®
beingthewidth of theopeningand° thedensityof theair.

±n±n±n±n±n±n±n±n±n±n±n±±n±n±n±n±n±n±n±n±n±n±n±±n±n±n±n±n±n±n±n±n±n±n±±n±n±n±n±n±n±n±n±n±n±n±±n±n±n±n±n±n±n±n±n±n±n±±n±n±n±n±n±n±n±n±n±n±n±
²n²n²n²n²n²n²n²n²n²n²n²²n²n²n²n²n²n²n²n²n²n²n²²n²n²n²n²n²n²n²n²n²n²n²²n²n²n²n²n²n²n²n²n²n²n²²n²n²n²n²n²n²n²n²n²n²n²²n²n²n²n²n²n²n²n²n²n²n²

³n³n³n³n³n³³n³n³n³n³n³´n´n´n´n´n´´n´n´n´n´n´µ

¶

· ¸¸º¹

Figure3: A schematicdrawing of themouthpiece

Finally, the input impedance of a cylindrical tubeof length »
with anopenandaclosedendcanbewrittenas xN�ji � � �	¼c½ «�� � » �
(dimensionless).The wave number �=� i K�¾ �¿�:À where

À M� U Á|Â i K i � is dueto viscouslosses. ¾ is the speedof soundin
air and its frequency dependency may be approximatedby ¾ �i ¾	ÃcK �wi �TÀ ¾	Ã � to modeldispersion.

3. PROGRAM LAYOUT AND USE

Harmbalconsistsof two parts,a coreanda userpart. The core
part containsthe harmonic-balance loop, the interface,numerics
and so on. This is describedin the README file following the
program. However, the physical equationsare put into the user
part, which enablesthe userto formulateandaddnew equations
for new purposes,aslong assheconformsto thesystemof three
equationsasdescribedin Section2.

3.1. User’s guide

Intentionally, calculations with Harmbalareperformedfrom the
commandprompt,thusa command-linewindow mustbeopened
andthe commandharmbal followed by optionsandarguments
mustbeexecuted.Theparameters aswell asa guessvaluesof the
spectrumandplayingfrequency aregivenin a parameterfile (and
possiblychangedby thecommand-linearguments).Theprogram
returnstheresultsin anotherparameter file of thesameformatso
that a parameter canbe changedandthe programbe re-executed
basedon thenew parameterfile.

This low-level interactionbetweenuserandprogramwascho-
sento give a high degreeof flexibility; Harmbalcanbe useddi-
rectly in connectionwith otherprograms,suchasMatlab, or by
shellscriptsto do batchjobssuchasfinding solutionsfor a range
of aparameteror iteratively searchingasolutionfor acomplicated
caseby startingfrom a simpleone. And even if thereshouldbe
a bug in Harmbalthat causesit to crash,nothing is lost and the
usermaymodify whatever shethinkscausedtheerrorandre-run
Harmbal.

Finally, experienced C programmersmay compile the func-
tions of Harmbalinto otherC programsperformingrelatedtasks
(seehowever licenceagreement).

The usageof Harmbal:

harmbal [options] [frequency [all partials]]
wherebracketsmeanthatthecontentis optional,optionsstartwith
a minussign (seebelow), frequency is obvious, andpartialsare
givenasÄÅ�jg Ã �! ÄÆ�jg  �] U{U{U  ÄÆ�wg ��Ç �! ÉÈ �jg Ã �] {È �wg  �] U{U{U  {È �jg ��Ç � .
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Possibleoptionsare:
-f fn inputnamefn of parameterfile (default: params.pmt)
-o fn outputnamefn of parameterfile (default: pout.pmt)
-p
���

changenumberof partials(excl. theconstantcomponent)
-t
�h�

changenumberof time samples(shouldbeapowerof 2
and e��	� �o���¿�	� )

-c p v changeaparameter p to thegivenvaluev
-h helpinformation
-M calc.till min. V �" V is reached,notonly till V �" V ;¿Ê7Ë�Ì6Í�Î|Î
-D directNewton-Raphson,i.e. nobacktracking

Somerules:Ï If inputfile alreadyis asolution,theresultis merelycopied
to the output file. If Harmbalcannotfind a solution, the
outputfile is notmade(nor touchedif alreadyexisting).Ï Thecommand-lineargumentstakeprecedenceto thevalues
in thefile, andif

�o�
is given,it is moreimportantthanthe

numberof partialsgivenin thefile or evenat thecommand
line. Thus,thereis no point in specifyingat thesametime�o�

andthepartials.Ï The frequency mustbe given if the partialsaregiven,and
thepartialsmustincludetheconstantcomponent,sofor

���
partials,you shouldhave �	� �����Ð�|� valuesplus the fre-
quency.

The parameter file:

The parameterfile is simply a text file that lists all necessarypa-
rametersand their values,one per line in the format parameter
value. The last item in the file must be g which is given by P
aloneon a line immediatelyfollowed the �	� �o�	���	� partials,one
on eachline. Blank lines and lines startingwith a hash(#) are
ignoreandnot rewritten in theoutputparameterfile.

Therearesomemandatoryparameterswhichtheprogramneeds
to run: K, R, and M (for Equation(10)), nlmodel and imp-
model (nonlinearand impedance model numbers),pmax (l�� ,
a valueof 1 for dimensionless),denom (which harmonic(default
is 1, i.e. g  ) to usein the denominatorin Equation(13)), max-
itno (maximumnumberof iterations),maxerr (maximum V �" V
and VÑ- '�# - ' @  V K - ' ), freq (initial playingfrequency - Ã ), res-
freq (the lowest resonancefrequency of the resonatori � K �ÓÒ ),
andof courseNp andNt. Both modelnumbersarethesumof the
instrumentnumbermultiplied by 100andthemodelnumber. For
the nonlinearmodel(model2) of the clarinet(instrument1), for
example,a line shouldreadnlmodel 102.

Otherparametersdependonthenonlinearandimpedancemod-
els used. The useof the equationsin Section2.3 requiresnu
(dampingfactor)anddisper (dispersionflag; 0=none,1 disper-
sion; with intermediatevaluesallowed if neededto converge) for
thetube,andzeta (§ ) andgamma (

 
) for thenonlinearequation.

Examplesof use:

harmbal 100 runsHarmbalondefault parameter file,
params.pmt, adjustingtheinitial frequency to 100Hz,
andreturnthesolution,if found,in pout.pmt.

harmbal -f clar1.pmt -o clar2.pmt -c gamma
. . .0.5 -t 64 100 0 0.1 0 0 runsHarmbalonan
earlierparameterfile clar1.pmt, changesgamma to

0.5,
�h�

to 64, thefrequency to 100Hz andtheinitial
�g to

haveoneharmonicwith amplitude0.1,makesthe
appropriateiterationsto find asolution,andfinally writes
theresultto clar2.pmt.

harmbal -f pout.pmt -c gamma 0.4 reads
pout.pmt, changesgamma, runsHarmbal,andwritesto
thesamefile. If nosolutionwasfound,pout.pmt is not
changed. This is particularlypractical whenagradual
changeof aparameteris necessary, or to collectsolutions
for a rangeof aparameter.

3.2. Adding instruments or functions

To adda nonlinear equationp or an impedancex , it is necessary
to go into the sourcecodeof the programand do somesimple
programming. However, this part of the codeis separatedfrom
thecoreof theprogramto facilitatethechangefor unexperienced
usersof C. This is describedin thefollowing sections.Section3.3
lists somepitfalls.

After whatever little changeof theprogram,it mustberecom-
piled. This is donein unix/linux systemsby writing make in the
directoryof theprogram.If thereareerrors,theseareoftenof the
naturecoveredin theSection3.3.

3.2.1. Addinga new instrument

Assumethat you want to add saxophonefunctions to the pro-
gram. Thenyou shouldmake a new file saxophone.c with a
headerfile saxophone.h (seebelow). But first, tell aboutits
existenceby openingthefile namedinstr.h andaddinga line
#include "saxophone.h" to thelist closeto theendof the
file:

#ifdef INSTR
#include "clarinet.h"
#include "saxophone.h"

#endif

Thendecideanumberthatis notalreadytaken,say2, for yournew
instrumentpackageandadda line #define SAXOPHONE 2 at
theendof thefile. Within theprogram,youshouldalwaysreferto
this instrumentby the constantSAXOPHONE, not the number, in
caseit is necessaryto changethenumber.

In the file instr.c, find the function
general_resonator() andanew case in theswitch state-
ment, just beforethedefault statement.This is wherethe in-
strumentis chosenby theparameter impmodel (ornlmodel for
thenonlinear model):

case SAXOPHONE:
reson = saxophone_resonator

(impmodel % INSTRFAC,paramlist);
break;

Repeatthis in thefunctiongeneral_nonlin().
Now, it is time to make the file saxophone.c by copy-

ing the standardfile stdinstr.c. Substituteclarinet with
saxophone and update saxophone_resonator() or
saxophone_nonlin() everytimeanew functionis added,see
next sections. Make also a file saxophone.h (from
stdinst.h) containingthedeclarationof all thenew functions
youadd.
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In makefile youshouldaddsaxophone.o to thevariable
INSTOBJS, which you find in thepreambleof thefile. This tells
of theexistenceof thenew file to thecompiler.

3.2.2. Addinga new resonator

A new function shouldstartwith the nameof the instrumentfile
to avoid double-useof a name. The framework of an impedance
functionis asfollows:

double *saxophone_nameimp(int N, double freq,
double *params)

{
int i; //partial counter, 0=constant comp
double nu,resfreq,disper; //parameter names
double *Z; // output impedance array
complex Za,Zb; // other temporary complex..
double L,a; // ...and real variables

resfreq = params[0]; // resonance freq. of
// full tube length

nu = params[1]; // attenuation
disper = params[2]; // dispersion flag

// (can be fractional)

/* calculate Z = ?? */
Z = allocvec(2*N);
w1 = 2.0*PI*freq;
for(i=1;i<N;i++){
// calculations, dimensionless and in..
Zb = ..?; // ..complex form
Z[k] = Zb.re; // convert to real array
Z[k+N] = Zb.im;

}
Z[0] = Z[N] = 0; //special case for freq=0
return Z;

}

Thefunctiondeclaration, simply thefirst line followedby a semi-
colon,

double *saxophone_nameimp(int N, double freq,
double *params);

mustbeaddedto saxophone.h for themainprogramto recog-
nizeit.

Closeto the top of thefile saxophone.c thereshouldbea
functionsaxophone_resonator(). Thenew resonatormust
beaddedto theswitch clause,just beforedefault. Herethe
function to be usedis chosenby the parameterimpmodel. We
look at thealreadyexistingcase 1 in clarinet.c:

case 1: // tanh(j(k+da)l + al);
// d = dispersion flag

np = 3;
params = getparams(paramlist,

stringlist(np,"resfreq","nu","disper"),
YES);

reson = initresonator(clarinet_tubeimp1,
params, np);

break;

When you have madea new function, all the parametersthat it
needsshouldbelistedwith quotesin thelinestartingwith params,
andnp in the line above shouldbechangedto thenumberof pa-
rameters. It is importantthat resfreq is the first! In the line
startingwith reson, substitutethenameof youfunction.To write
the impedancefunctionasa commentaftercase makesit easier
to find the right case.Thecasenumberis themodelnumberand
shouldthusbechanged accordingly.

At last,all new variablesshouldbeaddedto theparameter file
usedfor the problem. Missing parameterswill producean error
message.You shouldusedimensionlessparameters as much as
possible.

3.2.3. Addinga new nonlinearfunction

Addinganew nonlinearfunctionisdonein thesamewayasadding
anew resonator. Theframework is asfollows:

double *saxophone_u1(double *x, double *p,
int Nt, double sampfreq,

double *params, int np)
{
int n;
double *u; // array to be returned
double A,B; // parameters
double deriv; // temporary variables

A = params[0];// get parameter from params
B = params[1];

/* calculate dimensionless u=Ax+Bp+dx/dt */
u = allocvec(Nt); // allocate memory to u
nold = Nt-1;
for(n=0; n<Nt; n++){

deriv = (x[n]-x[nold])*sampfreq;
// the time derivative of x at n
u[n] = A*x[n] + B*p[n] + deriv;

// arbitrary example function!
nold = n;

}
return u;

}

Similarly to the impedance, the new function mustbe added
to clarinet_nonlin() asacase:

case 1:
func = initfunc(saxophone_u1, 0);
np = 2; // number of parameters
valuelist = getparams(paramlist,

stringlist(np,"A","B"),YES);
break;

Rememberthatnp shouldbeupdatedto thenumberof parameters
givenin theline following andthatthenumberaftercasemustbe
changed.Thenew functionnameis substitutedin theline starting
with func.

3.3. PitfallsÏ Sinceweusedimensionlessquantities,theimpedanceshould
bedividedby thecharacteristicimpedance, for instancex ¬ �°|¾9KLÔ ¬ , Ô ¬ beingthecharacteristic crosssectionof thetube.
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Figure4: Solutionholesin thecurve of g  versus
 

for different�o�
and §é�C� U ê , Â � � � @�ë , and

�h� � � �	ì . For even
�o�

we get
thesameasfor

��� # � .
This is easyto forgetwhenusingmorethanoneimpedance
functionat thesametime.Ï Arraysin C startswith the0thelement,sofor

�[�
elements,

theelementsof p areu[0], u[1],. . . ,u[Nt-1].Ï A forgotten semi-colonafter a statementor mismatched
braces( í , î ) maycauseerrorssomewhereelse.Ï All variable must be declared(floating point variable as
double, integerasint, andcomplex ascomplex.Ï Calculationswith complex variablesmustbeperformedwith
the functionsgiven in calc.h, even addingor changing
sign (sincecomplex is a struct), e.g. ïñð 'óò �,ô may be
written RCmul(a,Cexp(Cadd(ICmul(1,z),
Complex(b,0)))), where ï and õ aredouble and ö
is complex. To accessto the real and imaginaryparts,
add.re and.im, respectively.

4. SOLUTION HOLES AND DIGIT AL SAMPLING

Before the backtrackingalgorithmwasemployed, it was impos-
sible to find a solutionat specialcombinations of theparameters.
In particular, whenchanging

 
while keepingall otherparameters

constant,atcertainvaluesof
 

andsomeof its neighbourhood,we
call themholes, noconvergencewasobtained,eventhoughtheso-
lutionsat lower andhigher

 
seemedto go continuouslythrough

this hole, as shown in Figure 4. The Newton-Raphsonmethod
seemedto stopconverging by switchingbetweentwo valuesof

�g
and - or it just startedto diverge. (Thecurve is tracedby a script
(hbmap)which runsHarmbalfor a rangeof a parameter, in this
case

 
from 0.5aslow aspossiblein stepsof

� � @7÷ .)
By setting

�o� � � , wehaveaone-dimensional problemsince
only g  hasanon-zerovalueandthus

"  is theonly contributortoV �" V . With anotherprogram,tracpar, writtenin C,agraphof
"  for

varying g  aroundthesolution
" N�C� couldbemade,asshown

in Figure5 for severalvaluesof
 

aroundahole.
We seethat the curve of

"  �jg  � experiencesoft jumps at
ratherregulardistances,andat thecenterof thehole, i.e. for
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Figure 6: The effect of sampling rate on the smoothnessof"  �jg  � : (a)

�[� � Á � , (b) 128, and (c) 1024. The derivative"  K g  quantifiestheroughness.

jump thusformsa schoolexampleof a situationwhereNewton’s
methoddoesnotconvergebecausetheNewtonstep) g  bringsus
alternatinglyto theoneandtheothersideof thesolution,but not
closer.

To solve the problemwe askourselveswhy thesejumpsoc-
cur. Theansweris thedigital samplingof a continuoussignal. If
we increasethesamplingrate,i.e. increase

�h�
, thejumpsbecome

smallerbut occurmorefrequently, asshown for
�h� � Á � , 128,

and 1024 in Figure 6a–c. The derivative I "  K I g  is addedto
quantifythesizeof thejumps.As

�[� ��� , thesystembecomes
continuousandthe curve smooth. However, to increase

�h�
will

only helpconvergencelocally asthejump is likely to move away.
Globally, therewill probablybeagreaternumberof holes,but they
will cover a smallerrange,in this case,of

 
. Furthermore,to be

ableto usetheFastFourierTransform,
�h�

shouldbeapowerof 2,
soincreasingthesamplingratewill becostly in termsof comput-
ing time.

Instead,to copewith theproblem,wesimplyshortentheNew-
ton stepsufficiently, andthe backtracking algorithmdescribedin
Section2.1elegantly estimateshow much.After addingtheback-
tractingmechanism,theproblemof convergencefailure is almost
completelyvanished.

5. FREQUENCY INSTABIL ITY

Anotherproblemexperienced,is thatif theplayingfrequency - is
badlyguessed,it startswandering andthesystemdivergesrapidly.
By plotting

"  for a rangeof - , seeFigure7, we seewhy: The
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Figure7: Thevariationof
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slopeof
"  �]- � is zero(because

"g is smallandthus
"  M g  K g  )

exceptverycloseto thesolution.ThustheNewton-RaphsonMethod
cannotfind asolution.For asimplesystemastheoneshown in the
figurewherethewell correspondsto a resonancepeakof thetube,
it is notdifficult to guess,but it quickly becomesachallengewhen
addinga massto the reed,dispersionin the tube, or interaction
betweento resonators.

In Harmbaltheproblemis temporarilymendedto someextent
by the possibility of changingthe dispersion,for instance,con-
tinuously, so that the playing frequency can be followed quasi-
continuouslyfrom aknown solutionwithoutdispersion.

6. CONCLUSIONS

The programHarmbalis readyandfree to be usedby all of you
andis in factalreadyin useby severalresearchers.

Theproblemof convergencefailurehasbeenexaminedandits
origin wasfound to be thedigital samplingof thesignal. As this
cannotbeavoided, it wassolvedby implementingthebacktracking
mechanism.

The programhasbeencomparedto give the samesolutions
asan earlierprogramfor Matlab which wasmadefor a specific
modelof aclarinetandhasbeenusedseveralyearsalready. Apart
from beingmuchfasterthanthisearlierprogram,Harmbalis more
general,meaningthat it is simple to addnew modelsandthat it
may be run automatically(by a script or otherprogram)to pro-
ducerangesof solutionsin a simplefasion.Thus,in principle,all
researchersworking on self-sustainedmusicalinstrumentsshould
beableto benefitfrom thepresentedprogram.

Two problemswith the methodare currently interestingto
study: The methodis very sensitive to the guessedplaying fre-
quency, andit doesnot tell whethera solutionis physically stable
or not.
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culationof the spectrumof self-sustainedoscillatorsusinga
variabletruncationmethod:Applicationto cylindrical reedin-
struments,” ActaAcoustica, vol. 86,no.4, pp.685–703,2000.
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Control and Virtualisation of Musical Instruments.

Jan Tro (tro@tele.ntnu.no)
Norwegian University of Science and Technology

1  Introduction
The main goal of this report is to document
significant progress on the Task 3 topic: Control
and Virtualisation of Instruments.
Concerning Task 2 (Musical Sound Understanding,
Timbre Modeling) and Task 3 we expected the
research method would take perceptual evidence and
experimentation into consideration, as well as
mathematical descriptions of basic physical sound
excitation phenomena and sound control parametres,
in the attempt to look for alternative descriptors of
sound quality and sound control. The close
relationship between these to topics (Task 2 and 3)
has made it necessary to include references and
articles performed in the framework of both tasks,
even though control and virtualisation aspects will be
emphasised here.

2  Activities

This activity review will fall in two
categories:

- Networking: The training of young
researchers,

and
- research accomplishments and progress of

the network project.

Concerning networking young reasarchers directly
involved in the research projects reported here is
mentioned.

Regarding the presentation of the Task 3 progress
research methods and strategy will be discussed.
Concerning control aspects performer controlled
musical parametres will be focused. This includes the
description of standard instruments as musical control
devices, the development of new controllers for
contemporary music and systematic measurements of
control ability (performology).
Virtualisation of instruments will focus on the
simulation of acoustical instruments (mainly physical
modeling of sound sources) and the comparison with
acoustical instruments.  
Some of the main experiment reports are attached as

Appendices.

2.1  Networking

Contribution to the networking activity with young
researchers or scientific reports related to Task 3
concerns the following institutions:
Norwegian University of Science and Technology
(NTNU), Trondheim,
Ørsted DTU, Acoustic Technology, Copenhagen,
Centro Nazionale Universitario de Calcolo Elettronica
(CNUCE), Pisa,
Centre Nationale de la Recherche Scientifique
(CNRS-LMA), Marseilles,
Pompeu Fabre University (UPF), Barcelona.

In addition several other MOSART engaged
institutions have stated interest in this task.
 

A complete activity report of young researchers is in
process. Networking authors are mentioned in chapter
3.

2.2  Research

While musicians possess a craftsmanship in
handling an controlling an instrument, it is not clear
how a computational representation of actual or
virtual instrument expressive features should be
organised. Likewise it is not clear, how transitions of
tones should be synthesised, when representations of
single tones and instrument features are combined in a
musical phrase. The state of art in digital instruments
is still concerned with samples of single tones and
isolated sounds. The combination of such, according
to a certain style of composition or playing, is an
entirely open problem within the synthesis of musical
sound. The physical modeling of instruments and
computational synthesis of musical plausible sound
from these models have become a scientific study in
its own right.
The analysis by synthesis approach has been a
prevailing technique in these tasks. Concerning the
broader scope of modeling of phrases and of complete
instruments, several research strategies seem
attractive. However, basic knowledge of excitation



mechanisms, control parametres and sound radiation
needs still to be controlled, enhanced and purified.
On this background the development of sound
recording databases for further detailed sound and
control analyses seems to be relevant.
The following section includes scientific reports and
references on performance control parametres,
recordings in anechoic and reverberant environments,
and event piloted instruments.

3  Selected scientific reports

3.1  A Classification of Controllers For Para-
meters Highlighting.

Gabriele Boschi (MOSART short term employee at
NTNU – Acoustics, spring 2002) discusses music
controllers as part  of one of the following three
families:
1) Controllers that are actually Acoustical

instruments, that is traditional instruments.
2) Electronic instruments quite close to the

related traditional instrument, but also supporting
new ways to communicate musical expressions.

3) Electronic controllers which use or are
based on completely different concepts than the
ones used in traditional instruments.

The report includes a comprehensive discussion on
control parametres.

Full text is attached in Appendix I.

3.2  Musical Instruments Control and Expression

This paper, written by Kristoffer Jensen (DIKU,
Copenhagen), presents a study on the control of
musical instruments and the expressive model, a
generic signal model which models the perceptive
effect of expressive changes of most musical sounds.
The expressive model is based on a model of the
hammer-string interaction of the piano, and on the
observations of the control and expressions of some
typical acoustic musical instruments.
The paper is divided into two parts: a first part with
theoretical investigation of the control of musical
instruments, and a second part, which details the
expressive model.

Full text is attached in Appendix II.

3.3 From Sounds to Music: Different Approaches
to Event Piloted Instruments

This paper, written by Pascal Gobin, Richard
Kronland-Martinet, Guy-André Lagesse, Thierry
Voinier and Sølvi Ystad, addresses three different
strategies to map real-time synthesis of sounds and
controller events. The design of the corresponding
interfaces takes into account both the artistic goals
and the expressive capabilities of these new
instruments. Common to all these cases, as to

traditional instruments, is the fact that their
specificity influence the music which is written for
them. This means that the composition already starts
with the construction of the interface.
As a first approach, synthesis models are piloted by
completely new interfaces, leading to "sound
sculpting machines". An example of sound
transformations using the Radio Baton illustrates this
concept.
The second approach consists in making interfaces
that are adapted to the gestures already acquired by
the performers. Two examples are treated in this case:
the extension of a traditional instrument and the
design of interfaces for disabled performers.
The third approach uses external events such as
natural phenomena to influence a synthesis model.
The Cosmophone, which associates sound events to
the flux of cosmic rays, illustrates this concept

Full text is attached in Appendix III.

3.4 Experiments on instrument directivity.

3.4.1  Directional patterns and recordings of
musical instruments in auralization

This paper, written by Felipe Otondo (MOSART
employee at Ørsted DTU), Jens Holger Rindel and
Claus Lynge Christensen, outlines the developing
ideas of the investigation started the 1st of September
2001. The problem of the spatial representation of
sound sources that vary their directional pattern in
time in auralizations is introduced. Musical
instruments are used as a reference for the discussion
of the traditional representations with assumed fixed
directional characteristics. A new method for
representation of the spatial sound contributions in
time is proposed using multiple-channel recordings
and virtual sources in the simulations. Further
developments and applications of the solution are
outlined.

Full text is attached in Appendix IV.

3.4.2  New method for the Directional
Representation of Musical Instruments in
Auralizations

The paper is written by Felipe Otondo (MOSART
employee at Ørsted DTU) and Jens Holger Rindel.
The issue of the representation of sound sources that
vary their directional pattern in time in auralizations
is introduced. Musical instruments are used as a
reference for the discussion of the traditional
representations with assumed fixed directional
characteristics. A new method for the representation
of the spatial sound contributions in time is proposed
using multiple-channel recordings and various virtual
sources in room auralizations. Possible developments
of the proposed recording/reproduction method are
described.
Full text in Appendix V.



In addition to this paper a multi-channel 24 bit
version of the described recordings are available.
These recordings have been done with multiple
microphone setup sorrounding the source as described
in the paper.
These anechoic recordings have been done at the
Technical University of Denmark(DTU).
The samples in this CD are at 16 bit quantisation and
44.1 kHz.
Most of the instruments have recorded in the whole
compass. Some instruments have been recorded
chromatically (Bb clarinet, Bass clarinet, Spanish
guitar, tuba & violin), the rest include of the
instruments scales and isolated tones.
The melodies recorded are short simple melodies
intended for tests or comparisons.

3.4.3  Directional representation of a clarinet in
a room

This article, written by Felipe Otondo (MOSART
employee at Ørsted-DTU) and Jens Holger Rindel,
presents a study of the directional characteristics of a
clarinet in the context of a real performance. Anechoic
measurements of the directivity of a Bb clarinet have
been done in the horizontal and vertical planes for
isolated tones. Results are discussed comparing the
particular directivity of tones and the averaged
directivity over the whole range of the instrument.
Room acoustic simulations with the measured and
averaged directivities have been carried out in a
concert hall as an example of a more realistic
application. Further developments will consider
measurements with other instruments as well as
auralizations and tests with an alternative sound
radiation representation.

Full text in Appendix VI.

3.5  Other projects

Gesture capture techniques.
A project on control, performed by Declan Murphy
(MOSART employee at DIKU), consist of video
gesture capture techniques to be applied to real-time
control of computer/electronic instruments (eg PCM
by cART or the Timbre Engine by DIKU) and to
manipulation of musical structures for performance,
composition and analyses.
Gesture capture techniques include arm tracking,
baton tracking and hand posture tracking.  Each
involve two cameras and are prototyped on the
EyesWeb platform by DIST.  Work began at DIKU
Copenhagen, continued at cART CNR Pisa, then
DIST Genoa, and now at DAIMI Århus.  It will
continue at DAIMI/DIKU/Esbjerg.

Relevant publications: [1][2][3]

The X-Tiles
Another project  related to the MOSART control
activity at DAIMI, Århus, performed by Declan
Murphy (MOSART employee at DIKU) is the so-
called "X-Tiles". It involves an Irish step dancer
performing on a specially prepared surface.
Traditional Irish (folk) step dancing involves
intensely percussive footwork, which is recorded both
via audio and with MIDI pressure sensors.  The MIDI
information (which includes spacial location) is used
for higher-level control and manipulation of the
amplified audio from the feet.  The audio is picked
up by surrounding microphones, which directly feed a
surround sound system.

The control in this case would be in the form of a
combination of the filling in of the basic rhythms and
the overlaid spacio-temporal location of the steps, as
a part of an interactive composition.

Votion
A project performed by Declan Murphy (MOSART
employee at DIKU) is called "Votion" and was a
collaboration between DIKU, the Danish Design
School, and DTU (all in Copenhagen).  It was to
involve using pointing gestures and spoken words to
navigate a VR concept environment with a musical
soundscape.  

Recording of repeted performances.
At NTNU a series of repeted performances have been
recorded. The database includes lot of MIDI
recordings. In addition the MOSART employee
Gabriele Boschi, a top-class flute player, performed
40 recordings of  the flute part of the opening
movement of Francois Devienne’s Concerto no. 7 for
flute and piano during the summer 2002. The
performances have been recorded digitally in different
acoustical environments and will be made available
for further research.

4  Conclusion and future plans.

Copared to the high goals stated in the former
MOSART agreement the scientific activity and
documentation seems to comply with the scheduled
plans concerning Task 3. The networking activity,
however, has not been completely successful, at least
for some of the network nodes where the lack of
young research candidates has been a problem. An
increase in future research employees may still give a
positive outcome for the coming final Task 3 status.

The next stage of Task 3 will include comprehensive
analyses of the established sound databases, extended
music control parametre models, comparison of
instrument recordings and computer simulations
(physical modeling), and external presentation of
industrialisable technological results and ideas.
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A CLASSIFICATION OF CONTROLLERS FOR PARAMETERS
HIGHLIGHTING

Gabriele Boschi, NTNU – Acoustics.

We can consider a music controller as part  of one of the following three big families:
1) Controllers that are actually Acoustical instruments, that is traditional instruments.
2) Electronic instruments quite close to the related traditional instrument, but also supporting new ways to

communicate musical expressions.
3) Electronic controllers which use or are based on completely different concepts than the ones used in traditional

instruments.
Family two can be further divided into two sub-groups, in order to make the classification more clear:

• 2-A: Electronic Instruments as extension of a specific traditional instrument;
• 2-B: Electronic Instruments based on Traditional Instruments but with different shape, material etc.

Also for the third family some sub-division can be considered. In fact, electronic controllers are usually referred to
belong to one of the two big groups: the free gesture and all the other ones (often called tactile or with tangible
reference). Some nice considerations can be found in the following paragraph, extracted from "Tangible Music
Interfaces Using Passive Magnetic Tags", Paradiso et Al, Massachusetts Institute of Technology [1].

“Although noncontact gesture sensors, generally based around capacitive sensing or computer vision and
optical approaches, make very expressive musical controllers, they suffer from a lack of a tactile interface
(leading to a deficit in precise, virtuosic input) and often the inability to reliably identify and distinguish
different objects or body parts (limiting variation in control). The combination of free-gesture sensing with a
tangible reference has the potential of producing a very expressive electronic musical interface that also
encompasses a degree of tactile precision and versatility.”

Of course free gesture devices are part of the third group, since there are no traditional free gesture instruments.

The parameters list at the end of each group in the following classification is referred to the parameters that can be
controlled by professional players with that particular instrument or instruments.

FAMILY 1: Acoustical Instruments
Acoustical instruments, that is instruments that do not require electricity to be played, have been widely
analysed in the past years and decades. In this paper we focus our attention on the kind of sound
parameters control they allow.
Wind Instruments: In this kind of instruments all the parameters related to the air pressure, air direction, lip
tension etc. are continuos, while the ones directly linked to the hands’ positions (usually a finite number) are
discrete.
Bowed string Instruments: String instruments have continuos control over all parameters, since both the excitation
and the pitch-timbre controls are continuous.
Plucked Instruments: Instruments like the guitar, the harp, the clavichord fall into this category. Here the pitch
normally has a finite number of values, while all the other parameters are usually continuos.
Percussion instruments : The number of available pitches is here fixed, but modulation and timbre variations are
continuos controlled.
Pipe/Electric Organ; Piano: All these instruments have a keyboard which limit the available pitches to a discrete
number. All the other parameters, such as timbre and Intensity, are usually continuos controlled.

Parameters: Pitch, Dynamic features, Spectral content, Articulation,
Transition between notes, phrasing, rhythm.

GROUP 2-A: Electronic Instruments as extension of a specific traditional instrument
The instruments in this group are based on traditional instruments but some kind of sensors or transducers
have been added in order to increase the available musical expression.
Electric Guitar: The electric guitar can be considered a new controller, or more precisely a new instrument, close
to the Classic Guitar. It has been invented to fulfill the request of a certain amount of output power. From this point
the fact that the output is electrical has made possible a dizzying array of sounds produced by electrically and



electronically modifying this electrical output. Besides the volume and tone controls on the guitar and on the
amplifier, a variety of outboard devices are used to obtain custom sounds and effects.

Parameters: All the parameters related to the following kind of sound processing:
overdrive, distortion, compression, pitch shifting, flanging, phasing,
chorus, delay, echo, reverberation etc.

Hypercello: Hypercello, made by Yo-Yo Ma, Tod Machover, and Neil Gershenfeld, is a musical instrument, like
any other, that makes sounds in response to the player's actions. It looks almost like a traditional cello, but the body
has been fitted with a range of new sensors developed for the project to measure the player's actions. These then go
into a real-time computing environment that calibrates the data, parses it to find features, and implements high level
rules for how gestures control electronically-produced sounds. It can be played like an ordinary cello, but can also
do more. For example, bowing ponticello (near the bridge), can open up entirely new sonic palettes rather than just
sounding brighter. Or gestures can launch phrases or control algorithm parameters instead of just producing single
notes.

Parameters: The sensed parameters are used to trigger and modify synthesized sounds
that accompanies the acoustic cello. The high level rules stated above
should be considered as part of the mapping strategies.

[http://www.media.mit.edu/physics/yoyo.html]
[ http://web.media.mit.edu/~joep/SpectrumWeb/captions/Cello.html]

Electric Violins: These kind of instruments have most of the playing characteristics and nuances that one would
expect from any traditional violin, but let the player extend the expressiveness in some way. In the MIDI-violin
(Jensen Musical Instruments) it is possible, with a pitch-to-MIDI converter, to control sound processing and
synthesis in a similar way to the Hypercello. Yamaha Silent Violin is equipped with some kind of signal processing,
with which the sound of the violin is processed in order to have the rich acoustic environment typical of a concert
hall without any external processing equipment.

Parameters: In the MIDI-violin the mapping plays a big role. On the other hand a specially
designed chip by Yamaha digitally enhances the Silent Electric Violin's sound
on-violin with rich reverb. A switch on the underside of the instrument lets
you select from Large Hall, Medium Hall or Room reverb types.

Other Parameters: The typical parameters of acoustical string instruments.

[http://www.halcyon.com/jensmus/violinop.htm]
[http://www.yamaha.co.jp/english/product/silent_v/features.html]

GROUP 2-B: Electronic Instruments based on Traditional Instruments but with different shape,
material etc.
This group comprises all the new instruments, close to the traditional ones, but either for the shape, for
the material, or the way they work they can are different from the ones in group 2-A.

Digital pianos, keyboards, electronic organs: These are well known instruments, where big efforts were and are
still made in order to make them play as close as possible to the related traditional instrument. Additive synthesis
has been widely used but also PCM and sound samples are nowadays standards for these kind of devices, which
also incorporate a big number of features not present in the traditional instruments (for example drum and bass
synthesizers).

Parameters: Pitch, Simple Timbre and Global Volume are present in all keyboards.
Professional keyboards are equipped with more and more sound parameters
and sound processing units. Starting from the dynamic features (hammer touch,
aftertouch) it is possible to have Spectral content setup, Reverberation,
Chorus, Multi effects etc.

[http://www.rolandus.com/products/]

Wind Controller Yamaha WX7: The Yamaha WX7 is a woodwind-oriented MIDI wind controller. The fingerings
are based upon saxophone fingerings, with a few major differences such as the 5 octave keys for the left thumb (2



down, 3 up, and a neutral position) which makes for 6 octaves. There are also alternate fingerings such that one can
cover 7 full octaves.

Parameters: The instrument sends MIDI note-on messages, with appropriate velocities,
via a breath-pressure sensor. Breath pressure can be mapped to instrument
volume (Control Change #7) for those synthesizers which don't listen to breath
pressure (CC#2) via a DIP switch located on the back, above the left thumb.
The other DIP switches include Aftertouch mapping for CC#2, Eb/Bb/8va
key changing, key hold mode (same-note or parallel), breath response curve,
and loose/normal lip bend mode. There are four trim pots on the instrument
making it possible to tailor the response of the WX7 to your personal preference.

[http://www.kbspace.com/wx7/9

Electric drums: The first widely-marketed drum interface was the Moog 1130 Drum Controller. This device,
introduced in 1973, employed an impact-sensing resistor in the drumhead and gave audiences their first exposure to
synthesized drums in the concerts of progressive rock bands. Simmons SDX drumpads introduced the concept of
"zoning", where hits of varying intensity in different areas of a single pad could trigger different sonic and MIDI
events. Nowadays, although Simmons are long-vanished, nearly every musical instrument manufacturer makes
electronic percussion interfaces. For instance Korg with Wavedrum supersedes the limited information in simple
trigger detection by employing the actual audio signal received by transducers on the drumhead as excitation for the
synthesis engine (various synthesis and processing algorithms are implemented, such as physical modelling),
enabling a very natural and responsive percussion interface.

Parameters: Sound samples triggering is the typical feature, even present in low cost
controllers. Wavedrum, a quite advanced device, also allows the player to
select/design his/her own drum sound, and because it uses a drumhead with
microphones for its source waveforms, it accurately captures the nuances
of various drumming techniques, including brushing and so on.

[http://web.media.mit.edu/~joep/SpectrumWeb/SpectrumX.html]
[http://www.sospubs.co.uk/sos/1994_articles/nov94/korgwavedrum.html]

Voice: For obvious reasons it is quite difficult to abstract the voice mechanism away from the sonic output, as was
pursued in the guitar and wind controllers. For this reason all voice-driven electronic sound comes from processing
the audio signals picked up by microphones. For example, Will Oliver, at the MIT Media Laboratory, has taken this
approach in the Brain Opera's “Singing Tree”, a realtime device that breaks the singing voice into 10 different
dynamic parameters, which are then used to control an ensemble of MIDI instruments that "resynthesize" the
character of the singing voice, but with entirely different sound sources.

Parameters: In Singing Tree the extracted parameters from voice were found in the changing
of a vowel to the next one, and also the amount of pitch deviation, the speed with
which it deviates, the acceleration and zero points, and the periodicity of these
deviations. It was found that this held enough information for creating the musical
experience. The Singing Tree mapped the vocal parameters and their deviations
using dynamic set assignment, probability, and random number generation.
Mapping will be discussed in the next group.

[http://feynman.stanford.edu/people/Oliver_www/DIS/DIS2.html]

FAMILY 3: Electronic controllers far away from traditional musical instruments
The list of controllers would here be very long, since very few worldwide standard controllers have been
at present defined. When there is more than one device quite similar to others we here include the most
interesting or the most known ones.
Theremin: The theremin, perhaps the first free gesture device in history, was invented in 1919 by a Russian
physicist named Lev Termen (his name was later changed to Leon Theremin). Besides looking like no other
instrument, the theremin is unique in that it is played without being touched. Two antennas protrude from the
theremin - one controlling pitch, and the other controlling volume. As a hand approaches the vertical antenna, the
pitch gets higher. Approaching the horizontal antenna makes the volume softer. Because there is no physical contact
with the instrument, playing the theremin requires precise skill and perfect pitch.



Parameters: Independent control of Pitch and Volume of a single wave form.

[http://www.thereminworld.com]

Theremin extensions: The basics of the Theremin have been taken again into account from many researchers
worldwide, developing new and more powerful devices. For instance the sensor chair, developed at MIT, is a device
that measures the body (hand and foot) positions and motions of a seated occupant, still using electromagnetic
fields.

Parameters: No general parameters, see mapping.

[http://web.media.mit.edu/~joep/TTT.BO/chair.html]

Batons: An interesting interface that began life in the 1980's as a percussion controller was computer music pioneer
Max Mathews "Daton" (predecessor of the “Radio Drum”), where a sensitive plate responded to the location and
force of a strike. The strike location was determined by measuring differential force with 4 pressure sensors at the
corner plate supports. Many other researchers have explored related optical interfaces. For instance the Light Baton
by Bertini and Carosi at the IEI-CNR in Pisa and the IR baton of Morita and colleagues at Waseda University both
use a CCD camera and a frame-grabber to track the 2D motion of a light source at the tip of a wand in real time.

Parameters: Usually batons are used for “conducting” music, that is to tell the score player
the speed and the expressive nuances during the performance.
If more sensors are present (for instance accelerometers) it is possible to have an
highly expressive control over electronic music; the performer can "conduct" the
music at a high level, or descend into a "virtuoso" mode, actually controlling the
details of particular sounds.

[http://www.newmusicbox.org/third-person/oct99/batons.html]

In the free gesture devices world, almost all kind of sensors have been used in order to track the movement of the
human body or of parts of it. Some of the widely used kind of sensors are considered in the following.
Ultrasound: The EMS Soundbeam, a wellknown ultrasound tracking system, is a distance-to-voltage-to-MIDI
device which converts physical movements into sound by using information derived from interruptions of a stream
of ultrasonic pulses. Also "Sound=Space" dance installation by Rolf Gelhaar uses ultrasounds to detect human
motion.

Parameters: Besides the mapping issue, described later, Soundbeam features a 30 Factory-preset
Pitch Sequences of 64 notes or 3-note chords, 70 User-definable Pitch Sequences of
Up to 64 notes or 3-note chords - played in from a MIDI keyboard and recorded
and 128 Soundbeam Controller Setups – i.e. 128 complete sets of all parameter
settings (for each of the 4 Sensors and 8 switch inputs).

[http://www.soundbeam.co.uk/]
[http://www.newmusicbox.org/third-person/oct99/noncontact.html]

Infrared: Infrared proximity sensors, most merely responding to the amplitude of the reflected illumination, are
being used in many modern musical applications. For instance Soundstairs triggers musical notes as people walk up
and down a stairway, obscuring or reflecting IR beams directed above the stair surfaces. Commercial musical
interface products have appeared along these lines, such as the “Dimension Beam” from Interactive Light
(providing a MIDI output indicating the distance from the IR sensor to the reflecting hand), and the simpler “Synth-
A-Beams” MIDI controller, which produces a corresponding MIDI event whenever any of eight visible lightbeams
are interrupted. One of the most expressive devices in this class is the “Twin Towers”, developed by Leonello
Tarabella and Graziano Bertini at the CNUCE-CNR in Pisa. This consists of a pair of optical sensor assemblies (one
for each hand), each containing an IR emitter surrounded by 4 IR receivers. When a hand is placed above one of
these "Towers", it is IR-illuminated and detected by the 4 receivers. Since the relative balance between receiver
signals varies as a function of hand inclination, both range and 2-axis tilt are determined. The net effect is similar to
a Theremin, but with more degrees of sonic expression arising from the extra response to the hand's attitude.
Airsynth from Alesis is one of the latest infrared commercial devices available, where the hand position is tracked
with a specific controller named AXYZ ™ 3 dimensional infrared controller.

Parameters: All the mentioned devices except Airsynth relies on mapping for



generating music. Airsynth is instead a stand alone instruments with 100
presets which comprises staccato, percussive, legato continuous pads,
drum sounds and sounds that emulate things in nature.

[http://www.sospubs.co.uk/sos/1997_articles/jun97/dimensionbeam.html]
[http://www.cnuce.pi.cnr.it/tarabella/Gesture.html]
[http://www.alesis.com/products/airsynth/]

Computer Vision Techniques: Although they involve considerably more processor overhead and are generally still
affected by lighting changes and clutter in compare to other kind of approaches, computer vision techniques are
becoming increasingly common in free gesture musical interfaces and installations.
For over a decade now, many researchers have been devising vision systems for musical performance, and high
increases in available processing capability have continued to improve their reliability and speed of response, while
enabling recognition of more specific and detailed features. As the cost of the required computing equipment drops,
vision systems become price-competitive, as their only "sensor" is usually a commercial video camera.
A straightforward example of this is the Imaginary Piano by CNUCE's Tarabella, which consists of a real-time
image-analysis of video-captured system: here, the interaction "tools" are the mere bare hands of a pianist. The
pianist is sitting as usual on a piano chair and has in front nothing but the camera few meters away pointed on his
hands. There exist an imaginary line at the height where usually the keyboard lays: when a finger, or a hand, crosses
that line downward, a specific message (actually a NoteOn MIDI message) is issued; "where" the line is crossed
states the key number, "how fast" the line is crossed, states the velocity. This application should be considered an
original performance rather than an original instrument due to the inaccuracy of gesture when striking the right key.
A package called BigEye, written by Tom DeMeyer and his colleagues at STEIM, tracks with any kind of video
capturing system multiple regions of specified color ranges (ideally corresponding, for instance, to pieces of the
performers' clothing or costumes). The output from BigEye (a MIDI or other type of data stream) is determined in a
scripting environment, where sensitive regions can be defined, and different responses are specified as a function of
the object state (position, velocity, etc.).
EyesWeb, developed at Laboratorio di Informatica Musicale (InfoMus) in Genoa by Antonio Camurri et Al., is an
open software platform for the development of real-time music and multimedia applications. EyesWeb includes a
hardware and software platform to support the user in the development and experimenting of computational models
of expressive content communication and of gesture mapping strategies, and also in fast development and
experiment cycles of interactive performance setups.

Parameters: In the imaginary piano the available parameters are the note number (pitch)
and the velocity (note value), which can be used for directly controlling
the piano performance, but also for triggering and controlling other
sound synthesis.
The latter methods clearly arise mapping issues, and also are the typical approaches
used in the two other controllers.

[http://www.cnuce.pi.cnr.it/tarabella/Gesture.html#Impiano]
[http://www.steim.nl/bigeye.html]
[http://musart.dist.unige.it/sito_inglese/research/r_current/eyesweb.html]

The following controllers fall into the sub-category of wearable devices, that is in these instruments sensors are
affixed to the body or to the clothing of the performer.
Percussive sensors:  The first experimental controllers (for instance electro-acoustic clothing by Benoit Maubrey)
mostly used these sort of transducers placed on the performer’s body to detect his or her actions.
On the other hand, starting with the early 90s, these devices were usually equipped with continuos sensors and RF
units for wireless links.
Biosignals: Some devices have been built to detect biological signals and convert them into MIDI data stream. For
instance Biomuse, produced by Biocontrol Systems, is able to acquire signals from heart, brain, eye movement etc,
and convert them into MIDI messages.
Gloves: These kind of controllers have been widely used for music performances. One example, composed by Tod
Machover at the MIT Media Lab, is "Bug Mudra", where an Exos "Dexterous Hand Master" was worn by the
conductor, who had complete dynamic control over the audio mix and synthesis parameters through finger
positions. Another commercial example is the Dataglove, designed by  by Tom Zimmerman and produced by VPL
Research. Dataglove is equipped with optical flex sensor and is able to track 10 finger joints (lower two of each
finger, two for thumb) and six DOF of the hand's position and orientation (magnetic sensor on back of glove).



Others: Musical jackets have been built at the MIT Media Lab, with a touch-sensitive MIDI keyboard embroidered
directly into the fabric using conductive thread. The DIEM Digital Dance System is an interface designed especially
for interactive dance. The dancer wears up to 14 bending sensors that measure the angles of the dancer’s limbs. The
bending sensors are connected to a small wireless transmitter worn by the dancer on a belt. Data is transmitted to a
receiver unit which sends standard MIDI controller values for each sensor.

Parameters: All the above mentioned wearable controllers are not complete, or more precisely
stand alone instruments, since they rely on mapping for controlling sound synthesis.

[http://www.i-a-s.de/IAS/Maubrey/Maubrey.html]
[http://www.biocontrol.com/]
[http://www.geocities.com/mellott124/glove1.htm]
[http://www.cs.nps.navy.mil/people/faculty/capps/4473/projects/smithml/vplDataGlove.htm]
[http://web.media.mit.edu/~joep/SpectrumWeb/captions/Jackets.html]
[http://www.daimi.au.dk/~diem/digitaldance.html]

Notes on mapping and sound parameters control:
While the instruments in family one and two are clearly defined and outlined, when facing to the third group the
instrument definition becomes less clear. In fact great part of these devices are mostly controllers, and instead of
having sound outputs they have electronic signals carrying some information on the behaviour of the performer. The
relationship between the values in this data stream and all the sound parameters is part of a wide aspect in computer
music, the mapping.
The purpose of this paper is not to give a complete view on mapping, so only very few aspects will be taken into
account: the hyper-instrument, the multi-level mapping and the instrument’s playability.
A musical instrument is usually a compact tool which allows a performer to play music. If we consider any device
in the third family, we can see that in order to play it must be connected to a synthesis appliance; in this case the
instrument is the whole system while the device can be considered only a controller.
Since the behaviour of the whole instrument is mapping-dependent, that is the instrument relies on mapping to
define the resulting sound from the performer’s actions, changing the mapping change the instrument itself. This
behaviour gives the life to the hyper-instrument definition.
In a hyper-instrument almost any kind of sound parameters can be controlled with opportune mapping strategies.
The maximum number of parameters is usually related to how many degrees of freedom has the controller. If this
number is big enough it is possible to gain control over all the parameters present in instruments in groups one and
two, and also have something more, since the sound synthesis can be very complex and powerful.
Instead of listing all the parameters, interesting for computer music composers, it is possible to divide them in  two
parts: the low and the high level parameters.
Low level parameters directly affect the sound synthesis and thus the sound produced. This can be related to the
notes, timbre, the single-note intensity and so on. On the other hand high level parameters affect the high level
aspects of music, that is the global signs in scores, such as dynamics, articulation, phrasing, rhythm etc. The values
coming from the controller are usually linked either to low or high level parameters.
Since writing a piece of music with third group controllers means to devise mapping strategies, it is usually up to
the composer to take mapping into account. While carrying out this task it is important that he or she considers the
playability of the instrument. In fact certain kind of mapping (usually complex ones) will make the instrument quite
hard to play and the audience may experience a not too clear relationship between cause (the performer actions) and
the effect (the sound characteristics). On the other hand simple mappings can increase playability but also may be
obvious for the public. The composer and the performer should find a trade off between the two modes.

References:
Links on each paragraph have been checked on 24-5-2002.

A very detailed article about controllers by Joe Paradiso:
http://web.media.mit.edu/~joep/SpectrumWeb/SpectrumX.html
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Abstract

This paper presents a study on the control of musical instruments and the expressive model, a
generic signal model which models the perceptive effect of expressive changes of most musical
sounds. The expressive model is based on a model of the hammer-string interaction of the piano,
and on the observations of the control and expressions of some typical acoustic musical
instruments. The paper is divided into two parts: a first part with theoretical investigation of the
control of musical instruments, and a second part, which details the expressive model.

1 Introduction
Acoustical instruments can be divided into two
classes, envelope-based instruments (which are only
given energy once), and continuous-control (which
are continuously given energy) instruments. Some
instruments, such as the bowed string instruments,
permit the execution of both techniques, envelope-
based by plucking the string, or releasing the bow,
and continuous-control by stroking the bow on the
strings. The sound of the musical instrument can be
qualified by the timbre (or the identity) of the sound
and the expressions caused by gestures. Expressions
associated with musical instruments are well defined
by common musical terms, such as note, intensity,
tempo or style.
Section 2 presents the sound parameters, which are
generally controlled in musical instruments and
section 3 presents the control structure of some
typical acoustic instruments. Most instruments
only permit one class of control, which can further
be divided into several subclasses. These classes, or
different control mechanisms will be outlined in
section 4, for some typical acoustic instruments,
along with the perceptive outcome of this control.
Based on this analysis, a model of continuous
control of electronic music instruments is outlined,
which permits the control of a large number of
parameters on an instrument with few sensors. The
continuous controls of electronic instruments are a
possibility today when the instruments are
becoming realistic enough, and especially
considering that some of the new synthesis
algorithms, i.e. physical modeling, are appropriate
for controlling many physically related aspects of
the sound.
A novel set of expression additions designed to be
used with the timbre model [26], but general
enough to be used with most synthesis algorithms

is presented in section 5. In related topics [9] deals
with the representation of continuous music
signals, [15] adds rules for duration and sound level
in computer performance. [30] discusses the
shortcomings, and [36] proposes a replacement of
the commonly used musical interface standard
MIDI.

2 The control parameters of
musical instruments
In this section, a few important acoustic attributes
are detailed. These attributes can be used in the
parameter control of section 4, or in the expressive
model in section 5. For an overview of the normal
discrimination ability of some of these parameters,
see [20].

2.1 The loudn ess
One important control is the loudness control. The
loudness control can be executed in two manners,
limited control on an envelope, or continuous
control, as in the bowed string instruments. The
piano sound, for instance, has an envelope with the
typical attack, decay, and release behavior. The
instrumentalist has two parameters that controls the
time-varying loudness; the velocity, which controls
the overall envelope, and the duration of each key,
which controls the length of the decay period.

2.2 The pitch 
The pitch has several different control techniques,
the discrete pitch control, as in the flute, the
contained pitch control, i.e. the pitch can be varied
in a limited range, vibrato, as in the guitar, and
finally there's the continuous pitch control, as in
the violin.



2.3 The timbr e
Timbre is defined as the difference between two
sounds having the same pitch, loudness and
duration in [1]. For an overview of timbre research,
see [26]. The timbre generally applies only to
quasi-harmonic sounds, and it is related to the
amount of energy in the different harmonics, or
frequency components, and the temporal evolution
of this energy. Some instruments, such as the
violin, has control over many timbre dimensions,
others have a fixed timbre.

2.4 The noise 
Noise is broadband components of the sound. Some
instruments permit the addition of a noise
component on the sound. This can be breathing
noise, bowing noise, tapping noise, etc. Also,
playing at the limit of a resonant mode can increase
the noise component.

2.5 The inhar monicity
Inharmonicity is created when the sound contains
spectral components whose frequencies are not
multiples of the fundamental (i.e. not harmonics).
The bowed string instruments have control over the
inharmonicity. The inharmonicity increases for
instance in the violin, when bowing in an angle to
the string, which increases the longitudinal
vibration. See [13], p. 133 for a mathematical
study of this phenomenon. In addition, string
instruments and decaying wind instruments have
stretched or compressed harmonic frequencies which
adds inharmonicity to the sound, and some wind
instruments adds inharmonicity (or roughness)
when tuned to the wrong note before playing.

2.6 The local ization
Most acoustic instruments permits to be moved and
pointed at different directions. Moving the
instrument changes the amplitude and the timbre of
the sound, which is interpreted by the listener, who
thus understands the location of the instrument.

3 Acoustical instruments control
In this section, the main control structures of some
typical musical instruments are detailed. This
information has been found by extensive interviews
with professional and semi-professional musicians,
and by literature studies. More information about
the different instruments can be found in, for
instance, [2], [5], [13], [25].

3.1 The violi n
The violin is a bowed string instrument, which
share the control characteristics with most of the

other instruments in this family. The bowed
instruments include the violin, the viola, the cello,
and the contrabass. In [21], the control of the violin
is investigated, and a set of continuous control
parameters necessary to fully exploit this
instrument is proposed. The intent is to estimate
the number of parameters necessary to control a
good instrument, rather than create a protocol for
controlling a synthetic musical instrument.
The violin is a plucked, or a bowed instrument. In
the first case, the amplitude follows a predefined
envelope, whereas in the latter case, the amplitude
is continually controlled by the bow. Likewise, the
pitch and different timbre dimensions can be
analyzed as being a function of the movement of
the bow, and the fingers of the left hand.
The violin is tuned G3, D4, A4 and E5. The range
of each string is about 2 octaves.
The violin has the following parts, which are of
interest to us: strings, fingerboard and bridge. The
bow is constituted of bow hair, and the hair length
is about 65 cm. The sound is produced when the
bow is touching the string. The string often
continues to vibrate after the bow no longer touches
it, thus producing an envelope-based sound.
The amplitude of the sound is dependent on the
speed of the bow, the force (pressure) of the bow,
and the position of the bow on the string. The
faster the bow, the louder the sound, and the closer
to the bridge of the string the louder the sound.
The amplitude of the violin is roughly proportional
to the force of the bow. This force has a maximum
and minimum value, which are functions of the
position of the bow.
The onset of the sound also changes with the force
of the bow. With less force, the higher harmonics
develop faster than the fundamental, whereas when
the force increases, the fundamental develops as fast
as the harmonics.

3.2 The trump et
The trumpet is a lip-driven brass instrument, which
produces sounds by buzzing the lips in the
mouthpiece. This buzzing is produced when the
blowing pressure forces the lips apart. The lips can
vibrate only at certain frequencies, defined by the
resonance of the horn, which in turn depends on the
form, and the length of the horn. The trumpet can
thus only be played at the modes of the instrument.
The upper modes of the trumpet can be placed so as
to correspond to musical intervals, but the lower
modes lie too far apart to be useful in the diatonic
scale. The gap is filled by changing the length of
the cylindrical part of the horn. The trumpet has
three valves, which lowers the tone one, two and
three semitones. The valves are not tuned exact to
the semitone, so pressing one and two semitone
valves at the same time gives a slightly higher
frequency than pressing the three-semitone valve.
This permits to adjust the tones. The three-



semitone valve also has a variable extension that
permits to lower the tone an additional halftone.
The range is about 2 1/2 octaves, but skilled
players can reach even higher tones, by better
control of the lips. Some tones can be reached
either by changing the valves, or the lip form, but
this is rarely used, the rule being to have as few
valves open as possible.
The tone ceases when the airflow stops, either by
controlling the lungs, or by stopping the airflow
with the tongue. The tongue is also used to get a
faster attack, and to repeat the tones. The most
common tongue forms are the ‘k’ and the ‘t’ forms,
the ‘t’ form being slightly sharper. The blowing
force decides the amplitude and the timbre, more
high frequency energy gets added with the blowing
force. The form of the lips also influences the
timbre, but it is very hard to change this without
changing either the blowing pressure, or the
frequency. Vibrato is introduced by hardening and
softening the lips. A noise component, typical for
the instrument, is added when playing at the border
of the resonance. It is common to change the
timbre on the trumpet by introducing an object in
front of the mouth of the trumpet. This can be
either the hand, or different kind of dampers.

3.3 The saxop hone
The saxophone was developed by Adolph Sax 150
years ago. It is a woodwind reed instrument, and
includes soprano, alto, tenor and baritone models.
The sound is created when the tongue is pressing
the reed against the mouthpiece, thereby allowing it
to vibrate when blowing air through it. The pitch is
changed by opening and closing holes, with the
help of an elaborate system. The instrument covers
2 1/2 octave, but higher frequencies can be reached
by tuning the mouth to a higher mode. Some
pitches can be reached by several different
combinations, to facilitate the quick transition from
one tone to another tone.
The sound radiates from the open mouth of the
instrument, and from the open holes. The
combination of radiation gives a stable sound at
about 1 meter from the end of the saxophone. To
get an even tone that covers the whole range of the
instrument, it is necessary to change the blowing
technique for each tone. The blowing strength, the
blow direction (up/down), the stiffness of the lips,
the tongue, and the size of the cavity in the mouth
can influence the stability of the sound. When the
mouth is tuned to the pitch, the attack is facilitated,
and the tone appears strong and stable. It is, of
course, necessary to tune the mouth prior to
starting the tone. The strength of the air blow

decides the amplitude and the timbre of the sound.
The upper harmonics gets more energy when the
blowing force increases. The direction of the
blowing jet is changed by moving the jaw back and
forth. This changes the timbre of the sound.
Moving the jaw back give a softer tone, moving
the jaw forth yields a more percussive sound. The
size of the cavity in the mouth decides the stability
of the tone. Deeper tones demand a larger cavity.
Vibrato is produced by lowering the lower jaw and
lip. This lowers the pitch of the tone slightly. The
sound also softens slightly when lowering the jaw.
Other parameters includes sitting/standing position,
and, of course, the direction of the sound. When all
the relevant parameters are tuned up, the saxophone
changes pitch. Higher tones can thus be reached.
The octave is the most common choice, but the
fifth over the octave can also be reached. It is also
common to introduce a noise in the sound by
playing at the limit of the resonance. This noise
can also be produced by "singing" into the
mouthpiece.

3.4 Concl usion
The musical instruments can be controlled by the
fingers, hands, mouth and body in several different
perceptual dimensions, including the amplitude,
pitch, timbre, noise component, inharmonicity and
space. Many of these controls are continuous.
It is important to notice that the different
parameters of an acoustic instrument cannot be set
outside the limits of the instrument. This means,
for instance, that whatever you do to change the
timbre, the instrument is still recognizable. Some
of these limits are not the product of any physical
law, but the result of many years of practice to
avoid the displeasing sounds.

4 The parameter control
structure
In the different musical instruments, there are
several ways of controlling the different parameters
of the sound. Some of the parameters have no
control, as the pitch in a bell, whereas the violin
has full control of the pitch. Some control patterns
can be singled out, such as, no control, NC,
discrete control, DC, contained control (vibrato),
CC, fixed envelope, FE, adaptive envelope AE (the
length of the sustain period is controllable), limited
continuous control, LC, and full continuous
control FC. Table 1 lists the control of some
typical instruments on the different parameters of
the instrument.



4.1 Ideas  about  the limit ations of

acous tic instr uments
An acoustic instrument generates sound whose
parameters are generally limited to a certain range.
There is, for instance, a pitch range, a loudness
range and a timbre range. In each parameters range,
the parameter can be fixed, follow a slope, an
envelope, or other template modalities. These
templates guarantees the instruments identity, and
enable the musician to concentrate on one, or a few
parameters while the other parameters are controlled
by the template modality.

4.2 Discu ssion of a new contr ol

struc ture
In acoustic instruments, the musician can place less
emphasis on one or more of the parameters, and
still be sure that they obey the expectations, while
instead concentrating on another parameter. For
instance, when prolonging one note, emphasis
might be put on the stable amplitude, leaving the
pitch and timbre fixed, but when playing a
succession of fast notes, emphasis will be put on
the correct pitch. In an electronic instrument, it is
important to define the range of each parameter,
avoiding values which displaces the identity of the
instrument, but allowing a wide enough range so
the musician is able to express himself through the
instrument. Furthermore, it is necessary to define
some typical functions for each parameter, for
instance, envelope, fixed value, low frequency
oscillating, or a sampled envelope.
When the physical interface, as a musical keyboard,
doesn’t have enough manipulators, the musician
can then remove one parameter from the sensor,
leaving it on its trail, and assigning another
parameter to the sensor, controlling another aspect
of the sound. The musician can thus switch the
control from parameter to parameter, by ensuring
the correct behavior of the other, non-controlled,
parameters, which follows a defined vector.

In most synthesizers, each control output is
controlling one unique sound parameter, as
illustrated in figure 1.

But in practice, one, or more control parameters can
control any number of sound parameters.
In a dynamic situation as depicted in figure 2, where
the control matrix is dynamically changed, what to
do with a sound parameter without a sensor? A few
rules have been extracted from the observation of
the control mechanisms of some typical
instruments, and the
Rule 1 : Make sure the instrument stays
recognizable.
Rule 2: Make sure the sensor rupture is unnoticed
by the listener.
The first rule can be obeyed by using templates of
envelope, vibrato, portamento slopes, etc, and
pattern matching schemes to recognize the
templates. In this way, the closest sound parameter
template will be used in case no sensor is
connected.
In order to obey the second rule, the following
scheme is suggested. Use intelligent system to
extract envelope, vibrato and slope, and loop
vibrato on the extracted envelope and slope. In this
way, the sound parameter is continuing on the trail
it initialized when connected to a sensor. This
demands, obviously, that a sensor was connected in
an earlier stage.
In conclusion, there are generally more parameters
to control than independent sensors. A control

 Sensors  Sound Parameters

 Key Number

 Velocity

After Touch

   etc...

Figure 1. Typical sound synthesis mapping.

Table 1. The control structure of acoustic instruments
Instrument Pitch Amplitude Timbre Inharmonicity Localization

Bell NC FE NC NC NC

Guitar CC AE LC NC LC

Violin FC FC/AE LC LC LC

Trumpet CC FC LC NC FC

Flute DC FC LC NC FC

Voice FC FC FC NC FC



mode is proposed, which permits to overrule this
restriction.
The control mechanisms of some acoustic
instruments have been studied in the previous
section, and some typical controls have been
shown. The acoustic instruments contain many
more control possibilities than any electronic
instrument. An approach to this problem is made

by proposing a control mode that will permit the
musician to control more parameters with fewer
sensors. Musicians and performance experiments
should be involved in further research with the
proposed model.

5 Expressive additions to the
Timbre Model
The timbre model [25] has proven its value in a
number of applications, including the analysis of
different expression styles. This analysis will here
serve as the basis for the inclusion of a number of
parameters, which govern the behavior of the
timbre model attributes when used in a synthesis
context. The expressions are treated in an
analysis/synthesis context, and adapted for real-time
synthesis [28], where possible.
The expressive modes introduced to the timbre
model include variants, pitch, intensity, vibrato and
tremolo, and other expressions, such as
legato/staccato.
The attempt to find expressive parameters that can
be included in the timbre model is an initial study.
Both additional literature studies and field test using
the timbre engine [28] must be performed in order
to assert the validity of the expression model. The
music performance studies [16] gives a lot of
information, which can also be gathered from
research dealing with acoustics [2], [5] or physics
[13] of musical instruments. In addition,
appropriate gestures must be associated with the
expression parameters [24], [37], [38], [18]. The
vibrato problem [10] is an important topic, stating,
for instance, whether to add cycles (vibrato) or
stretch (glissando) a time-scaled continuous
expression parameter. This is not considered a
problem in the timbre model, because of the

division into clean envelopes, where only the
sustain part is scaled, and periodic and non-periodic
irregularities, which are not scaled.

5.1 Varia nts
In this work, the sound of a musical instrument is
divided into an identity part, and an expression part,
where the identity is the neutral sound, or what is
common in all the expression styles of the
instrument, and the expression is the
change/additions to the identity part introduced by
the performer. The expression can be seen as the
acoustic outcome of the gesture manipulation of the
musical instrument. This division, however, it not
simple in an analysis/synthesis situation, since the
sound must be played to exist, and it thereby, by
definition, always contains an expression part. One
attempt at finding the identity is by introducing the
notion of variants, which is assumed to be the
equivalent of the sounds coming from several
executions of the same expressive style.
The variants are calculated by introduced an ideal
curve to the different timbre attributes. The
deviation from this ideal curve is then assumed to
be stochastic, with a given distribution, and for
each new execution, a new instance of the deviation
is created, giving the sound a clearly altered timbre.
Some of the timbre attributes have ideal curves
corresponding to some perceptual or physical
reality, such as the brightness creation function [25]
for the spectral envelope,
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0 1
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where ak is the amplitude of the partial k, a0 is the
fundamental amplitude, and B is the estimated
brightness [4], see equation (5), and the equation for
the ideal stiff string for the frequencies [12],

f kf kk = +0
21 β , (2)

where β is the inharmonicity coefficient. Studies of
the discrimination of inharmonicity can be found
in, for instance, [19] and [32].
Most timbre attributes, however, are fitted with a
simple exponential curve,

c v ek
v k= ⋅0

1 , (3)

where v0 is the fundamental value and v1 is the
exponential coefficient. This curve can model both
almost linear curves with small v1, but also
exponential behaviors.
 The parameters of the curves are found by
minimizing the lms error using the Levenberg-
Marquardt algorithm [31], except for the spectral
envelope curve, which is created from the estimated
brightness [4],
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Figure 2. Adaptive sound synthesis mapping.
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The deviations from the ideal timbre attributes
parameters are now calculated as,

d c ck k k= − ˆ , (5)

where ck are the estimated timbre attribute
parameters (amplitude, frequency, or other
parameter), and ĉk  are the ideal parameters and dk is

the deviation (assumed to be white gaussian noise).
The deviation dk between the clean exponential
curve and the estimated attributes is assumed to be
related to the execution of the sound, and the error
can, if modeled properly, introduce new executions
of the same sound, i.e. of the same instrument,
player and style, in the same environment.
Although the clean exponential curves generally fit
well with the estimated parameters, there can be
discrepancies caused by bad parameter estimation,
correlated deviations between attributes, or
inadequate modeling. These discrepancies generally
do not make artifacts in the original timbre attribute
generated sounds, but they sometimes make the
variant sounds too different. One way of
minimizing this phenomenon is by using weighted
curve-fits, which does remove some of the
discrepancies. However, since the heavily different
variants may be desired, the variants influence is
scaled,

˜ ˆ ˆ ( )c c v d v dk k k k= + ⋅ + − ⋅1 , (6)

where a variant scaling (v) of zero gives the original
timbre attributes, and a scaling of one gives entirely
new timbre attribute deviations ( d̂k ) for each

execution. The total deviations can additionally be
weighted [28], permitting more, or less, deviations
from the identity of the sound.

5.2 Pitch 
The modeling of the pitch evolution of the timbre
attributes is important when executions for different
notes are not available. This is the case, for
instance, when creating new, or altered, timbre
model parameters sets. Obviously, it's impossible
to make pitch rules that encompasses all possible
musical instruments, so instead, a simple
interpolation scheme has been devised, which
assures the proper modification of at least the
important spectral envelope. In this scheme, all the
timbre attributes are assumed to have the partial
frequencies in the x axis, and the timbre attributes
for the new pitch is found by interpolating between
the neighboring values for each partial frequency.
The values outside the original frequencies are found
by using the extreme values. Although this scheme
is rather simple, it has the double advantage of

handling the most important timbre attribute
correctly, and assuring continuous variations in the
resulting sound, as the pitch is altered. In addition,
the new timbre attribute values should be
interpolated after each pitch change, thereby
allowing for subtle effects, caused by for instance
resonances. When adding vibrato, the sound would
have a continuously varying timbre, thereby adding
more life to the execution.
The scheme does not handle sound level, however.
In the work on generative rules for music
performance, [15] suggest a rule, which raises the
sound level 3 dB/octave. An initial study have
shown that this effect is present in many musical
instruments, although ranging from below 3
(violin) to around 3 (piano, clarinet) to 10 (flute),
and 15 dB/octave (soprano). This effect is therefore
parameterized (N dB/octave) and included into the
expressive model.

5.3 Inten sity
The intensity, or velocity, is another important
expression attribute. In general, when increasing the
velocity, blowing force, or bow velocity, etc., two
things happen, the sound emitted gets louder, and it
gets brighter. [6] showed that the increase in
amplitude and brightness is asymptotic, i.e. the
value changes less as velocity grows. In addition, it
was shown that the change of brightness in the
piano when changing the velocity of the hammer is
governed by a straight line in the Hz/dB domain.
Therefore, this is the model chosen for the
intensity. The amplitude and spectral tilts (slope of
the straight line) have an exponential form,

val v v eM m
v= − ⋅ − ⋅( )β , (7)

where val can be either amplitude or spectral tilt
[6], and vM and vm defines the maximum and
minimum values, β the sensibility and v is the
velocity.
The values of vM, vm and β can be determined from
the instrument, if enough velocity executions are
available [6], or it can be user defined. In particular,
the upper spectral tilt slope is a useful expression
parameter, since it defines how bright the sound
becomes, when increasing the velocity to a
maximum. This model is also consistent with the
analysis of piano executions performed in [25],
which showed that the change of velocity (of the
piano hammer) only affected the spectral envelope,
except for an as yet unexplained change in the
shimmer and jitter correlations.

5.4 Durat ion
The duration is of course also a very important
expression parameter. Since the timbre model



encompasses both percussive and sustained sounds,
a general strategy for modifying the length of the
sound is necessary. This strategy could be found by
following the clean curve of the sustain/decay part
of each partial, with the given curve form,
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where c is the curve form coefficient, T is the
segment duration, and a0 and aT are the start and end
values. Unfortunately, the curve form is sometimes
fitted to part of the release segment, or sometimes
only part of the sustain/decay segment is used,
therefore the curve form is error prone. Instead, the
decay is assumed to be logarithmic, and modeled as
a straight line in the dB domain,

â t â btdB dB( ) = +0 , (9)

where â0 and b are found by fitting to the known
split-point amplitude/time values. If the execution
is lasting (played a long time), and the second split-
point has a higher amplitude than the first one
(b>0), then clipping will eventually occur. The
perceptual effect of this has been judged to be
interesting enough to not prevent this happening.
Instead, the amplitude of each partial is limited to a
value at a user-defined percentage above the
maximum value of the partial. Obviously, if this
limit is set to 100%, then no crescendo effect is
possible.
[15] tentatively suggests a modification to the
attack and decay in durational contrasts. This is an
interesting inclusion, but this effect has not been
found [22] in relation to this work (these durational
contrasts were not part of the sound material under
test), and it is not included in the model.

5.5 Vibra to and Tremo lo
The vibrato and tremolo are important expression
parameters with specific values defined by the
musical context in which the execution is produced.
Therefore, a generative rule for the addition of
vibrato and tremolo is not desirable in this work.
Some vibrato or tremolo effects are, however, part
of the identity of the sound, and these effects should
not be user-controlled, but inherent in the sound. In
particular, this is the case for the amplitude
modulation caused by the beating of different modes
or strings in, for instance, the piano [39].
The vibrato and tremolo are generally defined by
three parameters, the rate (speed), the strength and
the initial delay. [16] reviews several vibrato
studies, and reports the vibrato rate of professional
singers to be between 5.5 to 8 Hz, with a strength
between one-tenth of a full tone to one full tone,
averaging 0.5 to 0.6 of a whole-tone step.

[33] models the vibrato with the sum of a number
of sinusoidals with time-varying amplitudes and
phases. The phase of the vibrato/tremolo is
necessary, if the resulting sound should be
perceptually identical to the original one. Care must
be taken to model the resonances correctly when
adding vibrato [29]. In addition, the perceived pitch
of tones with vibrato is also an important research
field [8].
In order to assert whether a sound contains a vibrato
or tremolo expression, or whether it contains
periodic vibrations in its identity, two things can be
examined. First, if the partials are heavily
correlated, secondly, if the rate and strength values
are correlated, then the chances of it containing
expressive vibrato/tremolo is great. If neither of the
two cases occur, periodicity is assumed to be part of
the identity of the sound, and not controlled by the
performer. If expression periodicity is found, it is
removed from the sound, and only added back, if and
when the performer is signifying it.

5.6 Other  expre ssions
The expressions can be any kind of acoustic change
resulting from manipulation of the music
instrument.
The other expression parameters used in classical
music include mainly styles (legato/staccato, for
instance) and tempi. Since some of these
expressions are controlled continuously by the
performer, they are not easily integrated into the
timbre model. In particular, no good gesture capture
device has been available to perform tests. In
addition, not much timbre attribute changes have
been found when analyzing executions of different
styles [25]. Therefore, the conclusion must be that
the styles are mainly a matter of duration, which is
easily controlled in this model.
Another important expression is the transition [35].
Since the transition is the time-varying amplitude,
fundamental frequency, and timbre, it should not be
too difficult to create timbre attribute sets with
appropriate values for different transition.
Finally, another possible expression is the generic
timbre navigation [40], [34]. In this case, the
timbre is manipulated using sensors and various
mapping strategies [24], [38].

6 Conclusion
The paper presents the study of the control of
musical instruments, which outlines some basic
control comportments of typical musical
instruments and the resulting general control
structure, including ideas about how to overcome
the limited sensors problem in digital musical
instruments.



In addition, the expression model, which enhances
the use of a sound model in a musical context, is
presented. The expression model models the
behavior of the timbre attributes, when playing a
different note, intensity, duration, or other style. It
also introduces the vibrato and tremolo into the
model. A major contribution is the notion of
variants, in which the timbre is divided into an
identity part, and an expression part. The variant is
then a stochastic model of the deviation from the
identity part of the sound, with a new instance at
each new execution. Therefore, an interesting
novelty is added to each new sound emitted, even if
it's played with the same pitch, loudness and
duration.
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Abstract
This paper addresses three different strategies to map real-time synthesis of sounds and
controller events. The design of the corresponding interfaces takes into account both the
artistic goals and the expressive capabilities of these new instruments. Common to all these
cases, as to traditional instruments, is the fact that their specificity influence the music which
is written for them. This means that the composition already starts with the construction of the
interface. As a first approach, synthesis models are piloted by completely new interfaces,
leading to "sound sculpting machines". An example of sound transformations using the Radio
Baton illustrates this concept. The second approach consists in making interfaces that are
adapted to the gestures already acquired by the performers. Two examples are treated in this
case: the extension of a traditional instrument and the design of interfaces for disabled
performers. The third approach uses external events such as natural phenomena to influence a
synthesis model. The Cosmophone, which associates sound events to the flux of cosmic rays,
illustrates this concept

1 Introduction
Nowadays computers can make sounds and musical sequences evolve in real-time. Musical
interpretation can thus make sense when disposing possibilities of expression adapted to such
new digital instruments. Unlike with traditional instruments, an interface based on a digital
device is not restrained by the mechanics of the instrument. These new interfaces naturally
prepare for new gestures aiming at exploiting, as efficiently as possible, the possibilities
offered by the computer. Nevertheless, these huge possibilities of sound piloting can
sometimes slow down the creative processes if they are not clearly thought through. Even
worse, these new technologies might make the technician more valuable than the composer if
the technology is used to impress the audience ignoring the importance of creativity and
musical intention.
This can be the case if the interfaces are made without reflections about the musical context in
which it is to be used. In our opinion, the design of an interface is already part of the creative
and the compositional processes.
In this paper we present four examples of the design of sound interfaces based on three
different strategies: the piloting of synthesis parameters to perform intimate transformations
on the sounds, the adaptation of interfaces to specific gestures, and the construction of



between scientists and musicians. It has mainly involved the group S2M (Synthèse Sonore et
Modélisation) of the Laboratoire de Mécanique et d'Acoustique, the Conservatoire National
de Région and the association Les Pas Perdus all of which are located in Marseille (France).
The first example is an attempt to control sound synthesis models by giving the musician a set
of new tools to sculpt sounds. These new sound possibilities naturally ask for new interfaces.
We found that the Radio Baton, initially designed by Max Matthews to conduct a musical
sequence, can be used with great effect to pilot synthesis model parameters. Here the aim was
to give the musician an intuitive and easy-to-use tool for improvised sound transformations.
The second application points at a quite different issue. Here the problem is to give the
musician the possibility of expanding his or her own instrument. Actually, even though a
large number of new interfaces have been made, the most common digital instruments use
keyboard interfaces. Even though these interfaces offer a lot of possibilities, the musical
interpretation can not be the same as the interpretation obtained when playing a wind
instrument or a string instrument, since the instrumental play is closely related to the physics
of the instrument. This means that for example the linear structure of a keyboard is not easily
adapted to the playing of a trumpet, and that the information given by a keyboard is poor
compared to the possibilities that a flute player has when playing a sound. Several MIDI
controllers with structures close to traditional instruments like wind or string instruments
(Pousset 1992, Machover, 1992) have been proposed. In most cases these controllers are quite
limited, since the sensors generally don't give access to fine playing information (for example
the lack of reed vibration information in the Yamaha WX7) and are not dedicated to a given
synthesis model allowing for example natural sound transformations. Here we show how an
interface based on a traditional flute equipped with sensors and a microphone would give the
performer access to synthesized sounds through flute-like synthesis models, without
modifying the traditional playing techniques obtained through years of practicing.
Another example of interfaces suited to special gestures addresses the design of controllers
adapted to a set of unconventional motions. This is an artistic project, which has been going
on for about five years, with the participation of four people with limited gestural faculties.
The main features of this work lie in the fact that the technological realization is closely
linked to the artistic problems and the heavy conditions of the handicap itself. In particular,
rather than setting ourselves a target leading to a conventional situation (e.g. 'playing music'),
and of imagining with the handicapped people the necessary technological methods with this
target in view, we preferred to start from scratch and to adapt completely new tools for them.
As we already mentioned, the last group of interfaces connects sound models to natural
phenomena. This is a degenerate case where the "motion" can not even be learnt by the
"player" but has to be taken as it is. The last example, which illustrates this approach, has
been made possible thanks to collaboration with Claude Vallée and David Calvet of the
Centre de Physique des Particules de Marseille. In this case a device, which we have called
the Cosmophone has been designed to make the flux and properties of cosmic rays directly
perceptible within a three dimensional space. This is done by coupling a set of elementary
particle detectors to an array of loudspeakers by a real time data acquisition system and a real
time sound synthesis system. Even thought the aim of the original installation was to make
people aware of a physical phenomenon in an entertaining way, such a system can also be
used in a musical context.

2 Sculpting the sounds using the Radio Baton
The conception of sensors detecting movements is an important part of Max Mathews’
current research work. One of his inventions, the Sequential Drum, consists of a surface
equipped with sensors. When an impact is detected on this surface, the apparatus indicates the
intensity and the position of the impact on the surface (Mathews and Abbot, 1980). A
collaboration with Boie (Boie et al. 1989) led to the design of the Radio Drum which detects



Drum is in fact able to continuously detect the position of the extremities of the two
drumsticks (emitters).
These first prototypes were connected to a computer containing an acquisition card piloted by
a conductor program allowing a real-time control of the execution tempo of a partition already
memorized by the computer (Mathews 1991a, 1991b 1997). The Radio Drum is also called
the Radio Baton, since the drumsticks launching musical sequences can be used in the same
way as a baton used by a conductor of an orchestra. Max Mathews designed the Radio Drum
for two reasons:
- to make it possible to actively listen to a musical play by releasing musical sequences and
thus give a personal interpretation of a musical work.
- to make it possible for a singer to control his or her own accompaniment.
The Radio Drum comprises two sticks (batons) and a receiver (a 55 x 45 x 7 cm
parallelepiped) containing the electronic parts. In a simplified way, each drumstick can be
considered as an antenna emitting radio frequency waves. A network with five receiving
antennas is placed inside the drum. It measures the coordinates of the placement of the
extremities of the drumsticks where the emitters are placed.

X X'

Y'

Y

Figure 2.1

The intensity of the signal received by one of the antennas depends on its distance from the
emitter: it gets stronger as the emitter gets closer to the antenna. To evaluate the position of
the extremity of the baton as a function of the x-axis, it is sufficient to calculate the difference
in intensity between the antennas x and x' (Figure 2.1). In the same way the antennas y and y'
give the position of the emitter as a function of the y-axis. In order to get information about
the height of the baton (the z-coordinate), it is sufficient to add the intensities received by the
five antennas. Since each baton emits signals with different frequencies, it is relatively easy to
discriminate between the signals sent by the two batons to each antenna.
The relation between the coordinates and the intensity of the received signals is not linear. A
processing of these data is necessary so that the system gives information proportional to the
coordinates of the batons. This operation is realized by a microprocessor making it possible to
add other functions to the instrument. The latest version contains additional software either
making it possible to transmit the coordinates of the batons (and information about the
controllers) when requested from a computer, or to transmit the coordinates of one of the
batons when it cuts a virtual plane parallel to the surface of the drum the same way as when
one hits its surface. When the program detects the virtual plane, it calculates and transmits the
velocity of the movement as a function of the z-axis. The height of the plane can of course be
modified. This leads us back to the functioning of the Sequential Drum.
These working modes (transmission of the data when there is an external request or strike



microprocessor of the Radio Baton makes the implementation of this communication possible
by the use of the MIDI protocol and of a program like MAX (Puckette and Zicarelli 1990) to
communicate with the Radio Baton. Thus the control possibilities with instruments that can be
programmed are almost unlimited.
Numerous musical applications of the Radio Baton have already been published (see e.g.
(Boie et al., 1989), (Boulanger and Mathews, 1997),( Gershenfeld and Paradiso, 1997), (Jaffe
and Schloss, 1994)) and most of them mainly exploit the drum-like structure of the device
which is well adapted to the launching of sound events and to the conduction of their time
evolution. We shall briefly describe how the Radio Baton can be diverted from its original
aim and used to perform sound transformations with additive and physical synthesis
techniques.
A presentation of the Radio Baton piloting sound synthesis models was given by our research
group at an international colloquium on new expressions related to music organized by
GMEM (Groupe de Musique Expérimentale de Marseille) in Marseille (Kronland-Martinet et
al.1999; Ystad, 1999). Intimate sound transformations using the Radio Baton were
demonstrated. The instrument has also been used in a musical context with the goal of
performing improvised sound transformations.

2.1 Radio Baton and additive resynthesis of sounds.
The amplitude modulation laws of the sound components together with their frequency
modulation laws give the parameters defining an additive synthesis model.
When connected to analysis techniques, additive synthesis methods give resynthesized sounds
of high quality (Kronland-Martinet et al. 1997). However these models are difficult to
manipulate because of the high number of parameters that intervenes. Mapping the Radio
Baton to such a sound synthesis technique is closely linked to the compositional process since
it limits the possibilities of sound transformations. We tried several mapping strategies,
aiming at intimately control the sound by altering different parameters of the synthesis
process. We eventually concluded by the fact that this particular interface is hard to seriously
use for other purposes than the ones originally planned by the designer. Actually, the
precision of the mapping cannot allow piloting subtle parameters. Nevertheless, the Radio
Baton can be used to globally improvise with a sound transformer process. We demonstrated
this fact by musically using the interface in a way rather close to a traditional instrument. For
that,  three parameters are used for manipulating the sound using the Radio Baton, namely the
duration of the note, its fundamental frequency and its amplitude. In each case the
manipulations can be done independently for each modulation law or globally on all the
modulation laws. In our case the duration of the sound and the frequency manipulations are
done in a global way. This corresponds to a simple acceleration or slowing down of a note
when the duration is altered, and to a simple transposition when the frequency is altered. The
amplitude modulation laws have been modified differently, giving the possibility of
effectuating a filtering or equalization on the sound. In figure 2.2, the control possibilities of
the Radio Baton are illustrated. The sound is generated when one of the sticks cuts a virtual
plane the height of which is predefined by the user. The x-coordinate is related to the duration
of the generated sound and the y-coordinate to the transposition factor. The second stick is
used to control the note after it has been trigged (aftertouch) and uses the y coordinate to act
on the frequency transposition (like for the first baton) and the z-coordinate to fix the slope α
of a straight equalization line. This slope is positive when the baton is over a predefined plane
(0 point in figure 2.2) corresponding to an attenuation of low-frequency components and thus
to a high-pass filtering. This is illustrated in figure 2.3. When the baton is below the zero
point, the slope is negative, corresponding to a low-pass filtering. This allows a continuous
modification of the brightness of the sound.



z

x

y

0

Threshold

Tr
an

sp
os

iti
on

s

Duration

Figure 2.2

0
α

original spectrum

f

f

modified spectrum

Figure 2.3

The second stick could have controlled a third parameter corresponding to the x-coordinate,
but since playing the Radio Baton was difficult, with the possibilities already described, this
parameter was not used. Even though the possibilities offered by such instruments are almost
infinite, it is important to point out a crucial issue: the complexity of the playing. Actually the
lack of absolute reference in the 3D space makes this kind of approach preferably suitable for
improvisation purposes, without expecting to exactly reproduce a sequence. This assumption
will, of course, be denied when a musician accepts spending thousand of hours learning this
new instrument, despite the lack of already written music for it.

2.2 Radio Baton and physical modeling of sounds
In a way similar to the description in the previous section, we have used the Radio Baton to
pilot a physical synthesis model. This application tends to prove that physical models are well
adapted to sound transformations by providing a small amount of meaningful parameters
making the mapping easier.  Physical models describe the sound generation system using
physical considerations. An interesting method consists in simulating the way the acoustical
waves propagate in the instrument by using a looped system with a delay line and a linear
filter (figure 2.4). Such a model is called the digital waveguide and it has been widely used
for synthesis purposes (Smith 1992). The delay is proportional to the length of the resonator
and thus to the fundamental frequency of the note played, while the filter takes into account
the dissipation and the dispersion phenomena. Analysis-synthesis techniques adapted to the
digital waveguide can be designed, allowing the resynthesis and the manipulation of a given
natural sound (Kronland-Martinet et al. 1997; Ystad 2000). When the Radio Baton acts on a
digital waveguide model the parameters to be modified have a physical significance.
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The parameters that are controlled by the sticks in this example only correspond to the delay
and to the excitation of the model (the source), the filter being chosen once and for all. One of
the batons acts on the choice of the excitation: each of the 4 corners of the receiver
corresponds to a different excitation as shown in figure 2.5. In the middle of the plate, the
source corresponds to a mixture of the four sources with weights depending on the distance
from each corner. The second baton acts on the delay of the resonator (thus on the frequency
of the note played) given by the y-coordinate. In addition it acts on the frequency of the
excitation signal when a saw tooth source is used.
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Figure 2.5

The Radio Baton is an interesting instrument offering numerous playing possibilities and we
enjoyed the numerous brainstorms we have had while designing some of them. Once again,
the instrument has been used in musical contexts, but the close relationship between the
synthesis process and the physics of real instruments made it frustrating for some musicians.
Like any new instruments, playing the Radio Baton has to be learned, and although the
instrument offers a great number of possibilities, it is difficult to pilot certain playing effects
like for instance the vibrato played on a wind instrument. On the other hand, the Radio Baton
is well adapted to control percussive sound models (Schloss, 1990), (Boulanger and Mathews,
1997). It is also well adapted to the construction of new sounds not directly related to real
instruments, and we eventually realized that it was best suited to generate sounds produced by
signal synthesis models such as, for example, the FM synthesis (Kronland-Martinet et al.,
1999).

3 Extending the possibilities of a traditional instrument: the flute case
Even though most digital instruments do not sufficiently take into account the personal touch
a musician wants to give when playing, musicians are interested in sound effects and
transformations. Many composers dream of adding new possibilities to existing instruments.
Playing non-realizable instruments like a gigantic flute or blowing into a string could be



interface, which is presented in this section is made using a traditional flute connected to a
computer by magnetic sensors detecting the finger position and a microphone at the
embouchure level detecting the pressure variations (Ystad and Voinier 2001). An earlier
attempt to extend the possibilities of a traditional flute was made at IRCAM (Pousset, 1992).
However, this instrument was mainly made to act as a MIDI controller. Other attempts in
designing meta-instruments have been made and the reader can for example refer to
(Bromwich, 1997), (Cadoz et al., 1990), (Jensen, 1996), (Pierrot and Terrier, 1997).
The interface we developed has been designed to pilot a so-called hybrid synthesis model,
which has been made to resynthesize and transform flute sounds (Ystad 2000), meaning that
the mapping and the musical perspective were already set at the design stage. The resonator of
the instrument is modeled with a physical model simulating the propagation of the acoustical
waves in a tube (digital waveguide model), and the source is modeled using a non-linear
signal synthesis model. The reason why a signal model has been used in this case is related to
the fact that the physical phenomena observed at the embouchure of a flute are not fully
understood. Even though some models describing the interaction between the air jet and the
labium have been proposed (Verge 1995), most of the physical parameters intervening are
difficult to measure, and the resolution of the equations is generally not compatible with real-
time implementations.
 The hybrid synthesis model makes it possible to “imitate” the traditional instrument and in
addition make very subtle modifications on the sound by changing the model’s parameters.
Hereby one can obtain physically meaningful sound transformations by acting on different
parts of the model to simulate effects like exaggerated vibratos or change the properties of the
source and/or the resonator. It is important to underline that the aim of such an interface is not
to replace the traditional instrument, but to expand its possibilities. This augmented
instrument will give musicians the possibility of making use of already acquired playing
techniques. The general problem, when proposing new instruments to musicians, is that they
often are afraid of investing a lot of time to learn to play an instrument that may not be used in
the future or for which no music is written. In this sense, this approach will hopefully be
attractive to musicians.
The flute has been equipped with Hall effect sensors detecting the distance to magnets
connected to each keypad. The sensors have been placed on an aluminum rail fastened to the
flute, while the magnets are fastened to the support rods where the keypads are fixed so that
they approach the sensors when the keypads are closed as illustrated in Figure 3.1 and Figure
3.2. The state of the keypads is related to the frequency of the note played. The speed at
which the keypad is closed can be calculated by continuously measuring the distance between
the sensor and the magnet. All these parameters make it possible to calculate the fundamental
frequency, which is correlated to the delay line length of the resonator model.
The fundamental frequency is also used at the input of the sine generator feeding the non-
linear function of the source model.

sensor

magnetkey pad

support rod  
for key-pads



Figure 3.1

Figure 3.2
The pressure variations are detected by a microphone situated inside the flute at the cork
position near the embouchure as seen in figure 3.3.

Figure 3.3

This system does not represent a complete way of characterizing the play, since for instance
the angle at which the air jet hits the labium, or the position of the player’s lips, are not taken
into account. However, these important features influence the internal pressure which is
measured by the microphone and which acts on the generated sound. The detection of the
pressure variations makes it possible to estimate the vibrato, which will be added to the
frequency information and used at the input of the sine generator. The logarithm of the
pressure envelope will further be used as amplitude at the input of the sine generator. It will
also be used to determine the level of the non-deterministic source signal that will be added to
the deterministic source signal before the input of the resonator (figure 3.4). In some cases,
when the state of the keypads does not change when the same note is played in different
registers, the measurements of the pressure level at the embouchure allows the determination
of the frequency of the note played.
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Although the synthesis model is the most important part of the flute interface, it should be
mentioned that it also is MIDI compatible. Actually, the data from the sensors are processed
to generate MIDI codes, which are sent to the real-time processor.
The MIDI flute interface and the synthesis model are both implemented using the MAX/MSP
development environment (Puckette et al. 1990).
Since the flute interface generates MIDI codes to control the synthesis model, one can use
these codes to pilot any kind of MIDI equipped instrument. In the same way, since the real-
time processor is also considered as a MIDI instrument, assigning arbitrary frequency values
for a given key state can change the tune of the flute. At this point, the musical possibilities
are only limited by the imagination.
The parameters of the synthesis model can dramatically act on the sound itself. Since the
digital flute model has been designed to respond to MIDI codes, one can act on the
parameters of the model using MIDI controllers such as pedals, sliders, …(Ystad and Voinier



of the flute while replacing the tube model by a string model, or inversely, by injecting a
voice signal or a source of another instrument into the resonator model of the flute. The last
alternative would also allow the generation of the noises made by the flautist while playing.
Actions on the non-linear source model make it possible to modify the spectral content of the
sound so that clarinet-like sounds or brass effects can be obtained. The model we
implemented also comprises a keypad noise generator, which can be altered by modifying the
corresponding table. This keypad noise could for instance be replaced by any percussive
sound. Finally, by acting on the characteristics of the physical model simulating the tube of
the instrument, physically unrealizable instruments like a gigantic flute can be simulated.
All these manipulations show the advantage of a hybrid sound model associated to a meta-
instrument, which enables the modification of a natural sound in the same way as synthetic
sounds, while keeping the spirit of the traditional instrument.

4 From gesture to sound: adapting technology to disabled people
Un Bon Moment is an artistic project, which has been going on for about five years, with the
participation of four people with limited gestural faculties. The main features of this work in
continual development lies in the fact that the technological realization is closely linked to the
artistic problems and the heavy conditions of the handicap itself. We did not wish to give
ourselves a particular goal as to the final form, but by working patiently on the development
and awareness, create visual, sound and technological methods that would shape the rather
indefinable realization (neither show nor installation) that we have called Un Bon Moment, A
Sound and Vision Walk About. For the Australian Aboriginals, the notion of A Walk About
denotes a short informal holiday period, far from work, when they can wander through the
bush, visit relations, or go back to native life.
We have worked on the principle that it is the framework or the a priori concerning the
results, which create the handicap rather than the person himself (if one considers him as
such). For example, it is obvious that traditional musical instruments are all made with
reference to specific gestural possibilities (movements and space between the arms, hands and
fingers, the speed and precision of these movements etc…). Even if the apprenticeship is
long, an able-bodied person is able to play any traditional instrument. This is not the case for
"someone with a handicap", who will neither necessarily adapt the characteristics of his body
(size, space, force and precision…) to the instruments, nor in the music that has been
composed with or for these instruments. Therefore we no longer consider handicap as
disabling, but rather as new particular gestural possibilities in the creation of sound laying out,
and, more generally, as particular conditions in the elaboration of the artistic side of things. It
means that the purpose of this project goes far beyond the question of "giving handicapped
people access" to music (which in the long run relies on the instrumental capacities of an able-
bodied person), but rather of being aware of musical models linked to limited gestural
possibilities and it tackles the question of musicality which does not depend on virtuosity.

4.1 The question of time in Un Bon Moment
One of the initial observations made during this project, concerned a completely unusual
relationship with time. It takes more time for handicapped than for able-bodied people to
communicate (linked notably to difficulties in articulating), and therefore it takes more time to
work together. The handicapped need some time between an idea and its' expression, or a
decision (to accomplish a gesture for example) and the moment when the decision really takes
shape.
Thus it prevents us from synchronizing the sound events in a fixed, predetermined order, and
therefore from planning a musical score in its usual way. Finally, the notion of time is felt
differently according to each person. It is related to the interior rhythm, underlined by music
through beat, figure, gesture and movement. One can imagine that the notion of time for



at a time in an extreme state of tension, is very different to that for an able-bodied person.
Thus it seemed essential to us to not only take into account these particular relationships with
time, but also to bring them to the foreground.
- when creating the instruments : each instrument was made with the previous remarks in
view, with the aim of enabling the musician to physically get involved ( taking into
consideration the gestural particularities, movement, energy, muscular tension etc.) in the
invention of sound processes, rather than simply triggering a set of sound events.
- In realizing the performances: we have worked to create situations and potential rather than
the sound result itself (sound, visual, gestural possibilities for each musician, and possibilities
of meetings and play for several persons).
We have also aimed at offering the audience the idea of a walk about, where there was no
longer a question of coherence with the idea of shape, but rather of an awareness of events
that were about to happen in a space of time that belonged to the spectator himself, as he
could go in and out of the performance area as he pleased.

4.2 The electronic instrument
 The notion of electronic instrument, which is presented here, is different from the one
described for a specific purpose in section 3. The particularity of the electronic musical
instrument lies in the absence of an acoustic mechanism system, which closely links a certain
gesture to a certain sound event (the instrumental tone). A musician has to learn to play the
instrument, by mastering a gestural repertoire that enables him to produce sounds with the
instrument and to tackle its musical range. The problem of the electronic instrument depends
to a certain extent on how much the different stages of monitoring of the sound phenomena
are left in the hands of the user/creator (gestural abilities, sound synthesis device). Between
gesture and sound, one does not necessarily manipulate masses in movement (hammer, air
column, string…) but rather digital data. This concept has the effect of separating gesture and
produced sound in their immediate (conventional) relationship, and we have to invent new
relationships between gesture, produced sound and musical creation. Consequently:
- it allows new musical gestures outside the realism of conventional musical attitudes.
- it allows the creation of other forms of musical script, linked to imprecision and
approximation.
- it shows the need of a reflection on musical choices simultaneously with the creation of
instrumental devices. In a certain way it shows that through the concept of an instrument, one
has already started to compose the music with it.
- elsewhere, beyond the opposition between acousmatics and live instrumental music the
playing of an electronic musical instrument have induced us to put forward a more
fundamental aspect - more innovative – which lies in the fact that the composer-musician
(and/or improviser) can intervene directly on the sounds (sound phenomena), precisely at the
moment where they develop, last, and establish themselves. Therefore she or he can construct
and develop an idea, a musical form, on the basis of the sensation of duration, and of the
modes of articulation, which are the converse of a structure of logic and rhetoric. These
playing techniques closely link together sound matter and musical composition, (both are
generated at the same time), and evidently in a new way, they question the relationships
between organization - the implementation of rules- and sound material.
In that way, this method of creating music implies that the work is looked on as a living
moment, whereas the music created for traditional instruments is considered as a constructed
object.

4.3 The gestures and the music
Obviously, the player's gesture is no longer just the one of a performer involved in the mere
production of a piece in which the organization of its constitutive elements has been



thought in terms of organised objects but rather in terms of a sensitive sound experience set in
time and space. The gesture, which consists in producing a sound, can therefore be considered
as the origin of the shape which is afterwards gradually elaborated. A lot of work related to
gestures and music has been recently published and we refer the reader for example to
(Camurri et al., 1998), ( Coutaz and Crowley, 1995), ( Azarbayejani et al., 1996), (Sawada et
al., 1997) for the state of the art in this field.
In Un Bon Moment, our main interest is precisely to use this gesture which produces and
controls the audio-visual events as a source of creation. The gestural model is then free from
any conventions (and particularly from musical ones). The main argument in Un Bon Moment
is not to integrate these unexpected gestures into the framework of preexisting musical
productions, but to use them in the implementation of specific musical means, as factors of
artistic invention and reflection. In this context, impossibilities of determining time and
synchronizing events become elements, which could involve situations of sensitive creation.
4.4 The actual state of the project
So far, two public performances of "Un Bon Moment" over a period of about one month have
been carried out. Four performers, having few and particular gestural possibilities were
running moving machines (called "Mobil Home"), each one being a sculpture based on a
wheelchair, equipped with instrumental devices.  One of them was intended to record,
transform and project images, and the three others were more specifically intended for playing
sounds. The three instrumental sound devices were conceived with the same idea: a gesture
sensor, a module which transforms information given by the sensor into MIDI data, a sound
generating module and a video projector which projects the whole or a part of the computer
screen. The three gesture sensors are:
- A Headmouse System (Origin Instruments), controlling the mouse pointer on the computer
screen, by means of an optical sensor following the movements of a disc stuck on the
operator's forehead.
- A lever, large-sized ( and large range), as a joystick.
- A breath and lip-pressure sensor, which is part of a Yamaha WX7 wind controller.
These three gesture sensors communicate with the MAX software, either directly in the case
of the WX7, or through an I-Cube (Infusion Systems) in the case of the lever, or with a MAX
object (the PAD object) especially created for this work. For the moment, the sound
generating modules for the three instruments, are supplied by the audio section of the MAX
(MSP) software. The computer screen is projected either on a surface which has been
integrated into the mobile instrumental device, or on an outside one. It enables the
visualization of texts which are heard and treated in a sonorous way, of images which have
been transformed by MIDI data picked up by the gesture sensor (Imagine Software), and of
the redesigned mouse pointer (See below, Rafika Sahli-Kaddour's instrument).
The PAD object
This is an external rectangular graphical object. Like all the MAX objects, it can be moved on
the patch and at the same time it keeps its intrinsic characteristics. It is resizable by a simple
mouse click and slide. The PAD object analyzes the movements and actions of the pointer
located in the screen zone that it covers, and sends back:
- The mouse's pointer position relative to the lower left hand corner (an offset and a
multiplying factor can also be given),
- The speed and acceleration of the pointer's movement.
- A message if the pointer enters into the object or leaves it.
- A message if a click occurs when the pointer is inside the object.
- A message if the mouse button is held down when the pointer is inside the object and moves
( click and drag).
An example : Rafika Sahli-Kaddour's instrument
Rafika Sahli-Kaddour is one of the four performers. She has the ability and practice to drive a



enables her by the use of the PAD object to act upon three instrumental devices  working
differently.
- The first device projects the computer screen on a surface or a space where visual indicators
have been set up: images, objects, etc… Each of them corresponds to invisible PAD objects.
In this way, Rafika can direct the mouse pointer (redesigned as a red circle) towards real
objects in space, move it on to the objects, produce and control the sound events according to
three visual indication points. It is a kind of "non-linear score".
- The second device is fairly similar to the first, apart from the fact that a computer screen
image is projected (it could be a film), and the objects that allow the control of sound events
can correspond to certain zones of the image (or the film).
- The third device does not need screen projection. It uses the speed information and the
horizontal or vertical movement of the pointer, given by the PAD object. The player controls
sound transmissions by the head movements, and their speed. The movement repertoire calls
upon, for memorization, more abstract notions of touch and intention.
4.5 On-going development
The instrument developed for Rafika Sahli-Kaddour is inspiring for future developments of
more general instruments which could be used by anyone with limited mobility. Actually, the
existing instrument is adapted to Rafika's gestural possibilities (she can only move her head).
She can set off sound events, and control sound evolution, by moving the pointer on the
screen thanks to a Headmouse System. We have observed that Rafika has gained a certain
dexterity by using this instrument. However, outside the framework of Un Bon Moment, the
use of the device is subject to the following constraints :
- the need to visualise the pointer on the screen or an external surface.
- the need to rewrite the program which determines the speed and movement of the mouse
pointer at each time that the sound configuration is modified.
- the need of a gestural apprenticeship linked to a special device. In Rafika's case we have not
encountered any problems at all, but it could be completely impossible to use for other
disabled people.
Therefore, the idea has consisted in conceiving an instrument (opposite to a traditional
acoustic instrument), which is neither a device that imposes a gestural form, nor a device
adapted to specific morphological and motor abilities, but rather a device able to "learn" the
player's gestures. This type of instrument could obviously be in another framework than the
handicapped one. For the moment, we have set out three main stages for the realization of this
project:
- The qualification of a few gestures (a maximum of ten or so) which correspond to musical
aims.
- The creation of an "apprenticeship motor", which follows the player's gestures by a
computer (detection of the pointer's movements and speed).
- The creation of an interface which enables complex gestures "learnt" by the computer to be
linked to the previously created lexicon, and certain gestures or types of gestures, to be linked
to sound events.
During the first stage, we use two MAX objects: the MouseState object and the PAD object
described in section 4.5. They seem to be adapted to an "appraisal" of Rafika's gestures which
are actually the only focal point of this study.
Actually, we are involved in a preliminary stage of definition:
- of a certain number of elementary attributes which enable us to define the gestures of the
player. These gestures can then be expressed as a linear combination of the elementary
attributes, which correspond to the eigenvectors in a mathematical sense.
- of a set of relevant elementary basis gestures in the context of a musical sound production.
In both cases it's obviously a question of defining prototypical reference points, while keeping
in mind the complexity of reality, and the difficulty of translating "vague ideas", as when we
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the implementation of the device is concerned, several solutions are considered (like neural
networks, techniques of classification of pictures through contents) to link a set of quantitative
data (in terms of coordinates, speed and acceleration) sent back by the computer sensors, to
the whole set of qualitative features determined by the eigenvectors.

Gestures Trajectory

Vibrating

Trembling

Throwing

Put down

Rubbing

Doubt

Swaying

Following

Sadness

Question

Greeting

Sawtooth



Basis vectors:

confined/extensive

soft/violent

periodical/in evolution

undulating/flat

direction

Figure 4.1

5 The "particles motion": The Cosmophone

5.1 The Cosmic Rays
Interstellar space is filled with a permanent flux of high-energy elementary particles called
"cosmic rays". These particles have been created by violent phenomena somewhere in our
galaxy, for example when an old massive star explodes into a supernova. The particles then
stay confined in the galaxy for millions of years by the galactic magnetic fields before
reaching our planet. When colliding against the earth’s atmosphere, cosmic rays create
showers of secondary particles. Though partly absorbed by the atmosphere, these showers
induce a large variety of phenomena, which are measurable at the sea level.
The main phenomenon is a flux of muons, a kind of heavy electron absent from usual matter
because of its short lifetime. Muons are produced at a large rate in cosmic showers. Thanks to
their outstanding penetrating properties, they are able to reach the ground. At the sea level,
their flux is about hundred muons per second per square meter.
Highly energetic cosmic rays produce bunches of muons, or multi-muons, having the same
direction and a few meters apart from each other. The number of muons within a bunch is a
function of the energy of the primary cosmic ray. Within an area of a hundred square meters,
the rate of multi-muons bunches ranges from one per second (bunches of two or three muons)
to one per minute (bunches of ten muons or more).
Muon interaction within the matter is another phenomena. When muons pass close to atomic
nuclei, electromagnetic showers composed of electron-antielectron pairs are created. This
phenomenon can be observed for example inside buildings with metallic structures, at a rate
of about one per minute per ten square meters.

5.2 The Concept of Cosmophone
Human beings are insensitive to particles passing through their body. The Cosmophone is a
device designed to make the flux and properties of cosmic rays directly perceptible within a
three dimensional space. This is done by coupling a set of elementary particle detectors to an
array of loudspeakers by a real time data acquisition system and a real time sound synthesis
system. In that way, information received from the detectors triggers the emission of sounds,
depending on the parameters of the detected particles. These parameters and the rate of
occurrence of the different cosmic phenomena allow a large variety of sound effects to be
produced. Because of the fluctuations in the occurrence of the phenomena, the set of detectors



phenomena to compose music, from Mozart with his "Musical Dices Game" to John Cage
with his piece "Reunion", where player's moves on a specially equipped chessboard trigger
sounds. Natural random-like phenomena have also been used, as in the piece entitled "The
Earth's Magnetic Field" by Charles Dodge for which a computer translated fluctuations in the
magnetic field of the Earth into music. Many other concepts for sound generation from such a
source of random events can be (and are actually) explored, but we have chosen for this
installation to keep the initial concept and further try to give the listeners the impression of
being immersed in a particle rain.

5.3 Sound Generation and Spatialization in the Cosmophone
According to the concept explained above, the synthesis system has to generate sounds when
triggered by the particles detection system. To simulate a particle rain, in which listeners are
immersed, we have grouped the loudspeakers in two arrays; one above the listeners (placed
above a ceiling), and the other one below them (placed under a specially built floor). The
arrays of loudspeakers are disposed so that the ears of the listeners (who are supposed to be
standing up and moving inside the installation), are located approximately at an equal distance
from the two groups. Both ceiling and floor are acoustically transparent, but the speakers are
invisible to the listeners. A particle detector is placed close to each loudspeaker. When a
particle first passes through a detector of the top group, then through a detector of the bottom
group, a sund event is triggered. This sound event consists in a sound moving from the ceiling
to the floor, "materializing" the trajectory of the particle. Because of the morphology of the
human ears, our hearing system can accurately localize moving sources in a horizontal plane,
but is far less accurate in the vertical plane. Initial experiments have shown us that the use of
a panpot to distribute the signal energy between two loudspeakers was not sufficient to create
the illusion of a vertically moving sound source. To improve the illusion of a vertical
movement, we have used the Doppler effect, which is perceivable when there is a relative
movement between an acoustic source and a listener.  It then leads to a modification of the
pitch of the perceived sound during time, as well as a modification of its amplitude. This
effect is very common in every day life, and our hearing system is used to recognizing it.
Chowning (Chowning-71) has shown that this effect is essential for the realism of moving
source simulation. Using a Doppler effect simulation along with the energy panpot between
the ceiling and the floor speakers greatly improve the illusion of a vertical movement of the
sound source. But the departure and arrival points of the moving source in the space remain
rather imprecise for listeners. To improve the localization, we have then added two short
sounds as starting and ending cues. The first cue is emitted from the high loudspeaker at the
beginning of the sound event; the second comes from the low loudspeaker, at the end of the
event. Because they are chosen to be very precisely localizable, these two cues greatly
improve the illusion, giving the impression of a sound crossing the ceiling, then hitting the
floor.
We shall now describe a Cosmophone built for the Cité des Sciences et de l'Industrie in Paris,
to be a part of an exposition area on particle physics: the "Théâtre des Muons". For this
installation, two arrays of twelve speakers and detectors are in two concentric circles; the
inner one comprises four speakers and detectors, the outer one the eight others. The outer
circle is about five meters in diameter, which is enough space to allow several listeners to
stand in the installation, as shown on figure 5.1, which represents a picture of the listening
space.



Figure 5.1

5.4 The Particles Detection System
Each particle detector is composed of a slat of plastic scintillator associated to a
photomultiplicator. A particle passing through the scintillator triggers the emission of a
photon inside the scintillator. The photon is then guided into the scintillator until it reaches the
photomultiplicator. An electrical impulse is then generated. This kind of detector is very



be sure to detect only particles generated by cosmic rays, a coincidence system is used. Such
particles are first passing through a ceiling located detector, then through a floor located
detector. Knowing that these particles travel at light speed, and knowing the distance between
high and low detectors, the two events occurring in a given time (a few nanoseconds) is a
signature of a cosmic induced particle. The coincidence triggers the readout of all the detector
signals, which allows identifying the speakers in which the sound is to be produced. These
signals are transmitted to a PC computer and processed to identify the kind of event detected,
single particle, or bunch(es) of multi-muons. Depending on the energy of the cosmic rays and
on their occurrence, it is possible to observe during a single event a combination of single
muons and bunches of multi-muons. The program makes use of its knowledge of the
geometrical arrangement of the detectors to recognize which phenomena were detected.
Depending on the location of the installation, it is possible to observe a high rate of particle,
which would generate a high rate of sound events and make the listeners rather confused. We
can therefore decide to ignore some of these events to avoid overloading the listeners auditory
systems. Finally, the information is sent to the sound synthesis system through a MIDI
interface, using a custom protocol.

5.5 The Sound Synthesis System
The sound synthesis system is built on an Apple Macintosh computer, running the MAX/MSP
real time synthesis software. The computer is equipped with a MOTU (Mark Of The Unicorn)
audio interface which is able to output simultaneously twenty-four channels of audio signals,
which are sent to the amplifiers and loudspeakers. The synthesis program is composed of a set
of modules or instruments; each of them is able to generate sounds associated with one event.
The more powerful the computer, the more instruments that can be run at the same time, and
the more events that can be played simultaneously. As mentioned above, different phenomena
are detectable. In particular three cases were distinguished: a single muon reaching a pair of
detectors (high then low); a "small bunch", where more than one pair of detectors hit
simultaneously, but less than four, and a "big bunch", when at least four pairs are hit. We
decided that the three cases would be illustrated by different sound sequences. When using a
lot of detectors, the three events may occur simultaneously, which means that one instrument
should be able to generate several sound sequences at the same time. A dynamic router has
been implemented to allocate one sound event to one free instrument by passing the incoming
MIDI data on to it. Therefore the instrument becomes busy during the sound generation
process then returns to a free state. A synoptic of the sound synthesis system is shown in
figure 5.2, and a synoptic of an instrument in figure 5.3.
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An instrument consists in a scheduler that trigger the three successive sounds: the cue in the
ceiling located speaker, followed by the sound moving from ceiling to floor located speakers,
and finally by the ending cue in the floor located speaker. Depending on the event's content,
ups to three sequences are played simultaneously. The scheduler manages the appropriate
timing of the sequences, sending start messages to the appropriate sound players. Two kinds
of sound players are used: the cue sound players and the moving sound player. The cue sound
player is very simple: it reads a memory stored sound sample. As shown in figure 5.4, the
moving sound player is a little bit more complicated, as it has to apply the Doppler frequency
shift and amplitude modification. It makes use of a variable speed sound sample player and
pre-computed tables for frequency and amplitude modifications. The final part of the
instrument is an audio signal router that feeds the appropriate output channel, according to the
information received for the event.
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5.6 The Musical Potential
The final sound quality of this installation mainly depends on the nature of the sounds
associated with the detected events. Because real particles travel at light speed and do not
generate audible sounds, the real phenomenon could not be reproduced, but we can create
with sounds its mental representation to the listener. The main difficulty consists in creating



of sounds were created by different synthesis techniques, and about ten moving sounds and
ten cue sounds were selected and submitted to a panel of listeners for final judgement. We
have tested many associations of moving and cue sounds to obtain the final result. The
synthesis system allows fine-tuning of the Doppler effect parameters, which has appeared to
be very useful for the final "tuning" of the sound impression. To help listeners concentrate on
their auditive impressions when entering this installation, we have decided to diffuse some
continuous background music through all the speakers. The installation has appeared to be a
helpful tool for music spatialization. One of the authors has composed an original music score
to be played in the Cosmophone, taking advantage of these possibilities. The installation
described is open to the public in the Cité des Sciences et de l'Industrie in Paris, and a
prototype composed of two arrays of four detectors and speakers is actually installed at
L.M.A. in Marseille.

Conclusion
The four developments that are presented in this article lead, by different approaches, to a
conclusion where we discuss the musical intention behind computer systems used as musical
instruments.
The creation of electronic instruments, which from our point of view is a part of the musical
composition, inevitably puts forward questions about traditional relations between movements
and sound production, thoughts and musical realizations.
The main difference between electronic and acoustic instruments seems to be the relation
between the gestures and the sounds. What acoustic instruments are concerned, there is a one-
to-one relation between these two aspects since a particular gesture generates a particular
sound and since variations produced by muscular energy are closely related to variations in
timbre, intensity and pitch. When it comes to electronic instruments these relations no longer
exist, and everything has to be invented. This leads to a new way of considering the interface
as an element of the musical composition.
Even though this article aims at describing different approaches of interface design, we
always kept the relationship between music and events in mind. In the first example we used
an already existing interface, the Radio Baton, to pilot different synthesis models. At an early
stage we realized that this interface was restrained due to the fact that it, in the first place, was
intended to conduct musical sequences or to be used as a drum-like instrument. Diverting this
interface from its primary goal showed us the danger of rapidly falling into a "spectacular"
use rather than a musical one. Nevertheless, its use for sound manipulation in an improvising
context was found interesting.
The construction of meta-instruments, like the augmented flute, is a natural approach to give
already skilled musicians access to new technologies. These interfaces mainly are of interest
when they are related to synthesis models which correspond to the behavior of the instrument.
This makes such controllers well adapted to physical synthesis modeling which naturally
increases the musical possibilities of the instrument.
When constructing interfaces the gesture and the musical goal should be taken into account.
Interfaces adapted to disabled people are a good example of this, since the motion
possibilities are different for each of them, leading to a development of specific interfaces for
each particular case. The interface has to be designed by carefully taking into account both the
gesture possibilities and the musical objective.
The last example we develop in this article, the Cosmophone, represents the most extreme
case, where there are no gestures, and where natural phenomena generate a three dimensional
sensation of the trajectories of cosmic rays. In this case a specific set of detectors associated
to an adequate mapping directly creates this objective.
These examples show that the musical dimension has to be part of the conception of an
interface, and led us to the conclusion that: even though new technologies provide numerous



devices which can be used to pilot sound processors, a genuine musical interface should go
past the technical stage to integrate the creative thought.
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Abstract 
The issue of the representation of sound sources that 
vary their directional pattern in time in auralizations 
is introduced. Musical instruments are used as a 
reference for the discussion of the traditional 
representations with assumed fixed directional 
characteristics. A new method for the representation 
of the spatial sound contributions in time is proposed 
using multiple-channel recordings and various virtual 
sources in room auralizations. Possible developments 
of the proposed recording/reproduction method are 
described.    

1 Introduction 
The term “auralization” has been coined as an 

analogous term to visualization – it therefore names 
the process of rendering audible (imaginary) sound 
fields. Room auralizations have as main objective a 
simulation as accurate as possible of the binaural 
listening experience in a certain location within a 
modeled space (Kleiner, Dalenback, Svensson 1993), 
(Odeon 2002). An important factor to be taken into 
consideration in an auralization is the directional 
characteristics of the sound source. Musical 
instruments have a complex directivity pattern, which 
generates a particular acoustic behavior in a room. 
The aim of this investigation is to take a closer look 
at their directivity in the case of a real performance 
and to provide a better representation of this behavior 
in room auralizations. 

2 Directional characteristics of 
musical instruments  

The sound produced by musical instruments 
involves many different acoustic features that are 
related to intrinsic characteristics of the instrument. 
One of these features is the directional characteristic, 
or directivity, which is the way in which the sound of 
the instrument is radiated in different directions at 
different frequencies. The directivity of a musical 
instrument is affected by the different notes played on 
the instrument (Meyer 1978), the different 
performing intensities (Rossing 1990) and the 
different playing techniques. These changes are 
different for the different families of musical 

instruments, due to the complexities of the musical 
instrument as a multi-resonating system (Fletcher, 
Rossing 1998). An example of the measured 
directional characteristics of four isolated notes 
played on a Spanish guitar at the 500 Hz octave can 
be seen in Figure 1. In this case the notes were played 
within two octaves by the performer trying to 
maintain the same intensity. 

3 Musical instruments as sound 
sources in auralizations 

When musical instruments are used as sound 
sources for auralizations, it is important to take into 
consideration their radiation characteristics in order to 
have a representation of the sound source in the room 
model. As already mentioned, musical instruments 
are sound sources that have a complex directivity 
which cannot be easily described in a real 
performance situation. If a fixed directivity pattern 
per octave were to be considered, such as the case of 
a loudspeaker, the result would be rather poor and 
inaccurate. The directivity changes in time would be 
ignored and the consequence would be a wrong 
directional pattern with the level at certain 
frequencies of the particular spectra either 
emphasized or diminished. Perceptually this will 
deteriorate the listening experience due to the added 
colourations. A more accurate representation that will 
contain the source directivity changes in time is 
therefore necessary. 

4 Improvement of the spatial 
representation of sound 

One could offer a better representation of the 
spatial sonic characteristics of a musical instrument in 
a room auralization, or of any source that changes its 
directivity in time, by taking into account the various 
samples of the sound field created by the source; they 
are to be used afterwards in the reproduction process. 
One method of achieving this is through simultaneous 
anechoic recordings of the musical instruments with 
microphones surrounding the source in order to 
capture the sound radiated in different directions. An 
example of an anechoic 4-track recording of a 
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Figure 1. Polar diagram of the directivity of a Spanish guitar in the 500 Hz octave band for four isolated notes 
within two octaves. The notes were played by a performer trying to keep the same level of intensity. The 
position of the guitar was vertical, as in a normal classical music performance. The dynamic range is plotted 
from 20 to 60 dB. 

 



 

 

musical instrument can be seen in Figure 2, where 
four microphones are located around the source. After  
making the multi-channel recording of the 
instrument, each of the particular recordings 
registered by the microphones is played by a 
particular virtual source in the auralization according 
to the original position in the recordings. This can be 
done easily in the simulation program by defining 
sources that have a neutral directivity pattern 
(omnidirectional) within a discrete span of radiation. 
In the case of a 4-track recording of figure 2, each 
source span would correspond to a quarter of a 
sphere. Figure 3 shows a room acoustic simulation 
for the example of figure 2, where an auralization 
considering four virtual sources has been done, each 
source with an omnidirectional characteristic within a 
span of a quarter of a sphere and radiating in the 
direction of 0, 90, 180 and 270 degrees. The new 
source (consisting of the four virtual sources 
together) will radiate in a distinctive way in each of 
the four directions following changes in level, 
movements, asymmetries and orientation of the 
original source that were recorded by the individual 
microphones. 

  

 
Figure 2. Setup for a 4-track anechoic recording of a 
source. 

 
 

 

 
Figure 3. Room acoustic simulation with one listener and four virtual sources (left). View from above of the 
room showing the four virtual sources, each in a different direction with a discrete radiation pattern of a quarter 
of a sphere (right). 

 
 
 
 
 
 
 
 
 
 



 

 

5 Concluding remarks 
The directivity of musical instruments in a real 

performance situation in room auralizations is an 
issue that needs a better representation, as the one 
already existing only assumes a fixed directivity 
per octave band. The proposed method offers an 
alternative directivity representation without the 
need of any directional data of the instruments.  

Further developments of the system will be 
aimed at an optimization of the recording setup, by 
considering the influence of the number and the 
position of microphones and their perceptual 
consequences in the room auralizations.    

Binaural virtual reality systems for room 
models usually lack a sound source definition and 
have problems with the spatial representation of the 
source (Kleiner, Dalenback, Svensson 1993). The 
use of a different kind of representation of the 
source’s directional characteristics in these 
systems, such as the one proposed by this work, 
can help to improve and make more reliable the 
spatial representation of a sound source in sound 
demonstrations avoiding sound colorations. 

The directivity representation of sound sources 
in movement (like the real performance case of a 
saxophone player or an actor in movement) is not 
possible with the fixed directivity representations 
available nowadays. An implementation of this 
work could help to make more reliable 
representations of a live performance situation.   

The use of headphones in virtual reality systems 
limits the possibilities of sound reproduction. This 
is one of the reasons for the lack of commercial 
success of such systems. The use of multi-channel 
loudspeaker reproduction systems for multi-track 
recordings could be a further development of this 
project, considering a crosstalk cancellation system 
or some other filtering technique to avoid 
destructive sound interference (Gardner 1998). 
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DIRECTIONAL REPRESENTATION OF A CLARINET IN A ROOM 
 
Felipe Otondo and Jens Holger Rindel 
Ørsted-DTU, Acoustic Technology, Technical University of Denmark 
 
 
Abstract:  
This article presents a study of the directional characteristics of a clarinet in the context of a real performance. Anechoic 
measurements of the directivity of a Bb clarinet have been done in the horizontal and vertical planes for isolated tones. 
Results are discussed comparing the particular directivity of tones and the averaged directivity over the whole range of the 
instrument. Room acoustic simulations with the measured and averaged directivities have been carried out in a concert hall 
as an example of a more realistic application. Further developments will consider measurements with other instruments as 
well as auralizations and tests with an alternative sound radiation representation. 
 
Keywords: musical acoustics, clarinet, directivity, room acoustics simulations   
 

1. INTRODUCTION AND GOALS  
    
 The directivity of musical instruments has been 
studied by several authors [1, 2, 3], Jürgen Meyer being 
probably the one who has contributed with more specific 
information about the radiation characteristics of musical 
instruments in a real performance situation [4]. The data on 
the directional characteristics of different classical music 
instruments provided by Meyer are mostly concerned with 
averages of the directivity over the whole performing 
range of the instruments. Very little information is 
included about the directivity of instruments for particular 
tones, even though, as shown by Meyer, the directivity of 
instruments changes dramatically over the performing 
range. Most of the available data on the directivity of 
musical instruments used nowadays for room acoustic 
simulations and auralizations consider the averaged 
directivities from Meyer’s results. Very few attempts have 
been made to use a different directional representation that 
would include the directivity changes of the musical 
instruments within the performing range [5]. On the other 
hand, experiments using room acoustics auralizations have 
shown that the directional representation of sources in 
room acoustic simulations is important and changes in their 
directivity can affect the perceived sound in a room [6]. 
For these reasons there is a need to better understand how 
large the variations of the directivity of musical sources are 
in a real performance situation and how important these 
variations can be both acoustically and perceptually. 
 The first goal of this study has been to measure and 
compare the particular directivities of a clarinet for 
particular tones and the averaged directivity over the whole 
compass. This has been done in order to compare the 
traditional representations (averaged directivity) with a 
more realistic representation of a performance situation 
(directivities of particular tones). The second goal has been 
to use the measured and averaged directivities for room 
acoustic simulations in order to evaluate their possible 
influence on the perceived sound according to different 
room acoustical parameters. 

   

2. DIRECTIVITY OF THE CLARINET 

2.1 Choice of instrument 
 The idea of making directivity measurements was 
inspired by the goal of achieving a comparison between the 
particular directivities of a musical instrument and the 
averages of the directivity over the whole compass. The 
instrument chosen for the directivity measurements was a 
clarinet in Bb, mainly due to its sound radiation 
characteristics as well as its large register possibilities [7]. 
The directivity measurements of the clarinet were planned 
and made in a way that would allow a study of the 
directivity of the instrument in a performance situation, 
always with the representation of the source in computer 
room simulations in mind. For this reason, it was very 
important to make simultaneous measurements and have a 
setup that could be used for other purposes such as 
simultaneous recordings for room auralizations [5]. It was 
also important to make the measurements using the whole 
performing range of the instrument in order to have the 
average and the particular directivities available for 
comparison. 
  

2.2 Directivity measurements of the clarinet 
 The directivity measurements of the clarinet were 
made using simultaneous recordings of 13 microphones in 
the anechoic chamber at 45° intervals, considering a 
distance of 1.5 meters from the source and measured in 
octaves from 125 to 8000 Hz. The measurements were 
made using a 24-bit quantisation and a sampling frequency 
of 44.1 kHz.  Single tones were measured over the whole 
compass of the instrument (44 tones) with a similar 
musical intensity played by the performer.  Figure 1 shows 
the performer playing the clarinet in the anechoic chamber 
during the measurements and Figure 2 shows the 
measuring setup in the horizontal and vertical planes.  



 

Fig. 1.Clarinet player during the directivity measurements 
in the anechoic chamber. 

 

Fig. 2. Setup for the simultaneous directivity measurements 
with 13 microphones. The left part of the figure shows the 
setup in the horizontal plane and the right part shows it in 
the vertical plane. Microphones 1 and 5 appear in both 
planes. 

2.3 Results  
 In order to compare particular directivities with the 
averaged directivity over the whole range, short samples of 
the sound of the tones were chosen and used as 
representative. Five different tones, with ascending pitches 
over the whole compass of the instrument, were considered 
for the comparisons with the calculated average. These 
tones with their respective fundamentals were: C4 (262 
Hz), A4 (442 Hz), E5 (667 Hz), B5  (999 Hz) and E6 
(1327 Hz). Figure 3 shows an example of polar plots 
comparisons between the averaged and the particular 
directivity for five ascending tones at 2000 Hz. The 
horizontal and vertical results were normalised to the level 
in the frontal microphone (microphone 1 in Figure 2) so as 
to correspond to the way the directivity of sources is 
represented in computer room simulations and in order to 
have a basis for comparison for later simulations. Figure 4 
shows the graphs with the level differences between the 
particular tones directivity and the averaged directivity for 

the octave bands from 500 to 4000 Hz. In this case the 
curves were normalised to the level in the front and a 
suitable range of frequencies was chosen for comparisons 
(500-4000 Hz). The graphs displayed in Figure 4 show the 
filtering process over the fundamental of the tones. 
 The results in the horizontal plane show that the 
directivity differences increase with the filtered frequency. 
For most of the curves at 500 and 1000 Hz the level 
differences are within a range of ±5 dB, with some 
punctual exceptions where the difference can be up to 10 
dB (C4, 270° at 1000 Hz and A4, 90°, 270° at 1000 Hz).  
At 2000 Hz, the directivity differences become greater 
within a range of ±10 dB, with some exceptions where the 
differences can be up to almost 30 dB (E6, 315°). At 4000 
Hz the directivity differences are clearly very big within a 
range of ±20 dB. 
 In the vertical plane the differences become greater 
than in the horizontal plane and also less predictable within 
the same measured tone. The differences at 500 and 1000 
Hz are within a range of ±15 dB with some particular 
greater differences in some cases (C4 for 135° and 315° at 
500 Hz; A4 for 90° at 500 Hz; E5 for 90° at 1000 Hz).  At 
2000 Hz the differences are in a range of  ±10 dB, while at 
4000 Hz the differences are within a range of  ±15 dB. 
 
  
2.4 Discussion   
 The comparisons between the measurements of the 
directivity of the clarinet and the average show fluctuating 
differences that clearly increase with frequency. When 
comparing the directivity differences in both planes it 
becomes clear that the differences are much greater in the 
vertical plane than in the horizontal plane. As shown by 
Meyer [4], in the vertical plane the clarinet becomes more 
and more directional towards the axis of the bell (315°) 
over 1000 Hz. This could make the particular directivities 
at higher frequencies have greater differences resulting in 
larger variations compared to the average.  This could also 
mean that the changes at higher frequencies are more 
dramatic and that a different representation might imply 
severe consequences in the sound perceived in a room. To 
provide an example, one can consider tone E6 from Figure 
3. In this case the instrument clearly becomes more 
directional in both planes. It can be guessed that in this 
case if the average representation were to be used in the 
auralization of a room instead of the particular directivity 
of E6, the instrument's directional characteristic would be 
transformed into something much more omnidirectional, 
raising the level in the front direction  (0°) instead of the 
axis of the bell and also at the sides (45° and 315°) of the 
instrument. In an auralization these differences could be 
very noticeable if one considers a change in the direct 
sound of 6 dB and in the lateral reflections in almost 10 dB 
as seen in the figure. 
 Another interesting result of the comparisons is that 
they show that the pitch of the selected tones does not 
seem to affect the directivity differences in the horizontal 
plane. In the vertical plane an increase in differences can 
be noticed with the pitch of the tones. As stated before, the 
vertical plane seems to be much more unstable and 
dependent on the particular tones played. 



3. THE SOUND OF THE CLARINET IN A ROOM   

  

3.1 Room acoustic simulations 
 As a way to get a more clear picture of how the 
directivity of a clarinet affects the sound in a room, 
computer room simulations were carried out with the 
measured directivities assuming the same power for the 
sources. The software used for the simulations was 
ODEON version 6.0 [8]. The purpose was to contrast the 
differences in the sound in the room using the traditional 
averaged representation of the directivity of the clarinet 
and the representation of particular ones. For this purpose 
the directivities of two of the five tones considered 
previously (C4 & A4) were used. The room simulations 
were carried out in a model of the concert hall ELMIA 
located in Jönköping, Sweden. The different directivities 
were simulated with the sources located in the normal 
position of the soloist on the stage, at a height of 1 meter 
from the floor pointing to the audience. 
 The first comparison was made between the grid 
response for the sound pressure level (SPL), calculated 
both with the averaged directivity and the directivity of the 
two tones respectively. Figure 5 shows the grid response 
for the SPL in the concert hall at 500, 1000, 2000 and 4000 
Hz with the three directivities (average, C4, A4). As it can 
be seen in the figure, the simulations showed the SPL to be 
directly dependent on the directivity of the sources in most 
of the cases, while in some cases the directivity changes 
dramatically for the same tone filtered at two different 
octaves. In this case the directivity of the average 
maintains a good SPL homogeneity in the room compared 
with the tones for all the measured frequencies, except for 
4000 Hz, where it is clearly worse. Another interesting fact 
shown in the figure is that the directivity affects the SPL 
on the stage, showing in some cases a great difference 
within a very short distance from the source. 
 A second comparison made with the simulation 
software concerned the clarity factor (C80).  Figure 6 
shows the grid response of the C80 in the room at the 
different frequencies, with the averaged directivity and the 
directivity of the tones. In this case the clarity also seems 
to be directly dependent on the directivity of the source 
and the differences seem to be more critical. When 
comparing the C80 with the averaged directivity and the 
ones of the tones, one can see that in some cases the C80 
with the average directivity is clearly lower than the one of 
the tones (1000 and 4000 Hz). In the other cases it is 
similar or slightly higher. The C80 of the averaged 
directivity seems to be more symmetrical in the distribution 
in the room and also quite similar for 500, 1000 and 2000 
Hz. One could say that the C80 with the averaged 
directivity is not necessarily much better than the one of 
the tones but more stable and predictable.   

Fig. 3. Comparisons of the averaged and the particular 
directivities of the clarinet at 2000 Hz for different tones. 
Left: Horizontal Plane. Right: Vertical plane. The averaged 
directivity is plotted with crosses while the particular 
directivity is plotted with diamonds. The orientation is the 
same as in Figure 2 with the instrument pointing to the 
right. 

 

  
  

   
 
  



 

Fig. 4. Directivity difference in the horizontal and vertical planes for five ascending tones of the clarinet when compared 
with the average. The left column of figures corresponds to the horizontal axis while the right column corresponds to the 
vertical axis.             

 

 



 

Figure 5. Grid-response of the sound pressure level (SPL) with three different directivities at 500 (top), 1000, 2000 
and 4000 Hz (bottom) at the ELMIA concert hall. The figures on the left correspond to the averaged directivity, the 
figures at the center to the first tone’s directivity (C4) and figures to the right to second tone’s directivity (A4). The 
scale is relative and shown from 0 to 10 dB with white and black as the lowest and maximum values, respectively. 
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Figure 6. Grid-response of the clarity (C80) with three different directivities at 500 (top), 1000, 2000 and 4000 Hz 
(bottom) at the ELMIA concert hall. The figures on the left correspond to the averaged directivity, the figures at the 
center to the first tone’s directivity (C4) and figures to the right to second tone’s directivity (A4). The scale is shown 
from 0 to 4 dB with white and black as the lowest and maximum values, respectively. 
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The last comparison made with room simulations 
concerned the Lateral Energy Fraction (LF). Figure 7 
shows the LF grid response in the room at the 
different frequencies with the averaged directivity and 
the directivity of the tones. The simulations show in 
this case that the LF is also dependent on the 
directivity of the source. The LF distribution in the 
room with the averaged directivity showed to be more 
stable and symmetrical than the one for the tones in 
most of the cases.  

3.2 Discussion 
 
 The room simulations with the measured and 
averaged directivities showed that the changes in the 
directional pattern of the source clearly affect the SPL, 
C80 and LF in the room.  The symmetry of the 
directivity in the horizontal plane of the sources 
showed to affect the homogeneity of the simulated 
sound in the room in the horizontal plane, especially 
notorious for the C80 and LF.  The changes of the 
directivity from one filtered frequency to the other 
were greater for the particular tones measured than for 
the averaged directivity. The importance of the 
symmetry and stability in the representation of a 
musical instrument in a room will need to be studied 
in detail in order to assert if the desired representation 
should resemble the directivity of particular tones, 
with differences in level and asymmetries in the sonic 
distribution in the room, or an averaged directivity 
which is more stable and less directional.  
 Further developments of the room acoustic 
simulations could consider comparisons of 
auralizations using the measured and averaged 
directivities used for the simulations. Other issues to 
be studied are the importance of the directivity 
representation of the source in the sound distribution 
on stage [9] and the importance of the changes of the 
directivity in the vertical plane in the representation. 
 

4. CONCLUSIONS  
 
 The directivity measurements of particular tones 
of the clarinet show greater differences with the 
averaged directivity. These differences increased with 
frequency but not with the pitch of the tones measured 
and showed to be much larger in the vertical plane 
than in horizontal axis.  
 Room simulations with the averaged and 
particular directivities of the clarinet showed that the 
changes in the directional pattern of the source clearly 
affect the sound distribution in a room. The symmetry 
of the directivity in the horizontal plane of the sources 
showed to be important in the homogeneity of the 
simulated sound in the room in the horizontal plane. 
The averaged representation of the directivity implied 
in some cases a more even distribution of the 
acoustical factors than the one of the particular tones; 
in others it implied a more scattered distribution.   
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Detection of Human Motion and Interactive Musical
Performance

Jens Arnspang, Kristoffer Jensen, Declan Murphy

Introduction
When it comes to human-computer interaction in a musical performance situation, several

modalities are involved. In this task in particular the interaction between vision and music

is studied. One example is a conductor, controlling both human soloists and a virtual

orchestra, using a computational vision interface. Another example is a virtual orchestra,

following the movements and moods of a human dancer. See for example [1-6] for

computer vision tools and application of such techniques within computer music. Other

modalities than vision have been used and further are conceivable. This task contains open

windows within Music Informatics towards both the research field of Human Computer

Interaction (HCI) and towards contemporary performance art.

Interactive musical performance includes synchronization and control of patterns and

structure of music. In order to be able to make sense of the rhythmic structure of a live

performer the computer needs to be able to quantize the time durations in the performance

to their score-bound note durations. This process is tightly intertwined with the ability to

follow tempo changes and the detection of beat and/or meter in a real-time situation [8-9].

Tasks steps
The task contains three major issues: (a) How to detect information in human body motion,

such as dance and conducting, (b) how to link this information to control mechanisms in

general and (c) how to synchronize such control structures to musical events.

Concerning (a): Detection of human motion is itself a complicated task, where electronic

sensors, such as bend sensors [10] or magnetic sensors [11], is one methodology, and the

search for vision based methods is another. The strive is concentrated upon a breakthrough

on the possibilities, while comparing and incorporating these in the current state-of-the-art

motion capture paradigms. The method aims towards taking elements from motion

sequence analysis and from biomechanics, in order to build a first prototype of a body

motion detector, capable of revealing time evolving parameters in human motion.

Concerning (b). The link and control structures (mapping) between the parameters output

from the motion detection and the end goal, performance of music, will be studied in two

ways. Taking the natural approach, that certain motions should be given classical meaning

in conformance with conducting and dancing traditions, directly or context dependent; or

taking the more innovative attitude, that chosen motions may be linked to certain new



music attributes, and given control over musical events. These events may be reactive or

interactive, evolving over time, using algorithmic behavior of control structures.

Concerning (c). This task can be divided into two parts: One part is focused on finding

hardware and software solutions capable of satisfying the demands of music performance

(flexible, intuitive, easy to use, robust, compatible with previous releases over a reasonably

long time). The (commercially) available software systems include Max/MSP, PD,

EyesWeb, BigEye, jMax, the Very Nervous System. The other part is focused on

identifying structure in the music that can be manipulated by the control structure identified

in (b).

To some extent the methodology and the findings in this task will provide a basis for the

task T6 of Computer Music Composition Tools, as far as insight into high level description

of music is concerned.

Contributions
Other contributions in this publications include Gesture Recognition for Conductor and

Dance Interpretation, by Volker Krüger, which is concentrating on the issue (a) above, and

contains a short survey of the state of art, and of further plans for reaching the goal of

visual detection of human motion, A Smart Analog to MIDI Interface, by

Gabriele Boschi who is concentrating on the issue (b) above, and contains a well carried

through exercise in producing an actual interface, producing the technical foundation for

carrying out the sub task required. Furthermore, see G. Boschi's contribution to Task 3.

Other visual based contributions are the contributions by Declan Murphy, who is

concentrating on the issues (a) and (c) above, and contains a major and very promising

effort in this important and ultimately central goal of the entire task 4. The cross-field, large

collaboration matrix, Votion project published here has shown some very promising

aspects of the interaction between artistic and virtual reality collaborators, mixing audio

and visual feedback with multi-modal sense interaction.

Practical examples of cross-field production by the partners
Although being at the point where task 7 (dissemination) has just been initiated, several

completely new applications, used in industrial or artistic production (although not yet

firmly installed in cultural institutions) have been produced. Forerunners are found, not

initiated in the MOSART context only, but produced by the partners, and likely to be

upgraded by the end of the project, due to the outcome of task 4 and others. A few such are

mentioned below.



The DIEM Digital Dance System

The DIEM Digital Dance [12] system is an interface designed especially for interactive

dance. The dancer wears a large number bending sensors that measure the angles of the

dancer's limbs. The bending sensors are connected to a small radio transmitter worn by the

dancer on a belt. Data is transmitted to a receiver unit that sends standard MIDI controller

values for each sensor. The system can be used in any MIDI setup to control music or

lighting in a dance performance. The system has been used by instrumentalists to control

live computer processing in a concert performance. The DIEM Digital Dance System has

been made commercially available on request by numerous performers, choreographers and

composers. It is used in music productions on many locations with great success today.

The Genoa Opera House and the Salzburg Opera Festival

The MOSART partner DIST has a long standing effort within the Genoa Opera House for

building interactive tools for dance following, exactly the topic of this MOSART task 4.

Visual detectors (cameras), light detectors (infrared), sound detectors (sonars) and others

are combined in order to provide a tool for a performance situation. The parts in the DIST

artistic production performances are humans, sensor technology, and robots performing

together with the live dancers.

Public performances are often given. One major event was an opera at the Salzburg

festival, where a camera was placed over the stage in order to capture the motion pattern

and body language of the main character. Subsequently the timbre and musical expression

of the human voice was slightly modified, according to the detected human motion. In this

way the artist obtained a tool for further expressing moods and feelings.

While the public was aware of these processed sounds and music from the artist, they were

however, by and large, unaware of the technology (the cameras and other sensors were

discretely out of sight). We consider this to be a tribute to both artist and technology. The

tools developed in the MOSART task 4 is planned to be used in similar cultural events.

Declan Murphy and others in MOSART besides people at DIST are working and further

developed techniques for movement analysis around the EyesWeb platform. Several papers

have been published by Declan Murphy and from the DIST researchers concerning these

issues. The EyesWeb web page (http://www.eyesweb.org/) is a good source for further

information.

An event in London at Theatre Almeyda (composer Battistelli) was performed successfully

by the staff of DEI-University of Padua using the EyesWeb platform. The researchers at

DIST had a performance at the Opera House of Genoa, Teatro Carlo Felice, in

collaboration with Alvise Vidolin and composer Roberto Doati, based on EyesWeb (live

electronics with real-time movement analysis and mapping). The InfoMus laboratory at

DIST had joint work with KTH and DEI at Mestre (Venice) Atelier, including

collaboration in a concert with two DJs.



The CNUCE Interactive Concerts on Virtual Instruments

Being a partner with desire for, and furthermore capabilities in both electronic, computer

science, music informatics, composing and artistic performance, the staff at CNUCE often

perform in public themselves, not least team leader Leonello Tarabella. At these occasions,

Leonello Tarabella carries a suitcase with the necessary equipment: A few sensors, light

equipment, software and interfaces the size of a portable computer.

This kind of equipment has shown to be adequate not only for large performance halls, but

also for minor stages. It is easily envisaged that such equipment can become every man's

possession. By combining the existing tools and technology with the outcome of MOSART

task 4, a foundation could be laid down for mass production of such every man's portable

interactive music performance tool kit, and at the same time the professional traveling

artists and composers tool kit. With the popularization of small cheap sensors in many

fields, and small, cheap and capable portable computers, only knowledge about the current

technology, as found in the MOSART network, is needed to enable the production of such

kits.

Although already visible, the impact of MOSART onto such equipment, and onto such

industrial productions and cultural performance situations, awaits the outcome of task 7.

Conclusion
The MOSART task 4 is an important step in the network collaboration. This task is linked

to several others, including those involved in sound control and parameterization, music

pattern recognition, interactive music performance and composition. The success of the

network collaboration is dependent on respecting the important goals of each task, stated in

the contract technical annex. This has been done by structuring the work in the steps (a),

(b) and (c), as reported above. The fact that the work in these steps continues to gain

strength and relevance, and that cooperation within the consortium is evident, and that

young researchers in the net actually commute among the partners, show that networking is

indeed taking place within task 4 and other tasks. This is to the benefit of both science and

the training of young researchers.
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Gesture Recognition for Conducter and Dancer

Interpretation

Our principle goal is to design, develope and evaluate a novel system using digital
cameras for the detection and interpretation of human motions for interaction
with musical performances, e.g. for the interpretations of conducters, the control
of musical instruments or the automatic choreographic assistances for dancers.
Such a system will provide 3-D measurements of human movements of the whole
bodies, body parts and joints. The availability of these descriptions will allow
us to describe, manipulate and interpret the human movements according to our
goals.

General human activity recognition has been subject of much research in
recent years. Excellent surveys of previous work in this area can be found in
[Moeslund and Granum, 2001; Gavrila, 1999]. Success without the use of explicit
models, e.g., [Davis and Bobick, 1997] and with the use of such models, e.g., [Wren
and Pentland, 1998] has been reported. Recent progress in gesture recognition
covers a variety of different applications. Among these applications are

• Handgesture recognition for sign language[Wang et al., 2002],

• Recognition of actions in, e.g., smart rooms and augmented desk inter-
faces[Oka et al., 2002; Ren and Xu, 2002; Bretzner et al., 2002; Duric et
al., 2002; Herda et al., 2002],

• Recognition of individuals though their actions, using, e.g. gait-gestures[Collins
et al., 2002; Kale et al., 2002].

• Detection of joints and body structure[Sullivan and Carlsson, 2002; Siden-
bladh et al., 2002; Bregler and Malik, 1997; Wren and Pentland, 1998]

Despite the recent advances there are still many hurdles in achieving reliable
detection and estimation of whole body human motion. Some of the most chal-
lenging issues are due to the complexity and the variability of the appearance
of the human body, the nonlinearity of a conducting motion, non-rigid nature of
dancing movements, a lack of sufficient image cues about 3D body pose, including
self-occlusion as well as the presence of other occluding dancers. A further chal-
lange is the exploitation of multiple video steams. We have conducted research
on single-camera and multi-camera based tracking of human body parts using
a rigid body model and a particle filter. In this approach the body parts are
approximated using simple geometric solids and the humand tracking problem
is posed as a state estimation problem. The state vector contains both the 3D
geometry of the body parts and their motion paramters. We employ a branching
particle method, the system of particles that mimics the conditional density of
states[Crisan et al., 1998] to converge to the target distribution. Shape filtering

Volker Krüger



viewed as a measurement process is also elegentely incorporated into the non-
linear filtering framework, which contributes to the accurate computation of the
particle weights. The four figures below are taken from a video sequence and
show human body tracking results, the original image taken from the video (left)
and the corresponding geometric solids, viewed from the frontal (center) and the
side (right).

Figure 1: The figures below are human body tracking results, overlaid on the orig-
inal image(left) and the corresponding geometric solids, viewed from the frontal
(center) and the side (left).

Human body self-occlusion is a moajor cause of ambiguities in body part
tracking using a single camera. Although by using particle filtering, the body
part tracking ambiguities can be described by a multi-mode posterior distribution
of body part motion parameters, these ambiguities cannot be removed using only
a single camera. We have experimented with multiple, calibrated cameras within



our particle framework, however, the results are preliminary.
Once the 3D geometric parameters of the body parts are recovered, continuous

tracking using these 3D description parameters can be pursued in a Bayesian
framework similar to that in the classical 2D case. The challange is to arrive at
a sparse description of a moving human to add to the state vector.
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Mosart funded, task 4 relevant

The first phase of the work comprises the development and the practical realization of an
interface for converting analog and discrete values into MIDI or USB data stream, as
shown in the following figure.

Gestures, movement and actions, captured by different kind of sensors (light, traction,
temperature, pressure, touch, rotation etc.) are translated into data stream for a generic sound
processor, in order to create interactive and creative sound spaces, where sensors can be
placed in various places all around. The destination device, that in the first approach can be a
Personal Computer, maps received data into sound synthesis parameters.

This interface is similar to some others available in commerce, but has the properties to be less
complicated, easier to use and perhaps more appropriate for not too complex applications.

FPGA/PAL, µP and PIC implementations have been evaluated.

FPGAs or PALs offer low cost implementation, high speed, with the benefits of high-level
features description using HDL, but at the other side do not provide needed data processing
power and flexibility.

Microprocessors offer a high data processing power, but the related hardware and software is
complex, and above all implies high developing time delay.

A Microchip PIC solution has instead been judged as a good choice. The ready to use analog
and digital ports, the wide on board FLASH and EEPROM memories and the on board
USART make the hardware not a critical point. Furthermore, software control allows quite
powerful data processing, high reliability and high flexibility and adaptability to various users’
requests.

At first, a MIDI ports are being used, for their easy implementation and easy ways of use, but
since their own limitations in bandwidth and flexibility, USB I/O are to be considered.

The interface is equipped with a MIDI IN port, in order to obtain an easy and on the fly
configuration of various parameters; in this way is so possible to set up, via MIDI, the output
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Discrete
inputs

SOUND
PROCESSOR

MIDI
USB To loud-
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data format, the thresholds on the analog channels, the inversion function, the different kind of
linearization etc.

The second phase of the work regards the development of a 3D object position tracking
system using radio frequency signals. An RF transmitter (in the performer’s hand) and more
RF receivers (at the vertices of the room) will be used, the latters connected, with ad hoc
circuits, to the above mentioned interface, as shown in the following figure.

This part, in detail still to be evaluated, will comprise study and practical experiences on
electro-magnetic fields.

It is expected, at the end of the first and both jobs, a demonstration respectively with a real
interactive sound space and with the 3D tracking system.
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Abstract

This report presents an overview of work carried out during a visit
to the cART lab of CNUCE, CNR, Pisa, under the MOSART
TMR project. The task was to investigate the feasibility of devel-
oping a system for accurate real-time recognition of hand posture
from multiple video images, and to set about developing such a
system. This system is to be suitable for application to real-time
control of computer and electronically generated music.

Keywords: Hand Posture, Gesture Capture, Computer Vision, Gestural
Control, Musical Interface.
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Chapter 1

Introduction

This report outlines the status of the research carried out by the author
during a visit to the Computer Art Lab (cART) of CNUCE, CNR, Pisa,
under the MOSART Transfer and Mobility of young Researchers (TMR) EU
research network project.

The object of the project was to investigate the feasibility of developing
a system for accurate real-time recognition of hand posture1 from multiple
video images, and to set about developing such a system. This system is to
be suitable for application to real-time control of computer and electronically
generated music.

1.1 Background

1.1.1 Manual Dexterity and Expressivity

Many evolutionists consider that the dexterity of the human hand (in partic-
ular, its opposable thumb) was the single most decisive factor contributing
to our advantageous evolution amongst the primates. The hand is certainly
the most articulate part of the human body when it comes to physical ma-
nipulation2, and it is well known in anatomy that the human hand has, for
its size, many times more nerve endings than almost any other part of the
body.

1The word posture is used in this report to refer to a particular (mutually relative)
position of the hands and fingers, as opposed to the word pose which is more commonly
used in its stead in the literature. In non-technical English, the word pose refers – not so
much to the position itself – but to its affected impression on other people. This is not
(yet) a concern at the low level of the system described in this report. Therefore, posture
is preferred.

2The word manipulation comes from the Latin manus, meaning hand.



Next to facial gestures, manual gestures rank as perhaps the most im-
portant and surely the most common sort. In [8, ch. 2], McNeill presents a
survey (collating earlier work of Morris and Kendon) of twenty of the most
ubiquitous gestures worldwide: all of them involve hand movements, most
exclusively so.

Practically all types of musical instruments (the voice being about the
only exception) are controlled manually – for many, their expressive capacity
is entirely by finger control.

Despite all the recent interest in gesture amongst the music informatics/
technology field, there remains no satisfactory definition of what a gesture
actually is [22].

However, it does seem that – whatever a gesture actually is – it can be
completely determined (albeit at a lower level than is usually intended) by
describing the posture of the relevant body parts over the time from the
preparatory phase – through the stroke phase – to the retraction phase [7].

Thus it would seem that a hand posture recognition system should be
a good starting point for investigation of gestural expression in control of
music.

1.1.2 The Handel System

This work started out by considering extending the Handel[19] system, which
is based on matching real-time silhouette spectra to spectra of known hand
postures. The extension would be from a single view of a single hand, to
two hands using two (or more) cameras. However, it soon became apparent
that there is just too much hidden detail (occlusion) in the way that the
fingers overlap each other in most postures from most views. (Also the palm
occludes the fingers when the hand is closed into a fist (again, from most
views).)

1.1.3 The Approach

Everybody else (in the literature survey, §1.2) has used “stab in the dark” or
non-linear dynamical estimation methods (for determining hand posture from
video images). The approach of this work has been to try an analytical, linear
and projective geometrical, well-founded approach (at least until unfeasible
complexity is run into, or time is run out of).

1. First of all, a good physical model of the hand is constructed, with a
neat representation of its possible posture, orientation and position.



2. Next, as an image pre-processing stage, the outline of the hand (with its
overlapping fingers) is extracted (for each frame of each camera view).

3. Then, by considering the inverse projection of the hand images, the
camera views are reconciled with the model to give the required hand
posture, orientation and position.

The reconciliation (3 above), is the most challenging stage to develop.
The work began by considering the projection of a single point to a camera
image, and generalises up to the full hand model (§5).

1.2 Literature Review

A good deal of the literature concerns recognition of (a rather limited number
of) specific hand postures as with recognition of sign language or for control
gestures. This type of system usually uses neural networks or hidden Markov
models (HMM). However, as they provide no parametric representation of
generic hand posture, they will not be considered further here.

The GREFIT[14] system developed by Nölker and Ritter is based on a
technique they developed[13]: using a sequence of up to three Local Linear
Mapping (LLM) neural networks per finger, operating on a feature list of
Gabor and Gaussian filters applied to the (pre-processed) images. They
are initially only concerned with locating the fingertips in two dimensions;
subsequently they apply a Parametrised Self-Organising Map (PSOM) to
estimate the finger joint angles. Their system is also relevant in that it has
been applied to modulating audio parameters and formants of synthesised
voice[14, URL].

Shimada et al. [16] report impressive results using only monocular sil-
houette images. Their approach basically consists of progressively reducing
covariance ellipsoids generated by fitting progressively finer models.

Their initial, coarse, feature extraction consists of mid-wrist and finger
tip location, with which they measure the closeness of matching of generated
candidates. Various tactics are used to reduce the number of viable candi-
dates, and Bayesian matching is used to reduce to some of the most likely
candidates.

The finer scale fitting starts with a comprehensive feature list. It then uses
the physical constraints of the hand model to introduce truncation (accord-
ing to the corresponding constraint inequalities) into an Extended Kalman
Filter (EKF). Finally, they repeat this procedure for the other most likely
candidates with a post-fit-evaluation. (The rationale here is that, if the wrong



choice is made due to ambiguity (or inaccuracy), the system can subsequently
correct itself to one of the other likely candidates.)

A different approach, which begins with projective geometry, is that pro-
posed by Stenger et al. in [17]. Their model consists entirely of truncated
quadrics (ellipsoids and cones, which have a neat, already understood, pro-
jective geometry). Then they use the Unscented Kalman filter (UKF, which
they claim is superior both to the EKF and to random sampling (Monte
Carlo) methods) to estimate the best-fit posture by iteratively projecting
the modeled hand (after dealing with self-occlusion) corresponding to the
(iterated) state onto the detected edges of the observed image.

Delamarre and Faugeras propose a method based on 3D reconstruction
from stereo images3. They use a calibration algorithm first, to estimate the
camera settings, and then another computer vision algorithm to reconstruct
the 3D scene from the stereo images.

Their model is made of truncated cones and spheres for the fingers only
(i.e. omitting the palm), and they begin their fitting algorithm by assuming
that the initial posture is known. (They use a Kalman filter to predict the
user’s posture between subsequent frames.) From there, they use the Iter-
ative Closest Points (ICP) algorithm to simulate attractive forces between
points on the model and points on the finger surfaces. To overcome the prob-
lem of the forces cancelling each other out as the model and reconstruction
intersect, they shunt the intersecting reconstruction forces along the normal
(a technique known as Maxwell’s demons).

For each iteration of convergence, they use a technique from robotics to
translate the model according to the above forces. As explained by Schw-
ertassek and Roberson, they simplify the computation of the acceleration of
each component of the model by representing the system as a graph and then
having three layers of forward and backward recursion.

Ueda et al. [20] use a rather neat technique4 to construct a discrete 3D
representation from multiple silhouettes using a tree representation. They
also use a simulated force technique in their algorithm to fit the constructed
“voxel” representation to a skeletal model.

3By stereo images, they mean either two cameras not far apart or one camera with a
mirror image from not far away – both views being of the same foreground object(s).

4They refer to their technique as “building a voxel model by octree representation”.



Chapter 2

Platform

2.1 Background

It was considered desirable from the outset that the source code of the system
should be in C++. This would readily facilitate its integration into existing
cART systems (e.g. Pure C Music (PCM)[18]), the potential development
environments (EyesWeb, Microsoft Windows, Linux) and the authors own
performance tools project, as well as being an all-round suitable language for
real-time processing and portability.

The hardware available for development was:

• a laptop computer (Acer TravelMate 525TXV ),

• 2 USB WebCams (Logitech QuickCam Pro 3000).

It is desired that the eventual system should run in real-time. There
is a problem here with the latency of the USB bus of about 200 ms from
camera to computer. However a capture rate of up to 30 frames per second
is possible, so that the hardware listed is good enough for development.

The future possibility of using high-end custom-built image-DSP hard-
ware (currently under development at CNR, Pisa) for this system has arisen,
thereby substantiating the feasibility of a more analytic approach working in
real-time.

In any case, the final working system with source code will be download-
able by anonymous FTP from [11] under the GNU General Public License
(GPL)1. In order to run on different platforms, there will be some low level
camera driver API issues specific to the local operating system and hard-
ware; otherwise it should only be a matter of recompiling on the local host
machine.

1The GPL may by viewed/downloaded from http://www.gnu.org/licenses/gpl.txt



2.2 Linux

A Linux driver for these WebCams, [12], was not available when the project
started, but became available soon afterwards. The operating system was
installed (with a dual boot configuration). Reading frame information from
several cameras at once is trivial once the platform is appropriately configured
first. This configuration consists of having:

• a correct kernel release version:

– recent enough for the driver to support the particular camera type,

– a kernel that is not specific to any particular distribution,

• an appropriate kernel configuration:

– having loadable module, video4linux and USB support compiled
into the kernel,

– having the USB and camera drivers compiled into the kernel as
loadable modules,

• loading the PWC camera driver and PWCX2 camera decompressor modules
into the running kernel,

• loading the USB driver module after the above device drivers:

– uhci or ohci, as appropriate to your needs.

The Advanced Linux Sound Architecture (ALSA) was chosen as the audio
driver layer on top of Linux.

2.3 EyesWeb

EyesWeb[2], a software package developed by our MOSART partners at the
DIST lab in Genoa, provides a very nice prototyping environment for video
gesture applications (see figure 2.1). However, it only runs on recent versions
of Microsoft Windows, which cannot (at the time of writing) recognise more
than one video device at a time under the video4windows protocol used.

The latest release of EyesWeb (version 2.4.1) prefers the Windows Device
Manager (WDM, another protocol) under which dual framegrabber input
has been reported with various low level hacks – hardware multiplexing is

2The PWCX decompressor module does not come with the kernel source, but may be
freely downloaded from [12].



the recommended approach by the EyesWeb team (hardly practical for USB
WebCams).

The developer kit (SDK)3 for the WebCams was downloaded from the
Logitech developer web-site. This allows development of stand-alone pro-
grams using the Logitech WebCams. Reading information from two cameras
is possible, but not at the same time: the restriction of accessing only a single
video device at a time is at the level of the operating system. It is possible
to switch alternately between cameras, but not in real-time.

Figure 2.1: EyesWeb Patch using the Image Pre-Processing block.

3The Logitech WebCam SDK is currently only available for recent releases of MS
Windows. Their WebCam drivers are also available for recent versions of MacOS and
Linux on IBM style PC and Apple PowerPC.



Chapter 3

Image Pre-Processing

Before trying to fit the image to the model, the image is pre-processed to
simplify the task by extracting (as far as possible) only key information. A
binary image tracing only the outline of the hand with the fingers is extracted
from the 24-bit colour camera image. This takes place in three stages: (§3.1)
edge detection, (§3.2) edge ranking, and (§3.3) finger detection.

3.1 Canny Edge Detection

One standard, or simple, approach to finding the perimeter of an object is to
take its silhouette, which is very easy to compute if (as in this case) there is
a single foreground object with a known or controlled background. However,
the exact position of the silhouette border varies with the thresholding level
used to compute it, and with both the source direction and the level of the
ambient lighting.

A more accurate approach – almost immune to these weaknesses – is
to use edge detection. As we may be dealing with low resolution images
(to enhance real-time performance), such accuracy is desirable. Another
significant advantage is the ability to make out some detail of the overlapping
fingers instead of perceiving just a single blob.

Edge detection, in computer vision, is defined as the process of assigning
a value to each pixel of an image in proportion to the likelihood that the
pixel is on the boundary between two regions of different intensity values.

The Canny edge detection algorithm[3] is used – as implemented in the
Intel Open Computer Vision Performance Library (OpenCV)[6]. This was
chosen for its sharp results (in comparison to rival edge detection techniques),
and for its efficient implementation (which was readily available).



3.1.1 How it Works

First the image is smoothed by Gaussian convolution; then a simple 2D first
derivative operator is applied to the smoothed image to highlight regions of
the image having high first spatial derivatives. Edges give rise to ridges in
the gradient magnitude image. The algorithm then tracks along the top of
these ridges and sets all pixels that are not on top of the ridge to zero, so as
to give a thin line in the output.

Two thresholds limit the tracking: t1 and t2, with t1 < t2. Tracking can
only begin at a point on a ridge higher than t2. Tracking then continues in
both directions out from that point until the height of the ridge falls below
t1. This hysteresis helps to ensure that noisy edges are not broken up into
multiple edge fragments.

3.1.2 The Y-Junction Effect

One problem with the basic Canny operator is that of so-called “Y-junctions”:
places where three (or more) ridges meet in the gradient magnitude image.
Such junctions occur where an edge is partially occluded by another object.
The tracker will treat two of the ridges as a single line segment, and the third
one as a line that approaches, but doesn’t quite connect to, the other two.
See figure 3.1.

Figure 3.1: Canny Edge Detection and its “Y-Junction” effect.

3.2 Edge Ranking

A rank (low non-negative integer) is associated with each edge according to
the following rule:



0 corresponds to edges on the perimeter,
1 corresponds to edges terminating on the perimeter which are

not of rank 0,
n corresponds to edges terminating on an edge of rank n − 1

which are not of rank < n.
See figure 3.2.

Later stages of processing have the option of having an image frame com-
posed of all edges up to a specified rank, thereby selecting the appropriate
level of detail.
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Figure 3.2: Edge Ranks

3.2.1 Perimeter Extraction

Taking the edge detection from above §3.1, the perimeter is in turn extracted.
While this may sound trivial – as indeed it is to our human eyes – it is not so
for the computer: there may be (and in general will be) some spurious noise
outside of the hand, and the perimeter will not be continuous in general.

First the image is scanned, from an outer edge of the frame inwards, for
any “blob” in such a manner that any enclosed shape will be approached
from the outside (even if this shape is not connected1).

Next, the perimeter of the found shape is traced, paying careful attention
to always keep to the outside of the shape while considering the next pixel
along the perimeter. This is achieved by:

1. maintaining the concept of “the last outer pixel”, for each pixel as we
trace along the perimeter,

2. rotating, from the last outer pixel to the next pixel of the shape, in
a direction (clockwise or anti-clockwise) consistent with the angular
polarity of the trace.

1The term connected is borrowed from topology: here it simply means that the shape
in question can by entirely traced through adjacent pixels.



In other words, every time we locate another perimeter pixel, we record
the last non-perimeter pixel (on the outside). In order to find the next
perimeter pixel, we rotate about the immediate neighbouring pixels – starting
with the next pixel after the last outer pixel, in a consistent direction of
rotation. See figure 3.3.

Figure 3.3: Maintaining the “last outer pixel”. Each pixel of the perimeter
is represented by a square, with a straight line segment from its centre to the
centre of its last outer pixel, rotating anticlockwise.

We are assuming here that edges outside of the hand (if any) have been
removed or are disregarded in the processing. This may be achieved by such
techniques as gauging the length, whether it lies close to other edges, etc., as
described in, for example, [10]. This has not been a problem in the prototype.

3.2.2 Bridging Gaps

Now if we try to trace along the outside of the shape we have found, we will
find that, very often, the trace only runs around a section of the desired hand
perimeter because of gaps left by the Canny edge detection (§3.1.2).

Such gaps come in various forms, so that a general technique to bridge
them all is required. Some examples taken from observation of real data
appear in figure 3.4. The technique found to cover all cases, tested with real
hand data, is as follows:

1. Starting with the first perimeter pixel found, continue tracing anti-
clockwise.

(a) If trace describes a full circuit, then we are finished.

(b) Otherwise record the end pixel and the last outer pixel of the
second2 from end pixel.

2We use the last outer pixel of the second to end pixel because that of the end pixel



2. From the initial pixel, trace clockwise.

(a) Record the end pixel and the second2 from end last outer pixel.

3. For all ends, try to join them.

(a) Rotate from outside to inside, scanning at a radius of a given size4.

(b) If another segment is located, join to the nearest pixel on it.

(c) If this new segment is already on the list, merge it (on the list)
with the last one; otherwise, trace the extent of the new segment,
updating its end data.

4. For any remaining segments (i.e. if all segments end in spurious diver-
sions), try to join them.

(a) Back-trace along the segment away from the end, testing within
the aperture from outside to in, and otherwise proceed as in 3.

pixels to be bridged
perimeter pixels
pixels to be pruned

key{
Figure 3.4: Bridging the perimeter gaps.

3.2.3 Ranking

If the desired rank is greater than zero, then all perimeter ranks are first
assigned their zero rank. Then, using the above gap bridging technique
(without heed to the concept of outside anymore), all adjoining edges are
given rank one. This process is repeated until the desired rank is attained.

will have swung around into the inside. Recovery of the outside may be made by rotating
back3(if the segments tend to be long) or by placing the last outer pixels in a two cell Last
In First Out (LIFO) buffer (if the segments tend to be very short).

3In rotating backwards, the temptation to take the short cut of rotating on through
the edge must be resisted! See figure 3.5.

4There is a certain radius (or aperture) size observed to be both large enough to bridge
all Y-junctions and small enough to not interfere with other edges in the vicinity, for a
fixed image resolution and a fixed distance from camera to hand.



Figure 3.5: A counter example of why rotation must be backwards, not
onwards through the edge.

3.3 Finger Recognition

Knowing the rough position/orientation of the fingers (e.g. from previous
frames), it is not difficult to imagine a technique for selecting those edges
which correspond to the perimeters of the fingers (excluding knuckles, skin
creases, nails and other edges): particularly since we already have a technique
for extracting perimeters and edges of a given rank.

The accurate outline that we have extracted so far is enough to begin
reconstructing a representation of the hand in three dimensions – the outline
of overlapping fingers can be considered at a later stage. As the fitting of
the 3D observation representation to the model is the most challenging and
problematic stage of the system, the choice was made to focus on that as
soon as the feasibility of the earlier stages was assured.



Chapter 4

Physical Model

The model of the hand is based on that of [9] (although a completely different
fitting algorithm is used), and is not much different from any other hand
model used in previous literature except for its more precise formulation
of the constraint between adjacent fingers, and of the non-interference of
fingers1. Only those postures attainable by a single hand, uninfluenced by
any other force than its own muscles, without straining itself, are considered.
(It is possible to place the metacarpophlangeal joints out of alignment, for
example, by tightly clenching a fist, by grasping a solid object, or by external
force.)

4.1 The Model

The precise measurements are based on the authors own hands, and remain
to be verified for generality with people of different gender and age. They
do, however, correspond well to those models published in the literature.

The basic premise is that any hand posture can be represented by speci-
fying the position and orientation of the palm, and the angles of the joints,
and that we can transform between this representation and all others used
and required by the system: see figure 4.1. To this end we have a skele-
tal model consisting of sixteen rigid bodies (three bones per finger plus the
palm) joined by fifteen joints (knuckles) as shown in figure 4.2. Considered
individually, all the proximal and distal interphlangeal joints move in one
plane, and all five metacarpophlangeal joints move in two planes.

Thus the physical joint representation may be stored as a 4 × 5 matrix
Θ ≡ θi,j , 0 ≤ i ≤ 4, 0 ≤ j ≤ 3, where i, j correspond to the angles as per

1The term finger is often taken to exclude the thumb, but – for the purposes of this
report – the hand has five fingers.



i finger j movement

0 thumb 0 lateral metacarpophlangeal
1 index 1 axial metacarpophlangeal
...

... 2 axial proximal interphlangeal
4 little 3 axial distal interphlangeal

Table 4.1: The physical joint representation.

Hand visual shapePhysical joint
angle representation

representation
Neat constrained

image
2D processed

in 3 dimensions

Figure 4.1: Transformations between representations of the hand.

table 4.1.

4.2 Constraints

[This section was revised after the original report date, during the author’s
subsequent visit to the InfoMus lab, DIST, University of Genoa, during
March–April 2002.]

However, there are various constraints on the joints when considered as
a system.

First of all, there are limitations on how far the joints will flex (without
being hindered by any other constraint). These θmin

i,j and θmax
i,j are recorded

in table 4.2.
Then, for each finger i, the range of movement of θi,0 is constrained by

θi,1:

θmin
i,0

∣

∣

∣

∣

θi,1 − θmax
i,1

θmax
i,1

∣

∣

∣

∣

≤ θi,0 ≤ θmax
i,0

∣

∣

∣

∣

θi,1 − θmax
i,1

θmax
i,1

∣

∣

∣

∣

∀i, 0 ≤ i ≤ 4. (4.1)

Next, θi,2 and θi,3 are tightly coupled as follows:

For i = 0,
dθi,3

dθi,2
≈ 4 independent of θi,j, j 6= 2, 3. (4.2)



For 1 ≤ i ≤ 4,
dθi,3

dθi,2
≈ 2 independent of θi,j, j 6= 2, 3. (4.3)

However, these relations from (4.2) and (4.3) become inaccurate as θi,2
approaches its limits (in table 4.2) and the tendons become strained.

For all i, 0 ≤ i ≤ 4, θi,3 = 0 ⇒ θi,2 = θ̂i,2, and these θ̂i,2 are recorded in
table 4.3.

For all i, i′, i′ = i±1, 1 ≤ i, i′ ≤ 4, we have |θi,0−θi′,0| ≤ θ̂|i,i′|,0, for some

constants θ̂|i,i′|,0. (Of course, θ̂|i,i′|,0 = θ̂|i′,i|,0.) Similarly for θ̂|i,i′|,1, except
that in this case the finger motion is no longer co-plainar – and in fact the
constraint is not symmetric. The convention is that θi,1− θi′,1 ≤ θ̂|i,i′|,1 when
θi,1 ≥ θi′,1 (i.e. when finger i is more towards a closed fist than finger i′).
These measurements may be found in table 4.4.

The remaining constraints are due to the interference of the fingers with
each other and with the palm. Before formalising this, it is convenient to
introduce “fleshy segments”, c.f. §5.2.4.

4.3 The Palm

The palm is considered to consist of five straight line segments, rigidly fixed
together at a common point. A reference frame for its orientation must
be specified, which will serve to specify the orientation of the whole hand
posture, and the relative angles (in three dimensions) of the palm segments
must be specified in this frame (since the global representation of the position
and orientation of the fingers depends on it).

The planes of axial movement of the joints 1–4 are fixed such that, as
these fingers close, they remain coplanar with the metacarpophlangeal joint
of the thumb.
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Figure 4.2: The Physical Model of the Hand.



θmin
i,j 0 1 2 3

0 -0.288 -0.262 -0.026 -0.175
1 -0.105 -0.105 0.026 -0.044
2 -0.096 -0.148 0.052 -0.052
3 -0.157 -0.087 0.026 0.000
4 -0.183 -0.070 0.026 -0.017

minimum

θmax
i,j 0 1 2 3

0 0.201 0.175 0.227 0.515
1 0.113 0.689 0.855 0.585
2 0.079 0.742 0.899 0.654
3 0.070 0.820 0.916 0.576
4 0.201 0.890 0.812 0.550

maximum

Table 4.2: The maximum and minimum values of θi,j in radians, where 0
corresponds to straight ahead. For axial angles, positive values correspond
to a closing fist. For lateral angles, θi,0, positive angles correspond to towards
the thumb (away from the palm in the case of the thumb), and 0 corresponds
to the relaxed position. All angular measurements are considered accurate
to ±0.010.

i 0 1 2 3 4

θ̂i,2 0.079 0.166 0.262 0.332 0.070

Table 4.3: θ̂i,2 = θi,2

∣

∣

∣

θi,3=0

i, i′ θ̂|i,i′|,0 θ̂|i,i′|,1 θ̂|i′,i|,1
1, 2 0.166 0.436 0.524
2, 3 0.175 0.393 0.458
3, 4 0.201 0.480 0.419

Table 4.4: |θi,0 − θi′,0| ≤ θ̂|i,i′|,0, θi,1 − θi′,1 ≤ θ̂|i,i′|,1.



Chapter 5

Fitting the View(s) to the
Model

It is generally maintained that one of the most important factors for the
inspiration of the Renaissance was the new understanding of the perception
of vision, which facilitated a fruitful cross-fertilisation between science and
the arts. It is this very understanding of vision that is used here (with
analogous hopes for fruitful cross-fertilisation).

Basically, the 3D image is projected onto a single point, and the intersec-
tion of the rays of projection with a plane form the image, as illustrated in
figure 5.1.

5.1 Calibration

Before the location of the hand in 3D space, it is necessary for the program
(model) to know the relative positions of the image planes and the vanishing
points (as determined by the camera lenses) for each camera. This may be
accomplished by an initial calibration step, after the cameras have been set
in position and before hand tracking begins. A few simple measurements can
be typed in via a user interface, corresponding to the relative positions of the
cameras, or an interactive routine requiring the user to indicate the extent

K K

Figure 5.1: How eyes and cameras perceive 3D projected onto 2D.



of each view may be used.
Specifications specific to the camera will need to have been already de-

termined by calibration software, in particular:

• the focal distance,

• the angle of vision, and

• the magnification factor.

Settings specific to the installation (essentially the relative positions and
orientations of the cameras) will have to be established by a calibration
routine before we can proceed.

5.2 The Geometry of Reconstructing the 3D

Image

Under these sort of projections, metric distances are not preserved by linear
transformations. We must instead generalise up, through similarity and affine
geometry, to projective geometry in order to deal with invariant properties
under these, projective, transformations. See [15], or [4] for further reading
on projective geometry, and [5] for its applications to computer vision.

5.2.1 The Trivial Case, A Point

The most simple case to consider is that of a single point in two dimensions.
It illustrates the inherent inaccuracy introduced by digital images.

Let F = R × {y ∈ R : y > w} ∩ {(x, y) ∈ R
2 : w

b
< y

x
< w

a
} be the

camera view, for a fixed w ∈ R, and let V = [a, b] ⊂ Z be the image plane
for fixed a, b ∈ Z, a < b. Define P : F → V : (x, y) 7→ bwx

y
+ 1

2
c, so that

P : x 7→ Px is the projection mapping from F to V with the origin as the
vanishing point. (See figure 5.2 left.)

Now consider the the inverse function (illustrated in figure 5.2 right)

P−1 : V → 2F : v 7→ {x ∈ F : Px = v},

P−1v = {(x, y) ∈ F :
w

v + 1
2

≤
y

x
≤

w

v − 1
2

}.

Already the most simple case introduces some complexity which will snow-
ball if we carry it through the next stages. Instead we will bear it in mind
but out of the equations until we reintroduce it when we come to the fitting
in §5.2.6.
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Figure 5.2: The Trivial Case: a single point.

5.2.2 A Line Segment

Existence proofs and formulae, for calculating maximum and minimum range
along each ray where possible fit may lie, have been established. Also, a
formula for calculating exact point(s) of fit on the opposite ray given one
point on either ray, has been derived. These are omitted however, as they
may not be necessary when multiple view information becomes available.

5.2.3 Two Views, Convex Polyhedra

Consider the intersection of the rays from the different views, as illustrated in
figure 5.3. Exactly one of a set of co-linear ray intersections is projected. This
is not sufficient to eliminate the others. Co-linear sets are not disjoint. There
must be at least one vertex fit at an intersection common to co-linear sets
(although this does not hold for curved shapes). Fit as follows, maintaining
a data structure of how vertices fit:

1. Start offering the vertices at the “corners” for fitting.

2. Continue offering remaining vertices along opposite edges of the inter-
section quadrilateral (excluding points from a ray common with the
corner) testing for fitting by distance.

3. If a fit is found, then continue offering remaining vertices along unused
rays, using the opacity constraint.



Figure 5.3: Twin View, Convex Polyhedra Fitting.

If more than one vertex lies on a co-linear set, then only the one nearest
the camera (origin) is visible. Thus probabilities of finding fits in given areas
can be ranked, and fit offering can proceed in this order.

5.2.4 Fleshy Segments

With a bijection between the skeletal and 3D surface representations of the
hand as motivation, we introduce the concept of a “thick geometric vector”.
The hand can be represented as a balanced tree with the common fixed joint
of the palm as root and each bone being represented as a tree node having:

• length,

• angle of attachment to next segment, α : −π < α < π,

• thickness (constant r for the time being),

where α = π or α = ∅ corresponds to a terminal segment.
Let K ⊂ R

2 be the line segment corresponding to a node. Then the
required bijection (c.f. figure 4.1) is given by

f : K → f(K) ⊂ R
2 : k 7→ {(x, y) ∈ R

2 : ‖(x, y)− k‖2 ≤ r}.

Determining the translation and rotation of the tree is the object. See
figure 5.4. Consider the region about the end points of diameter r. Offer
each vertex at the center of the tangent circle to both rays of radius r.



5.2.5 Articulation

Now we begin to get realistic by generalising up to allow articulation in
the joints. Consider figure 5.5. There are two free variables, with complete
occlusion of one joint. A function to calculate the intermediate knuckle
location is needed for fitting.

Let S = {s1, s2, s3} be the hand tree, d(si) be the length of si, and d(si, sj)
be the Euclidean distance from the start of si to the end of sj. Let αi be the
actual angular setting of (si, sj) and f(i, j) = d(si, sj). We have

f(i, i+ 1) =
√

d2(si) + 2d(si)d(si+1) cosαi+1 + d2(si+1),

and so f(i, j) can be calculated iteratively.

5.2.6 The Digital Calculus

Further generalisations include three dimensions and including information
from previous frames to track velocity of hand parts.



w

Figure 5.4: Thick Vector Fitting.

w

Figure 5.5: Articulated Segment Fitting.



Chapter 6

Further Work and Conclusion

6.1 Further Work

6.1.1 Completion

The constants of the physical model have to be measured, and the articulate
thick segment fitting algorithm has to be fully developed. Further generali-
sations are refinement will follow.

6.1.2 Animation

A simple visual animated hand output (as well as hand posture, position and
orientation data) should be provided for neat closed-loop real-time feedback
and verification of results.

6.1.3 Audio/Musical Parameters

As mentioned in the introduction, the intended use of this system is for audio
and musical applications. Thus, the next stage of research is to investigate
the mapping of manual gestures to the control of real-time audio parameters
and to the control of higher level musical parameters.

6.2 Conclusion

This project investigates a bottom up approach to building a hand posture
tracker for real-time control of computer music.

The on-going “which platform” issues were explored, and prototype and
test programs have been developed for the various stages involved.



A new edge ranking technique was developed for image pre-processing in
computer vision (which, as a corollary, provides accurate connected perimeter
extraction). It is superior to the more common use of silhouettes due to
its greater noise tolerance, greater accuracy and greater independence from
ambient lighting fluctuations.

A working demonstrable system is well on its way, and may soon be
downloaded by anonymous FTP from [11], along with a later edition of this
report.

There has already been considerable interest expressed amongst the ges-
ture capture community in both the approach and availability of this system.
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The Votion Project 

Bendik Stang (DTU), Erling Tind (DIKU), Declan Murphy (DIKU)
Jens Arnspang (DIKU), Kristoffer Jensen (DIKU), 

Anna-Mette Bach Jensen (DDS), Catherine Beyer (DDS), Michel Gugliemi (DDS)

A multidisciplinary artistic virtual reality project 

Description of the project

Votion is an artistic intepretation of the wordflow over the internet. The words are from 
a search engine, and can be accessed throught a webspy. The application will allow 
the user to immerse himself into a virtual world where there the words are flowing 
through space in long lists. 

This representation allows the user to navigate between the lists of words, and 
interact with the world though motion and audio.

The user can grab a word, and hold it. While pronouncing the word the word will 
change chape and color, and then droft away in space in the appointed direction.

The user is able to use a 3D 
tracker (mouse) to manuvre in 
space, while pointing the yellow 
X (cursor) to select the desired 
words.

The objective is to grab a word 
out of the wordlist, and then 
use the microphone to 
articulate the selected word. 



 

This is a report on a project made in cooperation between students from:

Denmark's Technical University
Institute of Mathematical Modelling (DTU-IMM)
Bendik Stang 3D modelling and programming

University of Copenhagen
Department of Computer Science (DIKU)
Erling Tind Audio systems and network programming.

Declan Murphy Optical Motion Detection

Jens Arnspang Tutor

Kristoffer Jensen Tutor

Danish School of Design.

Anna-Mette Bach Jensen Concept and Graphical Design

Catherine Beyer Concept and Graphical Design

Michel Gugliemi Tutor

Others

August Engkilde Sound design

 

 

Description overview 

Design features 

 

Interface

Tasks
Development

Communication
Tests
Conclution

Technical Features



 

Used hardware - SGI
3D Graphics

Used software - Preformer

Used hardware - Lake Huron
Used software - Eyes Web

Audio I/O

Used hardware - Webcam
Used software - Eyes Web

Motion detection

 

Interface

Interaction - Interface

The interaction between the user and the computer can be divided into the following catergories. 

Human abilities

Read - words with eyes
Interpit - Pronounce the words
Interact - Move around
Choose - Select words
Hear - sounds
Counciousness - feel immersed

Computer features

Collect - Get words from internet
Record - input
-Sound input
-Mouse input
-Motion input
Display - Visualize VR
Play Sounds - 3D sound

This is one way of presenting the link between the real world and the virtual universes of the wordflow 
over the internet.

Development

Tasks

There were several tasks that had to be defined. After the general idea was concieved, a rather painful 
process of finding the realistic goals began. Each of the participants had very different backgrounds. 
This caused quite a communication gap between the technical group and the design group. 

In order to find the final design, the designers would have to ping-pong the conceptual design with the 
programmers. In genereal the desingers had no idea about what could be done or how long it would 
take, while the programmers would have no idea about the the terms used by the designers. 

Below are some of the general differences that caused this communication gap.



Designers

Use artistic terms
Think artistic
Conceptual
Imaginative
Creative

Programmers

Use Technical terms
Think scientific
Analytical
Looking for solutions
Creative

Although both parites are creative, it is hard for them to comunicate their ideas through to the others. 
This caused quite a bit of tedious extra work for all parts. However the experience gave mutual benefits.

Design

The Design team could now create a design for the project that was realistic with the limited time and 
work that could be given to this project. The original concept included the following:

3D world, models and textures
Interface - Motion caputure to navigate and interact (grab words)
Audio input to manipulate the selected words.
Sounds - Ambient sounds & action sounds.

This was done by making hand drawings as conceptual art and textures. Which then was modelled in 
3d and implemented in to the virtual reality engine by the programmer. (It was rather frequent that 
things did not look like the designers expected in this process. And so the work would have to be 
done over - and over.)

The 3D models and textures:

Due to the complexity of a video-motioncapture(mocap) system, it was desided to make an interface 
that worked with the existing keyboard and mouse (trackers) as well as the video-mocap interface. The 
mocap was done at the University of Copenhagen, while the regular interface was done at Denmark's 
Technical University. 

Interface:

This should have been rather simple, but due to a lot of technical issues became one of the most 
complex tasks in the project. As the audio handeling was done on a separate computer, a connection 
and comunication between the different computers would have to be established, and programmed. 
Lack of documentation made this a 'trial and error' process that lasted till the very end of the project.

Audio input and output:

Votion code description

Description of program features

I/O Features

Stereo output (Holowall)
Input from:
Mouse (regular)
3D mouse (FOB)
Microphone (via soundServer)
Keyboard (regular)
8 channel Audio output

 

Performer Features



 

Imported .flt objects
pfText objects
pfBillboards
pfTexture (animated uv's)
pfLOD (Level of Detail)
pfSky (background colors)
pfSegSet (colision detection)
Stereo setup

 
This program was made using 

 by SGI. 
openGL - 

Performer



An Improved Edge Detection

and Ranking Technique

Declan Murphy∗

Computer Science Dept, Copenhagen University
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Abstract

A method is presented for refining the Canny edge detection
algorithm, and subsequently ranking the resulting edges relative
to their distance (in a topological sense) from the perimeter.
This facilitates the selection of the appropriate level of detail for
computer vision, particularly of articulated objects.

The first issue is the way in which the existing Canny algorithm
chooses only one path where edges cross each other, resulting
in erroneous gaps and spurious doubling of edges. An efficient
pragmatic post-processing of the Canny technique is presented,
which systematically bridges these gaps appropriately. The next
issue is the automatic ranking of the edges.

1 Motivation and Introduction

The rationale and motivation behind this work was the requirement for a
connected perimeter extractor with a variable amount of edge detail, tracing
in from the perimeter. This need arose as an image pre-processing stage
of a hand posture tracking system, in order to facilitate a deterministic,
geometrical technique for reconciling image views with an articulated model.
(For further details of this, see [6].) It should serve useful in any situation in
which perimeter extraction of the foreground image, along with a specifiable
level of edge detail in from the perimeter, would be advantageous.

Section 2 briefly describes the Canny edge detection algorithm. Section 3
covers the edge ranking with a description of the perimeter extraction, §3.1,
and gap bridging, §3.2. Section 4 points towards how this technique serves
the further stage of processing of reconciling image views to a model of an
articulated 3D body. Section 5 winds up with a summary and conclusion.

∗Most of this work was carried out while the author was visiting the cART lab of CNR,
Pisa, with subsequent refinement and write-up at the InfoMus lab of DIST, University of
Genoa and at DAIMI, University of Århus.



2 Canny Edge Detection

One standard, or simple, approach to finding the perimeter of an object is to
take its silhouette, which is very easy to compute if (as in the case motivating
this work) there is a single foreground object of interest with a known or
controlled background. However, the exact position of the silhouette border
varies with the thresholding level used to compute it, and with both the
source direction and the level of the ambient lighting.

A more accurate approach – almost immune to these weaknesses – is to
use edge detection. As we may be dealing with low resolution images (to
enhance real-time performance), such accuracy is desirable to offset coarse
discretisation inaccuracy. Another significant advantage is the ability to
make out some of the inner detail instead of perceiving just a single blob.
This becomes particularly important if an articulated object is being tracked,
as explained in §4.

Edge detection, in computer vision, is defined as the process of assigning
a value to each pixel of an image in proportion to the likelihood that the
pixel is on the boundary between two regions of different intensity values.

The Canny edge detection algorithm[1] is used – as implemented in the
Intel Open Computer Vision Performance Library (OpenCV)[2]. This was
chosen for its sharp results (in comparison to rival edge detection tech-
niques), and for its efficient implementation (which was readily available).

2.1 How it Works

First the image is smoothed by Gaussian convolution; then a simple 2D first
derivative operator is applied to the smoothed image to highlight regions of
the image having high first spatial derivatives1. Edges give rise to ridges in
the gradient magnitude image. The algorithm then tracks along the top of
these ridges and sets all pixels that are not on top of the ridge to zero, so
as to give a thin line in the output.

Two thresholds limit the tracking: t1 and t2, with t1 < t2. Tracking can
only begin at a point on a ridge higher than t2. Tracking then continues in
both directions out from that point until the height of the ridge falls below
t1. This hysteresis helps to ensure that noisy edges are not broken up into
multiple edge fragments.

2.2 The Y-Junction Effect

One problem with the basic Canny operator is that of so-called ‘Y-junctions’:
places where three (or more) ridges meet in the gradient magnitude image.
Such junctions occur where an edge is partially occluded by another object.

1Spatial derivative simply refers to how much the image intensity values change per
change in image position. See e.g. [3, ch. 5] or [4] for further background on edge detection.



The tracker will treat two of the ridges as a single line segment, and the
third one as a line that approaches, but doesn’t quite connect to, the other
two. See figure 1.

Figure 1: Canny Edge Detection and its ‘Y-Junction’ effect. Left:
camera image; right: Canny edge image. Note how the two vertical
lines approach but fail to contact the central horizontal line, resulting
in a spurious doubling up of a length of the horizontal edge.

3 Edge Ranking

A rank (low non-negative integer) is associated with each edge according to
the following rule:

0 corresponds to edges on the perimeter,
1 corresponds to edges terminating on the perimeter which are

not of rank 0,
n corresponds to edges terminating on an edge of rank n − 1

which are not of rank < n.
See figure 2.

Later stages of processing have the option of having an image frame com-
posed of all edges up to a specified rank, thereby selecting the appropriate
level of detail.
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Figure 2: An example of some edge ranks.



3.1 Perimeter Extraction

Taking the edge detection from above, §2, the perimeter is in turn extracted.
While this may sound trivial – as indeed it is to our human eyes – it is not so
for the computer: there may be (and in general will be) some spurious noise
outside of the object of interest, and the perimeter will not be continuous
in general.

First the image is scanned, from an outer edge of the frame inwards, for
any “blob”2 in such a manner that any enclosed shape will be approached
from the outside (even if this shape is not connected3). (Actually, there is
a very remote possibility that the scan may first encounter the object of
interest from the inside, but in fact this does not interfere with the success
of the algorithm. At worst, it will only marginally slow the process in the
case that only low rank edges are required.)

Next, the perimeter of the found shape is traced, paying careful attention
to always keep to the outside of the shape while considering the next pixel
along the perimeter. This is achieved by:

1. maintaining the concept of “the last outer pixel”, for each pixel as we
trace along the perimeter,

2. rotating, from the last outer pixel to the next pixel of the shape, in
a direction (always clockwise or always anticlockwise) consistent with
the angular polarity of the trace.

In other words, every time we locate another perimeter pixel, we record
the last non-perimeter pixel (on the outside). In order to find the next
perimeter pixel, we rotate about the immediate neighbouring pixels – start-
ing with the next pixel after the last outer pixel, in a consistent direction of
rotation. See figure 3.

We are assuming from here on that edges outside of the object of interest
(if any) have been removed or are disregarded in the processing. This may
be achieved by such techniques as gauging the length, whether it lies close
to other edges, etc., as described in, for example, [5]. This has not been a
problem in the prototype.

3.2 Bridging Gaps

Now if we try to trace along the outside of the shape we have found, we
will find that, very often, the trace only runs around a section of the desired
object perimeter because of gaps left by the Canny edge detection (§2.2).

2Here, a “blob” simply means a number of pixels all above a certain intensity value,
each one of which is adjacent to at least one other such pixel.

3The term connected is borrowed from topology: here it simply means that the shape
in question can by entirely traced through adjacent pixels.



Figure 3: Maintaining the “last outer pixel”. Each pixel of the
perimeter is represented by a square, with a straight line segment from
its centre to the centre of its last outer pixel, rotating anticlockwise.

Such gaps come in various forms, so that a general technique to bridge
them all is required. Some examples taken from observation of real data
appear in figure 4. The technique found to cover all cases, tested with real
(hand) data, is as follows:

1. Starting with the first perimeter pixel found, continue tracing anti-
clockwise.

(a) If trace describes a full circuit, then we are finished.

(b) Otherwise record the end pixel and the last outer pixel of the
second4 from end pixel.

2. From the initial pixel, trace clockwise.

(a) Record the end pixel and the second4 from end last outer pixel.

3. For all ends, try to join them.

(a) Rotate from outside to inside, scanning along a radius of the
appropriate size6.

(b) If another segment is located, join to the nearest pixel on it.
4We use the last outer pixel of the second to end pixel because that of the end pixel

will have swung around into the inside. Recovery of the outside may be made by rotating
back5(if the segments tend to be long) or by placing the last outer pixels in a two cell Last
In First Out (LIFO) buffer (if the segments tend to be very short).

5In rotating backwards, the temptation to take the short cut of rotating on through
the edge must be resisted! See figure 5.

6There is a certain radius (or aperture) size observed to be both large enough to bridge
all Y-junctions and small enough to not interfere with other edges in the vicinity, for a
given image resolution and a given distance from camera to subject.



(c) If this new segment is already on the list of ends, merge it (on
the list) with its new partner; otherwise, trace the extent of the
new segment, updating its end data.

4. If any segments remain (implying that all segments end in spurious
diversions), try to join them. (This case occurs only very rarely in
practice.)

(a) Back-trace along the segment away from the end, testing within
the aperture from outside to in, and otherwise proceed as in 3.

(b) If no join is found, delete end from list (consider as noise).

pixels to be bridged
perimeter pixels
pixels to be pruned

key{
Figure 4: Bridging the perimeter gaps. Internal bridging is similar.

Figure 5: A counter example of why rotation must be backwards, not
onwards through the edge (which would get stuck in the hole!).

3.3 Ranking

If the desired rank is greater than zero, then all perimeter ranks are first
assigned their zero rank. Then, using the above gap bridging technique (but
without further heed to maintaining a sense of outside, and joining to all
other edges within the seek radius), all adjoining edges are given rank one.
This process is iterated until the desired rank is attained: all edges adjoining
those of the current rank, n say, which have not yet been assigned a positive
rank, are now given rank n + 1.



4 3D Reconstruction of Articulated Objects

In trying to reconcile a model of an articulated body with camera images,
it is generally useful to take note of the edges arising from creases along
the articulation joints, thus yielding cues to the location of the joints, and
facilitating recognition of the angles of flexion of the joints. Finer level
detail, however, is generally undesirable at this stage, as it only introduces
noise or needless complication into further stages of processing.

Moreover, in viewing the projection of articulated (or, indeed, non-
concave7) three dimensional bodies to two dimensional images, some (or
many) of the external edges of the body in three dimensions become inter-
nal edges after projection. See figure 6.

Figure 6: Note how the edges of the fingers (external to the three-
dimensional hand) become internal edges in the two-dimensional im-
age. In this image, all the visible edges of the fingers are of rank 0–3,
while the white sheen of the four distal interphlangeal joints and the
dark crease of the distal interphlangeal joint of the thumb are of rank
2 or 3. Thus, an image of all edges of rank ≤ 3 is most appropriate.

The doubling up of edges can be dealt with by judicious setting of the
the two thresholds (t1, t2 from §2.1).

Thus armed, with this technique for accurately extracting perimeters
and edges of a given rank, and knowing the rough position/orientation of the
body (e.g. from previous frames, velocity and model constraints), it becomes
relatively straight-forward to employ a technique for selecting those edges
which correspond to the perimeter of the body in three dimensions, and to
have articulation creases and other such desirable features at will.

5 Summary and Conclusion

The technique is demonstrably (see figure 7) neat and efficient enough to be
simply appended to existing edge detection algorithms with negligible real-
time performance penalty. By supplying edges with (or up to certain) ranks,
the appropriate level of detail is immediately brought into focus (including,
by way of corollary, perimeter extraction), thereby directly facilitating the
reconciliation of camera images with models of articulated objects and sig-
nificantly reducing redundancy in further computer vision processing.

7X ⊂ R
3 is concave means that x1,x2 ∈ X ⇒ {(1− λ)x1 + λx2 : 0 ≤ λ ≤ 1} ⊂ X



Figure 7: Screen-shot of an EyesWeb patch having this technique em-
bedded as an image pre-processing block. Note how the sub-image on
the left (Canny edges) is cleaned showing only the perimeter in the
right sub-image.

The source code in C++ may be freely (GPL) downloaded from [7] both
as an EyesWeb block and as standalone code. A report of the emerging
hand posture tracker may also be found there.
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Abstract

This paper describes research into a technique for extracting three dimensional arm, hand and head
coordinates from a user in a virtual reality (VR) environment. Hand gestures are in turn extracted as
a major part of the interactive user interface. Then some expression is extracted from these gestures,
which is used to modify the sound-scape and graphical texture appropriately.

Development was carried out on the EyesWeb prototyping environment. Two cameras are employed:
one giving a frontal view and the other in profile. The extended arm and hand are extracted from both
digitised images, and pointing coordinates are passed to the graphics interface. A grabbing gesture
(used for selecting the item pointed to) is also recognised, and 3D hand coordinates (of the grabbed
item) are also passed to the graphics interface.

Efficient and robust algorithms are developed for the arm segmentation and grabbing gestures. Al-
though developed for a dedicated VR environment, the techniques are no less applicable to real-time
gestural control of computer music via video camera(s).

1 Introduction

The next section,
�
2, overviews the background to the

VR installation, in the light of which,
�
3 outlines the

choice of gestures, cameras, lights, etc. The following
sections,

�
4–

�
6, describe the particular techniques de-

veloped for recognition of the particular gestures. The
final section,

�
7, concludes and points towards future

work.

2 Project Background

This virtual reality project is the result of a collabora-
tion between the Music Informatics research Group at
DIKU, Copenhagen University[1], the Danish Design
School[2], and the Virtual Reality Center (VR � C) of
the Technical University of Denmark[3].

The installation center, VR � C, is equipped with a
large screen displaying 3D images and sophisticated
Hi-Fi surround sound, all powered by a network of dif-
ferent computers.

2.1 Concept

Briefly, the concept is to immerse the user (and, we
hope, also the audience) in a world composed of graph-
ical streams of words which come from live samples of
search text from WWW search engines. The user is
free to reach out and grab words of his/her choice, and
to speak the grabbed word. The manner of grabbing

and pronouncing determine the graphical texture of the
word and also the three-dimensional sound-scape.

The task at hand was to develop the user gesture
interface, one that would have further open applications
for computer music.

2.2 Choice of Setup

It was decided that the use of video camera(s) in the
auditorium was preferable to using the headsets with
position sensors or mouse. This carries the advantages
of allowing a large audience to spectate (there are only
four headsets), avoiding the user having to be physi-
cally encumbered by being wired up with sensors, and
– perhaps most importantly – facilitating a more natural
interface whilst increasing the multi-modality, thereby
lending towards greater immersion in the virtual world.

2.3 EyesWeb

EyesWeb was chosen as the development platform both
for the video processing, and for the audio streaming.

EyesWeb[4] is a prototyping environment, primar-
ily for processing of digital video and audio informa-
tion, developed by the DIST[5] lab and MOSART node
in Genoa. Care is taken to support real-time processing,
as it was developed with a view to extracting expres-
sion from live video images. The EyesWeb software
is actively supported, and freely downloadable (subject
only to certain licensing conditions) from the project
web-site at [6].



It is built around the Intel Performance Libraries[7]
which provide optimised image analysis tools (for Intel
based computers). It is also built around the DCOM[8]
protocol by Microsoft: developers’ own routines may
be embedded in the program by registering them as
COM components.

3 Methodology

3.1 Which Gestures

One of the first hard decisions which had to be made
was to fix the “vocabulary” of gestures for which recog-
nition would be developed. These became as follows:

� pointing,

� grabbing,

� hand tracking and discarding, with expression,

� gaze following,

where discarding could be throwing away or blowing
away.

3.2 Lighting

Lighting then became a concern, as the user and audi-
ence require quite low ambient lighting in order to see
the screen adequately, whereas the camera requires rea-
sonably strong lighting in order to make out much de-
tail. Consideration (including some experimentation)
was given to using infra-red camera(s), to arranging
spot lights, and to getting the user to wear distinctly
brightly coloured gloves and hat, or light sources at ap-
propriate parts of the body. However, it was found that
the ceiling lights in the auditorium could be adjusted
in banks (so as it was possible to illuminate just the
“stage space” – the floor area between the audience and
the screen – to a variable amount), and that they bevel
and pivot individually in their mountings (so that they
can be physically turned to highlight the user, and lit-
tle else). With this lighting appropriately configured, it
was found that the user’s bare arm was clear enough for
segmentation (particularly if they are otherwise darkly
dressed), even using a simple webcam.

3.3 Cameras

The next concern was where to position the camera(s),
and how many would be necessary. Coordinates of
pointing and hand tracking were required with some
accuracy in three dimensions, so it was decided to have
at least two cameras. One camera viewing the user’s
profile, and another giving a frontal view of the user,
were considered sufficient. However, the frontal cam-
era could not be placed directly in front of the user
since this would interfere with the general view of the
screen for everybody present. A frontal camera placed

on the floor saw the user unclearly in severe silhou-
ette of the lights from above; a frontal camera placed
at ceiling height was considered to be satisfactory (the
resulting aberration of the image could be compensated
for, as necessary).

3.4 Procedure

Next, a working library of samples of these gestures be-
ing performed was recorded on location at the VR cen-
ter. Conditions were varied, including lighting level,
camera position, image resolution, the expression in the
gestures and the people performing them.

For each of the following gesture recognition algo-
rithms, two versions have been developed: “monitor”
versions and “performance” versions. The monitor ver-
sions display their performance and output, and facili-
tate the calibration and/or optimisation available. The
performance versions accept the same calibration and
optimisation settings, but are otherwise stripped bare
of unessential features, and are intended for optimum
real-time performance.

4 Arm Segmentation

The first stage of image processing for the pointing,
grabbing and hand tracking gestures, is to segment the
pointing arm from the rest of the image. For each video
frame, the following algorithm is applied.

4.1 Squiral

After conversion from colour to gray-scale, with op-
tional background-subtraction1, the image is scanned
for pixels above a certain luminosity threshold. In order
to keep up with our performance goal of real-time pro-
cessing, time is not wasted by starting in one corner of
the image and iterating through adjacent pixels in sub-
sequent lines in the usual manner of iterating through
each pixel of an image.

We know in advance that the object we are looking
for (the users outstretched arm) is

1. more likely to be somewhere near the center of
the frame, and

2. is solid and of a certain width and length.

Accordingly, the scan

1. starts in the center of the frame and works out-
wards, and

2. tests pixels at regular intervals, greater than one
but less than the arm width.

To be precise, the pixel test sequence describes an out-
wardly spiraling square shape, or “squiral”2.

1Somewhat surprisingly, the arm segmentation method works fine
(and requires rather less calibration/adjustment) without any back-
ground subtraction.

2The term “squiral” is coined by Jamie Zawinski in his attractive



4.2 Blob Expansion

Having found a pixel of interest (i.e. above the lumi-
nosity threshold), it is “expanded” into the region of all
recursively adjacent3 pixels also above the threshold.
Again, an efficient approach is devised.

4.2.1 Naı̈ve Approach

This time, iterating over the pixels in order makes much
less sense: it is not difficult to show that this would en-
tail a search of order

����� �����	��
���
, where

� ���
is the

number of pixels in the frame
�

, and
�	��
�

is the di-
ameter of the final region



defined by
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The disastrousness of this approach is apparent if you
consider that

� ���
is greater4 than

����
�
by three orders

of magnitude for the arm, and by four for smaller blobs
of noise we wish to mask out.

A more sensible approach is to start with the given
pixel, and to successively work outwards – considering
only pixels adjacent to those already expanded – until
the entire region is covered.

4.2.2 Depth/Breadth First Search

We can identify the frame of pixels,
�

, as a graph by

1. considering each pixel to be a node, and

2. considering an edge to exist between adjacent *
pixels which are

(a) above the threshold, and

(b) have not already been visited.

This allows us to apply the well-known Depth First
Search (DFS, see any good text book or lecture notes
on graph theory or algorithm analysis, e.g. [9, ch. 6])
or Breadth First Search (BFS) graph node traversal al-
gorithms. Given any node (pixel), they step through
all other (recursively) connected nodes (i.e., all nodes
of the same connected component to which the given
node belongs), which is exactly what we want. They
have the desirable property of being optimally efficient
for graph node traversal in the sense that, if a connected
component consists of

� 
+�
nodes and

� ,-�
edges, then

they are of order
����� 
+�/.0� ,1� �

. In our implementation,� ,2�3�54�� 
+�
, so that we have simply

����� 
+� �
.

The difference between DFS and BFS lies in the
order in which they traverse the connected component

XScreenSaver available from
<http://www.jwz.org/xscreensaver/>

3For recursive adjacency here, it is sufficient to consider only ad-
jacency at the four edges (i.e. ignoring the corners). This greatly
reduces the amount of redundant pixel testing, yet still covers the
whole connected region. The only other consequence is the loss of
connectivity between certain (highly unlikely) pathological regions
touching only at certain corner points.

4Here 6 786:91;=<=>$?@<:A�>B9DC:E�F=>=> .

(which is of no consequence to us), and in their im-
plementation. Having to compute the adjacency con-
ditions 2(a) and 2(b) on the fly, is not a problem for
either implementation. (In fact, 2(b) is normally an in-
tegral part of both algorithms.) DFS has a very neat im-
plementation using either recursion or a stack, whereas
BFS involves the slightly greater overhead and com-
plexity of the memory management of a First-In-First-
Out (FIFO) buffer. For this reason, DFS is preferred,
even though BFS ordering is more intuitively obvious
for this application.

4.3 Size and Shape

At this stage we have a connected component of inter-
est (CCoI), and we want to establish whether or not it
is the arm we are looking for. We do this by gauging
its size and shape. (This relies upon the hypothesis that
there may be at most one CCoI in the frame having the
appearance of an arm. The user is instructed to have
one bare arm (which has been arranged to catch the
available light, cf

�
3.2), whilst otherwise being dressed

darkly. (This relies further upon the hypothesis that
the arm in question is both caucasian[10] and not too
tanned, which is the case amongst the people involved
in the project.))

4.3.1 Area

The size condition is dealt with first, since the data
structure used to store the CCoI stores the size (which
corresponds directly to the area), and so it does not have
to be computed. The constraint of having a reasonably5

fixed distance between the camera and the user allows
us to assume that the area of the arm will not vary,
within reasonable limits. These limits are set before-
hand, and the CCoI is rejected if it does not lie within
them.

4.3.2 Shape

The first stage is to calculate the mean of the CCoI.
Next, the major axis of the CCoI is calculated as

follows.

1. Let G � the largest radius we would expect (i.e.
half the length of an arm in pixels) plus an ad-
justable margin).

2. Describe6 a circle of radius G in the frame around
the mean point. Let H , say, be this point tracing
out the circle.

(a) Let H�I be the point diagonally opposite H .
5The user may move about by a couple of steps, but that is approx-

imately an order of magnitude less than the mean distance between
the camera (which is fixed) and the user.

6Important details for an implementation, such as using the most
appropriate data structures (and conversions between them), and
dealing with the event of iterating out of the bounds of the frame,
have been omitted for the sake of clarity.



(b) If H�� H I �������	� then

i. Let major-axis
� � H # H I � .

ii. Return.

3. Decrement G .
4. Goto 2.

(The definition of major axis implicit in this method
of calculation, is not guaranteed to be unique. This is
not a problem, however, when the major axis is con-
sidered in combination with the other criteria. Cf

�
4.4.

Its length, in particular, is unique within the margin of
error.)

The minor axis (which is, in fact, only used for cal-
ibration) is in turn calculated as the intersection of the
line (in the frame) perpendicular to the major axis, and
the CCoI.

4.3.3 Gauging

First of all, if the major axis is too short then the CCoI
is rejected.

Otherwise, a (hopefully) bounding rectangle is de-
scribed with the arm’s mean as center, and having its
long edges parallel with the arm’s major axis. The
“hopefully bounding” dimensions are preset. If, at any
stage of the perimeter of this rectangle, there is inter-
section with the CCoI, then the CCoI is rejected.

The actual dimensions and margins used for gaug-
ing differ between the profile and frontal cameras.

4.3.4 Time

Adjustable margins are used at several stages of this
procedure so far. Utilising the knowledge of the loca-
tion of the arm in the previous frame, tighter margins
are used where the arm is not expected, and looser mar-
gins where the probability of finding it is high.

4.4 Rationale

The advantages of squiraling are twofold. First, the
search starts where it is most likely to find what it is
looking for, proceeding (roughly) in order of greater
likelihood. Secondly, it searches at sample points which
are coarsely distributed in order to increase the speed
the search several times over, and yet finely distributed
enough to be guaranteed of success. (There is also the
consequential benefit that some very local noise will be
filtered out.)

The condition of the arm appearing as a connected
region is ensured by the lighting and the camera pre-
adjustments, and may be enhanced by some median fil-
tering. (Median filtering also has the desired effect of
tending to remove local noise.)

It is reasonable to assume approximate concavity7

for a CCoI if it turns out to be the arm. (If it happens not
7A subset 
 of a linear vector space � over � is said to be

concave iff
������ 
������������ ! #" � ��$ � � � � >&%'�(%)�+*-,.
0/

to be the arm, then this assumption does not hamper its
rejection: a non-concave CCoI will almost surely have
a different ratio of major axis to area, and will almost
surely fail the bounding rectangle test.) This justifies
the use of the mean, and the method of calculation of
the major and minor axes.

It is also expected that the forearm we are looking
for has an aspect ratio of approximately 1	243 .

Thus, given the CCoI’s connectedness, if it has a
satisfactory area and major axis, then it must be some-
thing which (at least, at a first glance) looks somewhat
like an arm. If it then fails the bounding rectangle
test, it must have been either an arm that was not out-
stretched in pointing, or something else masquerading
as an arm.

This technique, as presented so far, tends to err on
the safe side, in the sense that it will fail to find an arm
rather than erroneously finding something else. (Of
course, this situation may be reversed by sufficient loos-
ening of the adjustable margins.) The net effect of
this, is that occasional frames may loose the trace of
the arm’s motion. Although missing

!&65 second every
once in a while is not a big problem in performance, it
can nevertheless be brought towards perfection by in-
corporating temporal information. We know that the
arm moves continuously through space, never exceed-
ing certain velocities, which puts a tight limit on where
we can expect the arm to be, as we move from one
frame to the next, and so the margins are adjusted ac-
cordingly.

Therefore, if the CCoI passes the series of gauge
tests, then it is reasonable to take it for the arm we are
looking for.

4.5 Coordinates

In order to interface the user’s gestures with the graph-
ics on screen, coordinates of where the user is pointing
to are passed to the network client. The mean posi-
tion of the arm has already been calculated; in com-
bination with the finger tip8, the direction of pointing
(for each camera view) is determined. Resolution of
the pointing directions from both camera views with
the screen graphics is relatively straight-forward (being
mostly a matter of camera calibration and user-space to
graphics-space protocol). Thus, the task reduces to de-
termining the location of the finger tip: which is simply
the furthest distance along the major axis in the direc-
tion of the screen

4.6 Hand Tracking and Discarding, with
Expression

As a corollary of the last subsection,
�
4.5, the posi-

tion of the hand (for each frame) has been determined.
Thus, after the user selects a word by reaching out and

A CCoI may be made “more nearly” concave by median filtering.
8The “finger tip” is defined here to be the furthest point of the

hand away from the body, and as such may belong to a closed fist.



grabbing it (cf
�
5), he/she is able to move it about in

space as desired.
Armed9 with the location of the hand in 3D, its tra-

jectory in space can be followed. The location of the
head is also known (cf

�
6). If the hand goes behind the

head, then a discard is signalled when the hand comes
momentarily to rest – corresponding to the user throw-
ing the word away behind their back or over their shoul-
der. If the hand comes to rest just in front of the head,
then – upon the appropriate audio queue of white noise
– a blow is signalled.

Some attempt at extracting higher level expression
parameters is also included, in order to appropriately
give colour, texture and shape to the graphical repre-
sentation of the grabbed word, and to cue appropriate
changes in the sound-scape. The velocity of the hand is
extracted, and from this its speed and its rate of change
of direction are supplied as expression parameters.

5 Grabbing

A grabbing gesture can be recognised from a binary
outline of the hand.

The position of the hand’s extremity, furthest from
the body, is known. So is the direction of the rest of the
hand. Within a certain distance from the extremity, in
the direction of the arm mean, there is the characteristic
constriction of the wrist – coinciding10 in both views.

This distance, from the wrist to the finger tip, is ap-
proximately twice the length for a pointing hand, than
for a closed fist. Transition from a pointing or open
hand to a closed fist is signalled as a grab.

6 Gaze Tracking

There are documented examples of techniques for gaze
tracking in the literature; in particular, the technique in
[11] was implemented. Only the frontal camera is used.

First, the face has to be located in the frame. One
cue is the (left) arm location we already have: the face
is located, within certain margins, above and to the left
of the arm. Other cues include skin tone, brightness,
size (area) and shape. Shape is simply a bounding rect-
angle, given the area, with a rationale similar to that
above for the pointing arm shape,

�
4.4.

There is an initial calibration shot of the face look-
ing directly forward. An expanded11 copy of the center
of the face region is stored as a template. For each sub-
sequent frame, the face region is located and similarly
expanded, and then convolved with the template. The
location of best match yields the direction of gazing.

9Please forgive the dreadful pun!
10The distance from finger tip to wrist is equal in pixels after com-

pensating for the different camera-to-user distance and perspective of
the frontal camera

11The face regions are expanded before convolution due to their
small area in the frame. The severe discretisation of facial detail due
to the low resolution is softened by expanding the region, giving a
more robust convolution result.

(This is based on the assumption that, for the range of
head movement we are interested in (a rotation of ��� � ),
the camera image of the face changes relatively little,
even though it is turning. At any rate, such change is
small enough that is has negligible effect on the maxi-
mum match according to the convolution.)

7 Conclusion and Future Work

A brief sketch of how gesture capture can be incorpo-
rated into a VR environment was drawn. In particular,
efficient and robust real-time segmentation techniques
for parts of the body were developed. Development
was towards some initial applications to expression in
music and graphics, and is ripe for further such devel-
opment.

Presently, related work continues at the Computer-
ART lab in Pisa, and is to develop there over the next
few months in the following directions:

� development of the Handel posture recognition
system based on video silhouette spectra,

� extension of Handel system into 3 dimensions,

� further extension to two handed, and whole body,
posture,

� including the time dimension in the model,

� study of semantic gestural expression,

� study of musical gestures,

� matching of physical and musical gestures,

� further applications to computer music composi-
tion and real-time performance.
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1. INTRODUCTION

In the original Work Plan, the goals of task T5 (“Symbolic Recog-
nition of Musical Patterns and Recomposition”) were rather gener-
ically formulated as having to do with “musical pattern detection
algorithms”. In the course of the first half of the MOSART project,
the notion of musical patterns was clarified in several joint dis-
cussions, and two major lines of inquiry were defined that should
guide the research activities in task T5.

The first line of research relates quite directly to the original
understanding of “musical pattern recognition and recomposition”,
as it guided the writing of the relevant passages of the project pro-
posal: here we are interested in defining classes of patterns in the
structure of the music that are both structurally important and per-
ceptually salient. Computer programs that can detect such struc-
tures in the music and can manipulate them (or permit the user
to manipulate them) in flexible and musically meaningful ways
would be extremely helpful in many domains, including compo-
sition, live performance, and education. In the following, we will
refer to this class of patterns as structural patterns.

The second class of patterns that was identified as deserving
focused investiations are patterns in performed music. Music per-
formance is a central aspect of the act of music making and has be-
come an important focus of contemporary musicology. Computer
programs capable of analysing, visualising, controlling, or even
generating well-structured performances of given pieces of music
would have enormous potential in many application scenarios. In
fact, the MOSART consortium unites some of the top European
research laboratories involved in computer-based studies of music
performance, and this accumulation of expertise will be exploited
and further enhanced in our second line of inquiry, which deals
with what will henceforth be called performance patterns. Indeed,
it was decided that a large part of our efforts will be invested in
this second line of inquiry.

These two classes of patterns will be specified and discussed in
more detail in sections 2 and 3. In the course of that presentation,
it will turn out that the two approaches are not mutually exclusive.
Quite to the contrary, the recognition of patterns in the music and
the ability to correspondingly shape a performance of the music
according to these patterns, are two complementary aspects of any
computer system that is to deal with music in an intelligent way.
So we expect the two lines of research to converge eventually.

The purpose of the present report is to more clearly define the
classes of musical patterns to be investigated, and to sketch the
research strategies that allow us to identify, characterise, and anal-
yse these patterns. In addition, we briefly present current work
and preliminary results already achieved along these lines. That is
the contents of sections 2 and 3. Section 4 then sketches the main
research directions to be followed in the next phase of task T5.

2. STRUCTURAL PATTERNS

2.1. Motivation

Music is not simply a sequence of events in time. Hearing and un-
derstanding a piece of music as a structured object made up of a
variety of structural elements is a crucial part of the experience of
music. Tonal music, in particular, is a complex system of explicitly
or implicitly codified rules and conventions, and tonal music com-
positions are richly structured objects that exhibit patterns along
a variety of dimensions (rhythm, melody, harmony, motivic and
phrase structure, etc.). Accordingly, computer systems that are to
be useful in a practical musical context — be it in analysis, compo-
sition, performance, or education — must be able to recognise and
manipulate such musical patterns or classes of musical structures
in an intelligent way.

To focus the investigations, the MOSART group has defined a
specific target application, namely, a prototype system for the ma-
nipulation of music in terms of its pattern structure via a gestural
interface. The purpose of the system is:

1. To develop a more abstract (than existing) method of auto-
matic musicological analysis based on macro level (pattern)
structure, and to provide a composition tool/platform by us-
ing this with facilities for graphical representation, gestural
manipulation and structural recombination.

2. To be a performable instrument. Recent discussions on the
performance of computer music point out the inadequacy
of the mapping paradigm, and suggest that an ability to
compose while performing — an instrument that plays with
structure instead of audio — would be an advantageous way
forward. This system proposes to be just such an instru-
ment. (Whether real-time capabilities will be achievable
within the time frame of the MOSART project is currently
unclear; however, that does not compromise the research
goals set in the MOSART project.)

3. To be a platform upon which research on the perceptibility
of musical patterns can be carried out. Indeed, perceptibil-
ity is to be one of the criteria associated with a pattern and
in the limiting of the analysis algorithm. It is established
that some note level patterns are more perceptible than oth-
ers, and seminal pioneering work has been done on audi-
tory scene analysis. However, much remains to be done
regarding quantifying, or establishing rules saying which
patterns are more perceptible than others amongst all those
extractable.

The planned prototype system, tentatively called Pattern Play,
will incorporate a number of models and software already devel-
oped by various MOSART partners, such as the rhythm quanti-
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sation routines from NICI and the expressive mapping rules from
KTH. The gestural interface will be developed with DIST’s Eye-
sWeb system.

2.2. Definition of Patterns

Rather than trying to give an exhaustive definition of the classes of
patterns to be dealt with in the envisioned system (which is impos-
sible at this stage), the present section sketches the major process-
ing steps that will be realised in the planned system and that will
detect and manipulate musical patterns.

Generally, the pattern identification part of the above men-
tioned Pattern Play system is going to be a two-step process. First
features are extracted; then a generic pattern analysis takes place.

Feature Extraction

At the time of writing, the list of features is the following:

1. note rhythm intervals (considered as a string of independent
objects)

2. note pitch levels (considered as above)

3. rhythm patterns (considered across the entire section, at all
intervals)

4. pitch contour (considering relative up/down progression,
no. of scale steps)

5. chord progressions

6. note degree in chord (tonic, supertonic, etc. of underlying
chord)

Thus, features 1 and 3 pertain to rhythm, 2 and 4 to pitch, and
5 and 6 to harmony. Features 1 and 2 examine the data purely as
a string of information, without heed to any of the relationships
or degrees of similarity between them (i.e., equality is the only
criterion). Rhythm data has the strict ordering (only monophonic
melodies are being considered here) of a time sequence and inter-
val values which are nominally simple whole number multiples of
each other, and so we subsequently consider the resulting higher
level inter-relationships with feature 3. Pitch data has the strict
ordering of higher/lower frequency with perceivable steps, and so
these melodic contour patterns are extracted from feature 4. Even
without explicit accompaniment, monophonic melodies clearly de-
scribe chord progressions (notwithstanding possible ambiguity)—
hence feature 5 — with the melody tracing its way through them:
how exactly it does this gives rise to feature 6.

Based on these basic features, a number of higher-level pat-
terns will be identified. Rather than trying to define the kinds of
patterns beforehand, automatic pattern recognition methods will
be applied in order to discover those structural patterns that are
significant in an information-theoretic sense.

Pattern Analysis

The above-mentioned features are then analysed for all patterns
above a variable entropy threshold (as compared with ‘traditional’
pattern recognition techniques which try to match data to a partic-
ular pattern which is known in advance).

First, each feature is extracted and subjected to its own pat-
tern analysis. Much of the magic of music, however, arises out
of the way in which multiple levels of patterns occur simultane-
ously. (For example, at a basic level, every note has both duration

and pitch, confirming and/or modifying rhythmic and harmonic
expectations every time. There are also higher and lower level
multiplicities of greater subtlety and complexity.) The approach of
this system considers this parallel multiplicity essential to musical
patterns.

It is in this multiplicity that the analysis algorithms used differ
from compression algorithms: both seek to find neater ways in
which to represent the data, but compression is only interested in
a single optimum strategy whereas here all compressions above a
certain entropy threshold are considered interesting (perceivable)
and are recorded. On top of this, the final stage of analysis is a
cross-feature pattern extraction.

The entire analysis is being formalised mathematically, algo-
rithmically and in hard computer code. It will also has its own
notation (being published).

2.3. Research Strategy

The research on structural patterns is a joint research effort by the
MOSART partners DIKU, cART CNR, DIST, DAIMI, and AUE,
Esbjerg. Much of the practical work (development of software
etc.) will be performed by Declan Murphy, a MOSART young re-
searcher, in the context of a PhD thesis supervised by Prof. Jens
Arnspang at DIKU (now: AUE, Esbjerg). The project incorporates
video gesture capture techniques developed at DIKU Copenhagen,
cART CNR Pisa, and DIST Genova, whose development will con-
tinue at DIKU, DAIMI, and Esbjerg.

The general two-phase research strategy has already been out-
lined in the previous section. The methods developed will be in-
corporated and tested in prototype system. The following is a brief
list of the main components of this prototype:

� analysis algorithms for extraction and manipulation of pat-
terns of musical features

� formal mathematical representation of such patterns
� score notation representation of such patterns
� GUI for pattern display and manipulation
� video hand tracking interface for manipulation
� inference rule system for consistent rearrangement of pat-

terns

A preliminary description of the planned system and the cur-
rent state of this work can be found in [45].

3. PERFORMANCE PATTERNS

3.1. Motivation

The central goal of the second line of investigation within task
T5 is the identification, characterisation, and quantification of pat-
terns in musical performances. That involves the development of
computerised methods for extracting expressive patterns from per-
formances, analysing these patterns with respect to various crite-
ria, classifying them, studying their musical, perceptual, and prag-
matic significance, and applying meaningful patterns to new pieces
of music to achieve the desired effects, musical or otherwise.

After having been neglected for a very long time (possibly due
to the problems related to actually measuring the details of a per-
formance), music performance is now one of the current topics in
music research. Understanding the fundamental principles behind
expressive music performance is not only of theoretical interest,
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but also promises lots of practical potential, from new, interactive
instruments and novel paradigms of performance control [6] all the
way to virtual musical settings like adaptive karaoke [25].

Music performance research is one of the definite strong points
of many partners in the MOSART consortium. The planned inves-
tigations will continue and broaden the partners’ work in this area.
The research on performance patterns will make up the major part
of the research activities related to task T5.

3.2. Definition of Patterns

Musical performance is an extremely complex phenomenon, with
many dimensions, functions, and with many levels at which one
might want to study and describe it. It is thus impossible to sim-
ply give a definitive list of patterns that together somehow ‘char-
acterise’ or ‘constitute’ the phenomenon of expressive music per-
formance. Instead, what will be given here is a list of different
dimensions along which musical performance patterns can fruit-
fully be classified. To be more precise, some of the classification
dimensions proposed in the following relate to performance pat-
terns proper, while others pertain more to the research approaches
applied to discover and study these patterns.

The first and most obvious choice is to classify performance
patterns by the parametric dimensions that are controlled or
shaped by a performer. Depending on the instrument (and the style
of music being played), the performer can vary certain parameters
within certain limits, the most important ones being tempo and tim-
ing (that concerns both the choice of global tempo and local tempo
variations), dynamics, and articulation. Other important paramet-
ric dimensions available with some instruments include vibrato,
intonation, and various other effects.

Obviously, all of these are crucial in explaining the effect of
a performance, and in generating musically meaningful perfor-
mances of new pieces. In fact, it will not be sufficient to study
each of these dimensions in isolation; it is quite obvious that there
are complex interrelations between these dimensions — the musi-
cal effect of a good performance is a result of the interaction of all
these parametric dimensions.

Performance patterns can also be characterised with respect to
their continuous or discrete nature. Some performance effects
are inherently discrete and relatively easy to measure (e.g., the ar-
ticulation or the timing (discrete onset point) of individual notes),
while others are the results of continuous processes (e.g., vibrato)
and require different measurement methods and different types of
models.

Somewhat related to this is the issue of musical range or
scope: some expressive patterns will tend to be of a highly local
nature (e.g., affect only single notes, as in a sforzando), while oth-
ers affect larger musical structures (such as in a gradual crescendo
applied to a melodic line). Again, different types of models will
be appropriate to adequately describe these patterns and the cor-
responding performance strategies. Indeed, music performance is
known to be a multi-level phenomenon; any model, computational
or otherwise, that claims to do justice to the full complexity of
expressive performance will have to take account of performance
patterns at different structural levels, and of their interactions.

Furthermore, expressive music performance is known to serve
different functions or purposes[44]. Some of the observed per-
formance patterns may reflect conscious strategies used by the per-
former to highlight the musical structure of a given piece, or to
disambiguate a passages with several possible structural interpre-

tations. (In some cases, the performer may even choose to con-
sciously increase the sense of ambiguity.) Other patterns can be
more directly linked to the dramatic narrative developed by a
performer, or to the emotional content of the music and the per-
former’s intention to express and evoke certain emotions. Yet an-
other class of patterns may be simply due to physical constraints
or problems (e.g., fingering problems, discontinuities at melodic
jumps, etc.). In any case, this dimension has a strong influence on
the research strategies that are most appropriate to study perfor-
mance (see also section 3.3 below).

Another classification dimension is the description or reso-
lution level chosen — that relates not so much to the nature of
the performance patterns themselves, but to the granularity with
which one wishes to study and characterise them. For instance, in
some contexts it may be sufficient to make categorical predictions
regarding, e.g., staccato vs. legato, while in others the precise level
of staccato will be relevant. That determines what kinds of models
and what kinds of model building (and pattern recognition) algo-
rithms are appropriate.

And finally, the source of measurementsis relevant. Again,
this dimension relates not to the patterns themselves, but to the un-
derlying data source; it determines what features can be extracted
from the data, and at which level of resolution certain patterns can
be studied. Clearly, MIDI instruments offer the advantage of be-
ing able to precisely measure the discrete aspects (e.g., onset and
offset times) of each individual played note. On the other hand, in-
herently continuous effects like intonation and vibrato will require
audio recordings and audio processing methods.

The above discussion should give an indication of the com-
plexity of the subject. It should be clear from this that it will
be impossible to explore the entire space of possible performance
patterns and explanatory models within the limited lifetime of a
project like MOSART. We will have to be selective, while still
striving for an integration of the results of our investigations. Ex-
amples of some of the specific classes of patterns and questions
currently studied within MOSART can be found in section 3.4 be-
low.

3.3. Research Strategies

In a public panel discussion1 organised to discuss and clarify basic
research issues regarding empirical, computer-based performance
research, it became very clear that there is no single optimal re-
search strategy. What strategy (including what methods of evalua-
tion of the results) is most appropriate depends very much on the
purpose and goal of the research. In preparing the panel, several
different possible types of targets were identified [63]:

1. Computational models of performance that accurately de-
scribe the patterns and regularities observed in expert per-
formances and can make predictions regarding aspects of
expert performances;

2. ‘Cognitively adequate’ computational models that, through
their very structure and conceptual design, reflect an ob-
served or hypothesised cognitive reality;

1held in the context of the MOSART Workshop on Current Research
Directions in Computer Music, Barcelona, Nov. 15-17, 2001; participants
were Xavier Serra (UPF; moderator), Giovanni De Poli (DEI), Henkjan
Honing (NICI), Johan Sundberg (KTH), and Gerhard Widmer (OFAI). A
summary of the panel discussion (including the written position statements
of the participants) can be found in [43].
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3. Computational models of performance that provide opti-
mal user control over the expressive renderings of perfor-
mances;

4. Computational models of performance that produce well-
sounding musical results and thus are useful to the music
(software) industry.

All these goals are legitimate in the sense that they are both
scientifically interesting and may lead to practically useful results.
They do, however, place different emphasis on different qualities
of the desired models, and they require both different research ap-
proaches and different strategies for evaluating the relevance and
utility of the resulting models.

In the process of the discussion, four rather different and com-
plementary research strategies were identified that have been (in
part) and will be pursued by different partners in task T5:2

Analysis by Synthesis: In the context of performance research,
the analysis-by-synthesis strategy has been pursued at KTH
for more than two decades [7, 50, 36, 38, 40, 41]. The
essence is to codify one’s hypotheses regarding meaning-
ful performance patterns and strategies in a computational
model (e.g., a set of performance rules), to apply the model
to musical material, and to test the adequacy of the re-
sults by analysing the musical quality of the resulting music
(e.g., via listening tests). The principal goal is to arrive at a
model that produces musically reasonable results (and thus
also provides at least indirect evidence for the adequacy
of the assumptions coded in the rules). The analysis-by-
synthesis strategy could thus be related particularly to goals
3 and 4 listed above.

Cognitive Modeling: The goal of this type of approach is to bet-
ter understand music cognition (cf. goal 2 from above).
The method is to start with hypotheses concerning cogni-
tive processes, representations, and constraints related to a
musical task, to formalize them in the form of algorithms,
to validate the predictions with experiments, and, often, to
adapt the model (and theory) accordingly. Advocators of
this approach stress the importance of controlled experi-
ments and a (near-)exhaustive investigation of the space
of possibilities (the ‘performance space’), rather than ex-
periments based on large corpora of real music perfor-
mances [28]. Within the MOSART consortium, this ap-
proach is best exemplified by the work performed at NICI
(e.g., [54, 56, 57, 64]).

Analysis by Machine Induction: An alternative way of building
computational models of a phenomenon is to start from
empirical data, rather than from hypotheses, and to use
methods of computational data analysis to derive models
from the data [63]. In the context of performance research,
this approach has been developed particularly by MOSART
partner OFAI (e.g., [58, 60, 62]), where large corpora of real
music performances are collected and precisely measured,
and methods from the field of Artificial Intelligence (in par-
ticular, Inductive Machine Learning and Data Mining) are
used to directly extract statistically significant patterns and
regularities from the data; these patterns can be described

2For reference, these different approaches have been given short and
rather arbitrary names that may not reflect precisely how the individual
research partners might characterise them.

as general performance rules and constitute (partial) predic-
tive models of performance. This research strategy clearly
relates to goal 1 from above.

Acoustic and Perceptual Analysis: This approach, which has
been developed and pursued mainly by DEI, Padova, in
the past few years (e.g., [14, 26, 19, 16]), consists in mea-
suring performances under variety of conditions (often in
a controlled setting) — e.g., performances of a particu-
lar piece in a variety of different ‘moods’ —, extracting
informative features from these performances (usually di-
rectly from the acoustic sound signal), and performing sta-
tistical analyses in order to identify those parameters or
features that seem to explain most of the variance related
to a particular dimension of interest (e.g., the ‘mood’ in-
tended by a performer, or inferred by listeners). This
approach relates most directly to goal 3 from above; in-
deed, DEI has recently developed a conceptual framework
(based on an abstract ‘control space’) for controlling and
‘morphing’ the expressive content of musical performances
[21, 14, 26, 19, 20, 15, 17, 18].

We feel that this diversity of approaches is appropriate and
fruitful in catering for the diverse questions that need to be studied.
Having such diverse and complementary research programmes
within MOSART (and specifically within T5) is an asset that we
plan to exploit further, not only by continuing to pursue each of
them independently, but also by combining and integrating vari-
ous aspects of these approaches in further joint research.

3.4. Performance Pattern Research:
Preliminary Results and Currently Ongoing Work

Research on the detection and modelling of patterns in expressive
performance is already actively being pursued at the T5 partners’
sites. Quite substantial work has been done both on somewhat
auxiliary, but fundamental issues (like the experimental determina-
tion of the level of reliability of various ways of measuring perfor-
mances) and on some of the central aspects of performance pattern
detection and modelling. A brief summary of this research (which
is currently ongoing) is given here:

Tests concerning precision and reliability of measurement methods:
Basic experiments were carried out to quantify the reliabil-
ity and precision of some of the currently available methods
for measuring the details of expressive performances. In
a cooperation between KTH (Stockholm) and OFAI
(Vienna), precise measurements of both the measuring and
the reproduction precision of computer-monitored grand
pianos were performed [42]. Alternative grand pianos are
currently under investigation. At OFAI, experiments were
also carried out to quantify the reliability of onset detection
from audio signals [33].

Performance databases:The MOSART T5 partners have accu-
mulated substantial databases of expressive performances,
some recorded under ‘natural’ circumstances, some pro-
duced under controlled conditions. Among these are collec-
tions of MIDI recordings of several Mozart piano sonatas
by a two concert pianists (OFAI), high-level measurements
of tempo and dynamics from recordings by famous artists
(OFAI), a database of vibrato examples for a variety of in-
struments (NICI), and a database of grace notes and orna-
ments in piano performance (NICI), which contains hun-
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dreds of recorded and modeled performances of sixteen pi-
anists at seven different tempi. Maintaining and extending
these data collections is a major effort.

Models of rhythm quantisation and tempo tracking: In order
to be able to make sense of the rhythmic structure of a live
performance, the computer needs to be able to quantise the
time durations in the performance to their score-bound note
duration categories. This process (also referred to as cate-
gorisation [29, 30]) is tightly intertwined with the ability to
follow tempo changes and the detection of beat and/or me-
ter [4]. Both at NICI and OFAI further progress has been
made in developing tempo trackers [34, 22]. At the NICI a
database of Beatles performances was collected (containing
216 performances) to evaluate existing tempo trackers. This
database is shared among the network partners [5]. It was
used for evaluations described in [34] and [22]. Quantisa-
tion and beat tracking are also a prerequisite for being able
to extract tempo and timing-related features from recorded
performances (see below).

Feature extraction for music expression analysis:Research on
‘patterns’ in music performance presupposes the existence
of parametric dimensions over which these patterns can be
defined. That in turn requires that meaningful low-level
features be extracted from the performed music. Algo-
rithms have been and are being developed to process low
level information and to extract performance-relevant fea-
tures from audio recordings. These features (or ‘cues’) can
then be used to understand several characteristics of the per-
formances by means of, for example, statistical analysis or
machine learning techniques. This work is done mostly
by T5 partners DEI (Padova), DIST (Genova), and KTH
(Stockholm) (e.g., [31, 32]).

Identification of performers based on global performance features:
Regarding the utility and empirical validity of such fea-
tures, OFAI has recently managed to show in preliminary
experiments that given the definition of appropriate musi-
cal features and musical pattern recognition capabilities,
computers are capable of automatically recognizing and
classifying different performers [51, 52, 53]. A set of
basic features were identified that permit the automatic
discrimination and recognition of different performers
based on timing, dynamics, and articulation. In initial
experiments with real performance data, the methods
developed achieved an astoundlingly high level of clas-
sification/recognition accuracy — in fact, a level of
accuracy unlikely to be matched by human listeners under
comparable experimental conditions.

Estimation of parameters in performance rule systems:A
new mathematical method was developed for the esti-
mation of optimal parameter settings in the currently
best-known and most influential rule-based performance
model, KTH’s ‘Director Musices’ performance grammar
[37, 41]. In earlier experiments [38], it had been shown
how one particular parameter could be optimised. Newly
developed methods at DEI [65, 66] make use of the theory
of Hilbert space, by representing a performance or a rule
as a vector in a ‘performance space’ in which distances are
defined according to the perceptive characteristics of the
human ear and the fitting is obtained with an orthogonal
projection. Preliminary results confirm this methodology

and give a numerical idea of how near the selected rule
system can approach a real human performance. The
method also permits a comparison between the synthesis
produced by different rule systems.

Discovery of patterns in piano articulation: In joint research
by KTH and OFAI, detailed empirical (statistical) studies
on articulation patterns were performed on OFAI’s Mozart
sonata corpus [10]. The result is a set of new articula-
tion (staccato) rules that were integrated in KTH’s ‘Director
Musices’ performance grammar [8]. These results also con-
stitute a chapter in Roberto Bresin’s Ph.D. thesis at KTH
(2000) [7].

Discovery of patterns in note-level timing and dynamics:
Based on a new inductive rule learning algorithm devel-
oped at OFAI [59], a set of robust, general performance
patterns in timing, dynamics, and articulation, in the form
of note-level performance rules, were discovered. In ex-
periments with performances by different concert pianists
and music of different styles, it was shown quantitatively
that these rules generalise surprisingly well to other per-
formers and other styles and thus seem to represent truly
fundamental principles of note-level performance [61].

Models of vibrato: Vibrato is a key feature in life-like synthesis
of a variety of instruments and their expressive control [27].
At NICI, much progress was made in developing funda-
mental frequency extraction methods essential for the study
of the use of vibrato in music performance. This resulted
in an overview and implementation of state-of-the-art f0-
extraction techniques [46]. It was shown that with the use
of explicit knowledge more reliable f0-trajectories could be
obtained [47, 48]. This also resulted in a large database (ca.
400 performances) of audio recordings with fundamental
frequency and amplitude information for a wide variety of
instruments. At KTH, a computational model of violin vi-
brato was developed, based on measurements of Schubert
violin performances, and integrated into the Director Mu-
sices system at KTH [49].

Models of the performance of melodic ornaments:Ornaments
like grace notes, trills, etc. play an important role in much
of classical music. Also at NICI, a large study on music
performance was completed concerning the modeling of
grace notes in piano performance. Next to a number of
empirical studies [28, 54, 55, 56, 57, 64], this research
resulted in a model and web demonstration that can be
used as an exploratory and explanatory device for music
students, musicians, and researchers in music performance
[2, 3].

Extraction of expressive content from multimodal information:
Joint work between DEI and DIST is currently under way
that deals with the development of models and algorithms
for the extraction of high level, qualitative information
to recognize expressive content from multi-modal input
derived, among others, from a gesture recognition interface
[13, 12]. The analysis of expressive gestures from the per-
formers has to be performed from a multimodal perspective
(e.g. how to use information coming from the analysis
of expressive content in human movement to perform a
better and deeper analysis of expressive content in music
performances and vice versa).
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Parameter patterns related to emotional effects:Quite some
work is being done on the identification of performance
cues that seem directly related to emotional effects of
the music, both at DEI, Padova, and KTH, Stockholm.
Performers were asked to play pieces of music with
different ‘intentions’ (i.e., to convey different ‘moods’),
and statistical analysis techniques identified some rather
basic features in timing, dynamics, and articulation that
seem to account for a large proportion of the variance
related to these different artistic intentions. Based on
this, an abstract ‘control space’ was defined at DEI for
controlling and ‘morphing’ the expressive/emotive content
of musical performances [21, 14, 26, 19, 20, 15, 17, 18]. At
KTH, this research has led to the development of a set of
new, specialised ‘rule palettes’ within the Director Musices
system [9].

Relation to patterns in human motion: KTH is exploring dif-
ferent relations between biological motion and music. The
direct relation between gesture and tone were studied by
comparing arm and hand movements of drummers with
produced timing variations of simple drum patterns [23,
24]. Current work includes also investigations of the re-
lation between musicians’ movements and the musical ex-
pression as well as motion patterns of the turntable pro-
duced by scratchers performing typical patterns [35]. The
indirect relation between tempo curves and common hu-
man motion curves were investigated in a couple of studies.
The shape of the slowing down in the end of a piece (fi-
nal ritardando) was found to be similar to how people stop
from running [39]. When a hand gesture shape was used
for changing the tempo, listeners rated the music as more
gestural, human, musical and expressive than when a sim-
ple tempo shape was used [44]. The final ritardando curve
was then transferred back to human motion by applying it
to computer models of human walk [11].

All of this is currently ongoing work, and it is planned not only
to continue the research along these lines, but also to try to inte-
grate some of these specialised results into more comprehensive
models of expressive performance.

4. PLANS FOR PHASE II OF TASK T5

During the second half of the project, the efforts at discovering,
formalizing, and empirically testing the validity of relevant pat-
terns in musical performance (both at the sound level and at sym-
bolic levels) will be intensified. The problem can broadly be di-
vided into a number of major steps; all of these will be tackled
by the partners in T5, some in isolation by those partners best
equipped for the task, some in cooperation.

1. Definition of relevant expressive dimensions and classes of
patterns. That is the topic of the present report and can be
regarded as solved.

2. Acquisition and preparation of substantial amounts of em-
pirical data (detailed measurements of actual performances
by various performers on various instruments) on which
these studies could be carried out. We are well on our way
towards this goal (see above).

3. Development of audio and music analysis algorithms for
extracting the relevant features related to patterns of inter-
est. This requires expertise in audio / signal processing and

is being studied by the consortium partners specialized in
that area (e.g., DEI).

4. Search for quantifiable regularities and patterns. This is the
central task and will be pursued according to the different
research strategies outlined in section 3.3 above. As the
preliminary results listed in section 3.4 above indicate, a
wealth of new discoveries and models can be expected.

5. Formulation of quantitative models of these patterns (in the
form of mathematical models, predictive rules, etc.).

6. Systematic evaluation of these patterns in large and repre-
sentative corpora of musical test data. Again, the evalua-
tion may take different forms, depending on the research
approach taken (cf. section 3.3 above).

7. Based on this, development of novel computer-based tech-
niques for the analysis, control, and synthesis of ‘expres-
sive’ performances. The MOSART partners DEI and KTH
are already actively involved in such research.

8. Identification of opportunities and goals for future research
in this area, not least with a view to establishing this re-
search field (in which Europe has a definitive competitive
edge) as a topic of importance in the framework of Euro-
pean Community research. This will be a joint effort.

The MOSART consortium expects that automatic pattern dis-
covery and classification in music will become increasingly im-
portant, especially with the growing importance of content-based
manipulation techniques in the field of multimedia. It is our goal
to turn this into a generally recognised research area. The young
researchers financed by the MOSART network will play an impor-
tant role in these efforts.
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Abstract 
 

This report constitutes the first deliverable of the “Composition Tools” Task (T6) of the 
MOSART Research Network Project and an Interim Report on a Qualitative Analysis of 
Composers as Work conducted at the University of Sheffield in collaboration with Mosart. In 
it we document work towards defining a set of requirements for enhanced support for 
electroacoustic music composers. Electroacoustic music composition tools and systems 
selectively attempt to provide composers with services they require for music generation, e.g., 
for accessing, generating, organising and manipulating audio (and other) objects, which 
constitute the composition. However, a primary aim of composition software is also to create 
conditions in which composers can be creative in the use of these services. The evolution of 
composition software with respect to the former requirements has been dynamic and 
innovative, stimulated by continuing development of new programming and audio synthesis 
paradigms and techniques. However, we believe that the aim of providing a fertile 
environment for creativity has been largely ignored. Specifically, we believe there to be a 
need to establish a research base for enhancement of support within composition software for 
creativity. It is this aspect that is addressed by this report. In the first part of the report 
(chapters 2 and 3), we address the two questions: do research results exist already that can 
provide an effective research base, and if not, how should such research be conducted? 
Accordingly, chapter 2 provides a critical review of previous studies of composition and 
software to support composers, and the research methods used. In the light of this review, it 
then considers which research methodology will be most appropriate for further research into 
music generation systems. It concludes that there is need for studies towards a research base 
for enhancement of electrocoustic music composition software, such that creativity is better 
supported. Further, given the preliminary nature of such research, the methods used should be 
qualitative, with the aim of identifying the sensitising concepts. This preliminary study should 
involve observation of composers at work in naturalistic situations. A second phase is then 
envisaged which will involve both qualitative and quantitative methods used in tandem. A 
future aspiration is to devise software solutions to improve support for creativity, in which 
engineering research methodology will become appropriate. The second part of the report 
documents our experimental study of composers, in which we have applied the research 
methodology proposed. Chapters 3 and 4 respectively document and analyse a series of three 
experiments, conducted with progressive refinements to our research methodology. In each, 
composers were observed working in naturalistic setting over protracted periods of time. The 
main notions that emerged from the analysis of the rich data collected in this way are 
reiterated in chapter 5, the third part of the report, which concerns the software requirements 
motivated by this study. These concern: the value of the unexpected; the value of diverse, 
unfamiliar and idiosyncratic tools; the need for support for composers both as users and 
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programmers; the key role of new tools; the need for personal and shared know-how; the need 
for physical and visuo-spatial control of audio; support to allow users to multitask; and the 
support for holistic approaches to composition. The requirements which address these are then 
set out from the perspectives of: system architectures; object and process management; data 
and knowledge management; and composer-computer interfaces. The report concludes with a 
summary and identification future work toward elaborating the theories in this document and 
validating them through prototyping and evaluating composition systems and tools at 
Sheffield and DIKU. 
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CHAPTER 1 – INTRODUCTION 
 

 

1.1  Introduction 
 
This report constitutes the first deliverable of the 
“Composition Tools” Task (T6) of the MOSART 
Research Network Project (http://www.diku.dk/ 
research-groups/musinf/mosart/). 
T6 is a study of composition tools, through 
analysis of the state of the art, a requirements 
analysis, and the formulation and validation of 
new theories through the construction and 
evaluation of prototype composition tools. In this 
report we set out requirements, derived from the 
requirements analysis phase, which will form the 
basis for the subsequent theory testing through 
prototyping and evaluation of composition tools. 
The requirements presented are designed to 
support electroacoustic music composition, and 
have emerged through a qualitative study of 
electroacoustic composers at work, carried out 
mainly by the Sheffield Partner, through 
experiments and analysis conducted by Ralf 
Nuhn, a Research Associate funded by 
MOSART. The experiments have involved 
observing composers at work. Data collected has 
been analysed using grounded theory (Ellis 
1993), and the implications of the theory have 
been worked through with respect to software 
requirements.  
Aspects of this work have been facilitated by the 
Stockholm and Barcelona Partners. Specifically, 
Stockholm have provided video recording of 
composers at work, and Barcelona has facilitated 
data collection, by Mr Nuhn, through interviews 
with composers working there. More general 
contribution to this task have been made through 
the MOSART Network, through presentation 
and discussion of the research and its results at 
the three MOSART Workshops, held, 
respectively in Copenhagen, Padova and 
Barcelona. In particular, a Panel Session was 
held at the Barcelona Workshop to present and 
discuss views and issues relating to T6. Other 
partners, specifically, at DIKU Copenhagen, 
cART CNR Pisa, InfoMus DIST Genoa, DAIMI 
Århus, and Esbjerg, to various extents have 
contributed to the development of this report, by 
responding to the content of the initial draft from 
their various perspectives. 

Future contributions to this study are anticipated 
from complementary projects ongoing at various 
MOSART partner laboratories. Specifically, at 
DIKU there are three projects which have 
relevance to this study of composition tools. 
These are: the Pattern Play System (Murphy 
2002) (see Appendix B); the Timbre Engine 
project (Jensen 1999; Marentakis & Jensen 
2001); and a “digital turntable”, which is being 
researched by Tue Haste Andersen. The Pattern 
Play system is a composition tool that addresses 
directly many of the requirements that have 
emerged from the study documented in this 
report (see chapter 5). Compositions have been 
commissioned for the latter two systems, thus 
providing potential for further case study data. 
Other research within MOSART of relevance to 
T6 includes development of synthesized 
“conventional” instruments with enhanced 
physical and perceptual modifications for use by 
performers and composers. This includes work 
on synthesized piano (Bensa, Gibaudan, Jensen, 
&. Kronland-Martinet 2001; Bensa, Jensen,  
Kronland-Martinet, & Ystad 2000) at DIKU and 
CNRS-LMA. 
Note that the problem of specifying software to 
support music composition is not a conventional 
one, in that there does not yet exist a significant 
research base for this area, and the application is 
a creative and open-ended one. Thus, a key 
aspect of the study is to understand better the 
needs of creative workers in this area, and how 
creativity can be better supported by software 
environments. Consequently, there is no clearly 
defined problem to solve. Accordingly, we 
present speculative requirements, inferred from 
the sensitising concepts (Olaisen, 1991: 254) that 
have emerged through analysis of qualitative 
data. Thus, these embody grounded theories 
(Ellis 1993) for further research. 
The report is organized as follows. Chapter 2 
reviews related research and discusses research 
methodology issues. Our research has been 
conducted through a series of experiments in 
which we have observed composers at work in 
naturalistic settings. The design of these 
experiments is discussed in chapter 3 and a 
catalogue of the data collected is provided as 
Appendix A. A preliminary analysis of the 
experimental data is given in chapter 4. Finally, 
the software requirements for composition 

http://www.diku.dk/
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systems, derived from this analysis in chapter 4, 
are presented, followed by conclusions and 
recommendations for future work. Finally, a 
brief description of a complementary research 
project, the Pattern Play system (Murphy 2002), 
is given in Appendix B  
In this introductory chapter we establish the 
nature of the problem, (section 1.2) and overview 
the requirements analysis documented in this 
report. 

1.2   The Nature Of The Problem 
 
The nature of the problem of providing software 
support for electroacoustic music composers has 
two facets, since electroacoustic music 
composition software serves two purposes. 
Firstly, it must make available to the composer 
services by which she can create a composition, 
i.e., services to retrieve, manipulate and combine 
musical artefacts. Secondly, the software must 
provide an environment within which those 
services can be used creatively. 
Research into digital signal processing and the 
artist’s use of sounds is ongoing. Consequently, 
services relating to musical artefacts are volatile 
and evolving as new techniques and paradigms 
are integrated into composition software. This is 
evident, for example, in the proceedings of the 
annual International Computer Music 
Conference series (published by the International 
Computer Music Association), since these 
provide a showcase for new research in this area, 
including new audio-related techniques and 
composition software.  
The software environment within which those 
services are used creatively has largely been 
under-researched. Instead, software developers 
have applied current wisdom on what constitutes 
good software engineering. Accordingly, the 
evolution of composition software has largely 
paralleled the evolution of paradigms in software 
technology. Thus, early systems, e.g., csound 
(Moore, 1990) and cmusic (Vercose, 1985), 
supported asynchronous use and resembled 
assembler programming languages, whereas 
subsequent languages and systems first introduce 
higher-level abstractions, and later object 
orientation. Similarly, there has been a move 
from asynchronous to synchronous systems, and 
from text to graphical user interfaces. 
There are exceptions to the above, where 
composition software diverges radically from 
conventional software engineering wisdom. For 
example, Thonk (http://www.hitsquad.com/ 

smm/programs/Thonk/) generates sounds from 
audio files using granular synthesis techniques, 
and boasts that the user has “no control 
whatsoever” over the process. Thus, this tool can 
be used to generate unanticipated material to 
solve “writers blocks without them having to 
think at all”. However, such tools are the 
exception, and for the main part, composition 
software has followed a more conservative 
approach.  
We believe that this conservative approach to 
composition software design is flawed, since 
there is an inherent tension between principles of 
conventional software engineering and the 
requirements of creative composers (Clowes, 
2000; Eaglestone et al., 2001). This tension can 
be explained in terms of models of creativity in 
the literature. Creativity is often characterized by 
the notion of “divergent” as opposed to 
“convergent” thinking (Guilford, 1967), the latter 
being associated with relatively predictable 
logical activity and outcomes, the former with 
less logical and predictable activity and 
outcomes. Early pioneers of flight provide a 
simple example. These presumably initially 
worked by analogy with bird flight, and tried to 
devise effective flapping wings - a relatively 
convergent approach.  The breakthrough was to 
conceive of a solution in terms of a fundamental 
reconfiguration of elements of the problem, i.e. 
to drive air over a fixed wing - a relatively 
divergent approach.  The term "relatively" is 
important here, since a further breakthrough may 
diverge from the relatively convergent idea (now 
in common currency) of driving air over a fixed 
wing. Similarly, for example, a musical idea that 
is initially innovative (perhaps even shocking) 
can rapidly become a tired cliché once it 
becomes an established technique. The extent to 
which an idea may be thought of as "creative" is 
therefore time- and context-dependent. 
Instances of creativity are often thought to occur 
as a sudden perception or realisation, occurring 
when the person is not intensely focused on the 
particular problem. As Gregory (1987:171) has 
noted:  

"…our brains are at their most efficient 
when allowed to switch from phases of 
intense concentration to ones in which we 
exert no conscious control at all.”  

De Bono (1987) has described the first stage of 
thinking as the perception stage - how we look at 
the world, and the concepts and perceptions that 
we form; and the second stage as the processing 
stage - what we do with the perceptions. He 

http://www.hitsquad.com/
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considers that logic can only be used in the 
second stage since it requires concepts and 
perceptions to work upon.  
It may at first sight appear that computers are 
irrelevant to creativity - and particularly to De 
Bono's perception stage (De Bono, 1987) - in 
that they are better at convergent than divergent 
information processing tasks, and therefore have 
little if any role to play in supporting creative 
thinking. Arguably, to provide relatively direct 
computer-based support for creativity (as 
opposed to the more indirect forms of support 
currently available), we need further to develop 
knowledge representations and processes at a 
high level of abstraction, possibly entailing 
perceptual pattern recognition and matching to 
complement logical processing1, and entailing 
some element of "non-control", e.g. randomness 
and serendipity. 

1.3   An Overview of the 
Requirements Analysis Exercise 
 
Having discussed the nature of the problem, this 
subsection now overviews the way in which we 
have attempted to solve it. 
We have identified a clear requirement for a 
research foundation upon which environments 
that better support creativity can be based. 
However, determining how best to support 
creativity in general, and electroacoustic music 
composition in particular, is problematic. As 
Laske observes,  

“the kind of musical knowledge that, if 
implemented, would improve computer 
music tools is often not public or even 
shared among experts, but personal, 
idiosyncratic knowledge…the elicitation of 
personal knowledge and of action 
knowledge still awaits a methodology…” 
(cited by Polfreman, 1999:31).  

Thus, our initial research aim was to determine 
what research methodologies are most likely to 
be effective in establishing that research base.  
This study of research methodology is 
documented in chapter 2. The chapter provides 

an extensive review of research into the creative 
process of composition, from the perspective of 
the methodologies used. The conclusions drawn 
are that there does not currently exist a 
significant research base in this area on which to 
ground composition software. Consequently, 
research in this area should be viewed as 
preliminary, and should be based upon 
qualitative methodology in order to determine 
sensitising concepts (Olaisen, 1991: 254) of the 
problem. Further, we concluded that this study 
should be based upon empirical data collected 
through a study of professional composers 
working in naturalistic settings. 

                                                 
1 The importance of perceptual pattern 
recognition and matching in composition is also 
the focus of ongoing research within MOSART, 
specifically through experimentation with the 
“Pattern Play System” (Murphy 2002). A brief 
system description is given in Appendix B. 

The experiments that were conducted to collect 
data are described in chapter 3. Chapter 4 
presents the subsequent data analysis, and 
composition system requirements are derived 
from the analysis in chapter 5. 
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CHAPTER 2 – RESEARCH APPROACH AND 
METHODOLOGY 

 
 

2.1   Introduction 
 
This chapter explores issues relating to research 
methodology for the elicitation of software 
requirements for electroacoustic music 
composition tools. Specifically, section 2.2 
reviews research that already exists in which the 
nature of composition has been studied. The 
conclusions drawn are that this research is 
largely inadequate for our purposes, and thus we 
must conduct preliminary research towards 
establishing a research base upon which 
composition software can be based. Further, 
conclusions are drawn on which methodological 
research approaches may provide a more mature 
and appropriate research base. The main 
conclusion is that this research base can be 
provided through qualitative research in which a 
constructivist approach is taken. Specifically, 
this research should be a study of composition 
involving experienced composers working in 
naturalistic settings. The chapter concludes by 
defining the research approach and methodology 
that we have followed in deriving the 
requirements, presented in the proceeding 
chapters.  
This study of methodological issues is also 
presented in (Eaglestone, Ford, Nuhn, Moore, 
Brown, 2001) 

2.2   Related Work 
 
In seeking to identify requirements for 
composition software, we have sought related 
research upon which we can build. However, we 
have found that research into software support 
for creativity in electroacoustic (timbre-based) 
music composition is a largely neglected area. 
The few articles that do contribute to this area of 
study are discussed later in this section.  
However, there is a small, but more substantial 
body of research into the composition process 
for conventional (pitch-based) composition. This 
work is largely from a musicological or 

educational perspective. An excellent and 
comprehensive review of this work is given in 
Collins (2001). Collins identifies four theoretical 
perspectives taken in this work: stage theory; 
emerging-systems theory; information-
processing theory; and Gestalt theory. Stage 
theories model the composition as a staged 
process, e.g., preparation, incubation, 
illumination, and verification (Wallas, 1926), 
and mainly rely on biographical or 
autobiographical material. Thus, this approach is 
usually dependent upon “after the event” 
introspections or second source interpretations. 
Emerging-systems theories view composition as 
an evolutionary processes over a protracted 
period, and typically rely on case studies to gain 
insights. More controversially, information-
processing theories take a modelling approach, 
whereby composition is explained or understood 
by constructing computational systems, which 
produce characteristic outcomes. Thus this 
approach is used for analysis through re-
synthesis. In each of these cases, the approach 
reduces composition to a procedure. Though this 
may be useful in understanding specific 
compositions in retrospect, we believe that it 
cannot form a basis for composition software. In 
general, it is clearly inappropriate for 
composition software to constrain composers by 
imposing “best practice” or characteristic 
working methods and procedures. However, we 
concur with Collins (2001), that Gestalt theories 
provide a more promising basis, since the focus 
is on organizational aspects of problem 
components, and creativity through re-
configuration of those components.  This 
approach is therefore compatible with the model 
of creativity as divergent associations through 
flashes of inspiration, discussed in the previous 
section. However, most work in the area has 
focused on perception of music, rather than 
composition. 
Empirical studies are widely used in audio and 
music perception research, but rarely to research 
the composition process (Sloboda, 1995).  Also, 
the instances in which this has been applied, e.g., 
using think-aloud protocols and computer-based 
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data collection, reveal the difficulty in obtaining 
valid results. Again, Collins (2001) provides an 
excellent survey of empirical studies in this area. 
This work falls mainly into two categories, the 
collection of case study data, e.g., through think-
aloud protocols as a professional composer 
composes (Reitman, 1965), or “close to the 
event” documentation (Eaglestone et al. 1993, 
Collins 2001), and collection of data through 
controlled experiment e.g., by setting a group of 
people an exercise, such as composing a 
monophonic tune. The subjects of the latter type 
of study were typically students, sometimes 
children and often musically untrained (e.g., 
Bamberger, 1977; Davidson & Welsh, 1988). 
Collins also identifies the development of data 
collection techniques, “from interviews with, and 
anecdotal evidence of, composers through to a 
reliance upon the use of verbal protocol 
techniques, the use of audio-tapes, and most 
recently computer-based data collection 
systems”, but stresses the following limitations 
to the scope and depth of the empirical studies. 
There has been very little “time-based” analysis, 
or studies in naturalistic settings. Collins’ 
explanation of the latter limitation is that “so-
called scientific objectivity, claimed by 
researchers, has been flavoured by their 
background as experimental psychologists rather 
than musicians”.  Very few studies go beyond 
observation of trivial composition exercises, e.g., 
short monophonic composition, the studies in 
Reitman (1965) and Collins (2001) being the 
exceptions. Finally, most studies have used only 
crude and simple sound sources. 
The nature of creativity in electroacousic music 
composition is largely unresearched, though 
there exist a number of reflective and 
introspective papers on the requirements of 
individuals, often with proposals for future 
research directions. An example is Emmerson 
(1989). Emmerson elaborates a model of 
composition, the core of which is a cycle of 
action, i.e., generation of a musical artifact, and 
test, i.e., evaluation of the artefact. His 
elaborations introduce an awareness of the 
importance of a community and individual 
“knowledge base” and sources of inspiration. He 
uses this model to motivate a manifesto for 
future research, centred on the idea that the 
electroacoustic music community should 
establish an experimental analysis as a partner to 
experimental composition.  
Electroacoustic music composition provides an 
interesting instantiation of the creative process. 
Further, the music community has embraced new 

technologies throughout the ages, and in 
particular, composition systems attempt to 
provide environments within which creative 
thought is likely to occur. However, there is a 
lack of empirical studies in this area. Two rare 
examples of early work are the Tema project 
(Eaglestone, 1994; Eaglestone et al., 1993) and 
the survey of composers’ attitudes to the 
software they use, in Clowes (2000). Both 
studies attempt to address general difficulties of 
investigations in this area. These include lack of 
standards in electoracoustic composition (e.g., 
notations, languages, modalities, instruments, 
etc.), the libertarian, individualistic and 
revolutionary culture, the often aggressively 
individualistic, secretive, idiosyncratic and 
subversive psychology of composers, and the 
volatile, multi-platform and experimental nature 
of the technology.  
The Tema project (Eaglestone 1994, Eaglestone 
et al. 1993) was an analysis of composition 
methods used to create Tema, a piece of electro-
acoustic ballet music composed in 1986 by 
Tamas Ungvary and choreographed by Peter 
Raijka. Music and choreography were created 
using the Nuntius music-dance system (Ungvary 
et al. 1992), a file-base system with subsystems 
for composer and choreographer, and 
architectural features and interfaces to allow 
them to work co-operatively. The composer's 
system comprises a library of software tools for 
sound creation, manipulation, analysis and 
auditioning. However, Nuntius lacked direct 
support for the creative process, as is still typical 
of current composition systems (see proceedings 
of the ICMC throughout the years).  
Data for this study was Ungvary’s diary in which 
he recorded technical and "human" details, 
including all computer interactions with 
composition software during the composition of 
Tema, and the motivations and method behind 
each program evocation. Thus, Ungvary 
provided unique insights into the creative 
process. The scope of this study was clearly 
limited, since it is impossible to generalise from 
a single case study how composers compose, or 
even how Ungvary composes. However, given 
the rarity of such material, the exercise provides 
valuable insights.  
A modeling approach was taken, using methods 
associated with software engineering (Chroust 
1989), i.e., analysis of transformations to identify 
objects, events and transitions, followed by 
generalization of activity descriptions to derive 
an object-oriented conceptual model. This was in 
effect a Gestalt-like approach in so far as it 
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related to the re-configuring of problem 
components, as opposed to a process model. This 
model thus provided a framework for a particular 
composition style. However, with hindsight, the 
researchers now believe that the main value of 
this study was the qualitative research through 
study of electroacoustic composition in a 
naturalistic setting. 
The diary was analysed using methods 
associated with software engineering (Chroust 
1989). Transformations were analysed to identify 
objects, events and transitions. Activity 
descriptions were generalised, and finally an 
object-oriented conceptual model was derived to 
provide a general framework for a particular 
composition style. 
The analysis was from the perspective that there 
are similarities between artistic design and 
engineering, and therefore features of 
engineering support technology may be usefully 
adapted for use by artists. However, it became 
clear from the study that intuition rather than 
methodology directed the composition process, 
often within the context of methodical 
techniques, such as problem decomposition. 
Further, the design method was phase-oriented 
(sounds were assembled, then textured and 
reverberated).  
The analogy apparent was of a painter mixing 
materials to form new colours and applying them 
to the canvas to form the artwork. It was also 
apparent that transitions between object states 
were of interest as well as the objects 
themselves. These constituted the composition 
techniques and skills (the artist’s technical know-
how), which were reused when results were 
satisfactory. This reflected the experimental 
nature of the creative process. Ungvary was 
often "feeling for" that which worked through 
trial and error, rather than simply implementing 
his conception. As Ungvary stated: 

"Errors will often produce the most 
artistically interesting results!" (Ungvary, 
Personal communication).  

Finally, we observed that both materials and 
techniques were frequently reused. This reflects 
an aspect not identified in our model of 
creativity, i.e., that of accumulating individual 
and community know-how which provides both 
knowledge of resources and proficiency in using 
the tools and techniques. 
It was also observed that Ungvary experienced 
problems of object and process management that 
are effectively addressed by engineers' support 
systems. He experienced difficulty in keeping 

track of and retrieving objects, and in operating 
the various user interfaces that had to be 
navigated. These problems are a distraction from 
the creative process, and enhanced object and 
process management support is likely to be 
beneficial. 
The results of this initial study (Eaglestone et al. 
1993) were an object model of the composition 
process, a prototype support system with abstract 
workspaces configurable to fit different ways of 
working, and a repository of artifact versions, 
processes and techniques. In particular, these 
aimed at better support for ad hoc 
experimentation, by retaining versions of objects 
and recording the processes applied. Also, the 
data model used reflected our conception of 
creativity as a divergent process, since it allowed 
high-level design objects (e.g., sounds, tools, etc) 
to be associated by composition events, in an ad 
hoc manner. 
The second study (Clowes 2000) is a recent 
follow-up to the Tema project, in which attitudes 
of composers to electroacoustic music 
composition tools were surveyed using 
qualitative and quantitative research methods, 
including questionnaires, interviews and the 
mining of Internet discussion group archives. 
Here we summarise a part of that survey, that 
specifically relates to the generalised model of 
creativity in section 2. 
The study explored the research question, "is 
composition of electroacoustic music made a 
more intuitive process through parameters that 
correlate with human perception, rather than 
phenomena suggested by spectral analysis, and 
input devices that are closer to the musical 
background of the composer?" A motivation was 
also to review findings of the Tema project in 
light of recent technological advances, and to 
broaden the scope of the study. Whereas the 
Tema provided an analysis through an in-depth 
study of a single case study, Clowes attempted to 
test the validity of its conclusions by surveying a 
wider population of composers. Study methods 
included in-depth interviews, questionnaires 
(returned by 30 composers), and mining of 
Internet-based discussion groups for 
electroacoustic composers to identify issues 
raised. 
Of the composers surveyed, it was noted that 
they are often skilled software engineers and 
programmers for whom control over the whole 
composition process is more important than user-
friendly interfaces. Clowes anticipated that they 
would be predominantly intuitive or 
methodological, and the latter would experience 
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greater frustration with current composition 
software if it did not enable them to apply their 
predetermined methods. However, in practice the 
subjects rejected this crude classification. The 
consensus was that composition is a mix of 
intuition and methodology (as in Tema). In fact 
we felt that the different modes of composition 
were better characterised by an alternative 
classification, proposed on an internet mailing 
list for electroacoustic music composers 
(cec.discuss), as "pure realisation" and "voyage 
of discovery". These respectively correspond, for 
example, to those traditional composers who 
transcribe the conception straight to the score 
and those who "doodle", for example, at the 
keyboard, seeking ideas and inspiration.  
A further preconception was that the semantic 
gap between conceptualisation (in the mind) and 
realisation (in the software) would be a major 
impediment to creativity. However, this was 
found to have positive connotations and 
reinforced a theme that emerged throughout the 
study, that software limitations can be turned to 
advantage. This argument was nicely 
summarised by three of the subjects:  

“…computer systems are not neutral…The 
holy grail of a universal representation is a 
fantasy and has nothing to do with 
creativity” 

“a good representational system challenges 
one to broaden one's experiential 
knowledge and thereby creates correlations 
of its own” 

“something that doesn’t relate directly is 
more likely to produce results that will 
surprise me (the composer) - something 
that I wouldn’t have thought of on my own. 
This is very important to me”.  

One subject expressed this desire for inspiration 
through “accident” in a more general sense: 

“being an intuitive composer I have often 
found that my best results have happened 
while playing with software that I did not 
fully understand, adding a random element 
of mystery to the outcome”.  

This contrasts interestingly with the traditional 
concept of composer as the “virtuoso player” of 
an orchestra! 
Subjects also saw software environments as open 
and extensible in a modular manner. Thus 
limitations of one tool or system are potentially 
overcome by other complementary software: 

 “Operational limitations are important 
because with the right collection of 
operationally limited stuff you can envisage 
a job that needs doing and do it. It is a 
modular way of operating” 

“…in electroacoustic composition one is 
not limited to a single instrument - what I 
can’t accomplish using NoteWorthy I can 
often do using CoolEdit…”.  

There also emerged a tension between the 
underlying principle that compositions are 
essentially conceived in the mind and realised in 
audio signals, and the influence on the composer 
of specific software. The former purist view was 
succinctly expressed by the following two 
quotes: 

“…relating to a computer during the 
compositional … phases of music creation 
is anathema and inevitably destroys my 
muse”;  

“The ability to execute whatever idea one 
conceives …is the ability to get away from 
tools….this requires an understanding of 
the underlying mathematics and signal 
processing and computer science so that 
one can devise the algorithms and software 
needed…”.  

Whereas, the latter pragmatic acknowledgement 
of the real situation was expressed as: 

 “The overall modus operandi of music 
software and its idiosyncratic ways of 
executing tasks cannot fail to have an 
influence on the composer. It is important 
to have an awareness of such influences 
…to maintain any sense of compositional 
freedom”. 

Other issues surveyed related to interfaces and 
visual representations of musical artifacts. There 
was evidence that composers wished to move 
beyond the constraints of conventional interface 
hardware - a number of subjects invented novel 
hardware. Similarly, there was evidence of 
dissatisfaction with representations, though 
subjects did find spectrum and waveform 
visualisations useful abstract representations of 
macro-structures. 
The above two studies should be seen as 
representing a modest start to investigations in 
this area. However, they do provide experience 
in use of methodology, in addition to their 
tentative research results. 
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In summary, creativity in composition is largely 
under researched, particularly from the 
perspective of composition software. Analysis of 
composition according to Gestalt principles 
provides an approach that we believe warrants 
further investigation. In particular, future 
research should establish knowledge through 
study of composition in naturalistic settings. 
Data collection methods have evolved, but 
observation from multiple perspectives and using 
multiple media may well introduce analysis 
problems, and a need for the development of new 
techniques, for example for time synchronization 
of multiple data sources. 
A variety of methods have been used in the 
research reviewed, which poses the questions, 
which have the greatest efficacy, in which 
situations should they be used, and how can they 
be best used in combinations to achieve 
triangulation. We explore these questions in 
greater depth in the following section. 

2.3   Choice of methodological 
approach for the study 
 
The preceding review has highlighted that, 
although there exists research into the 
composition process, this largely fails to address 
the problems of how it is best supported by 
software. Hence, there is a need for further 
studies of composition, but from a software 
development perspective. This in turn begs the 
question, how should such studies best be 
conducted? 
In general, lack of knowledge, which 
necessitates the conduct of research, may 
arguably be thought of as a curtain preventing us 
from viewing the reality beyond – or (if we do 
not accept such an objective notion of “reality”) 
the relativistic perceptual and conceptual 
constructions – that we seek to understand. Our 
knowledge may range between two extremes, 
which to some extent map broadly onto so-called 
“quantitative” and “qualitative” research 
approaches (we use these terms as shorthand for 
complex clusters of often- associated research 
parameters, acknowledging that to do so risks 
over-simplification). Once knowledge, which 
establishes the nature of the problem, is in place, 
further engineering approaches then become 
appropriate for invention of technological 
solutions. These tend to fall into the modelling 
and empirical research categories. In the current 
situation our concern is primarily to elicit 

knowledge of composition, the invention phase 
being a future aspiration. 
There are two further aspects to the problem of 
acquiring new knowledge: how does one 
understand the instance, and how does one gain 
generic knowledge? Quantitative approaches 
may be thought of as scattered pinpricks in the 
curtain, allowing clear and deep, but narrow and 
unconnected views through to the reality (or 
relativistic constructions) beyond. This limitation 
stems from the fact that much quantitative 
research is based only upon that which is 
controllable and measurable, and thus omits, for 
example, the complex human dimension. Thus, 
in the music domain, quantitative approaches 
may establish simplistic generalisations on 
composition through identification of statistically 
verifiable correspondences between the activities 
of composers, but will not deliver a deep 
understanding of how any individual composes. 
Qualitative approaches may be characterised as 
more extensive areas where the curtain is 
thinned, allowing complex, inter-connected but 
hazy shapes to show through, inviting us to trace 
them onto the curtain, elaborating their detail to 
depict what we imagine them to represent. Thus, 
such techniques will deliver in-depth 
understanding of instances of music 
composition, in much of its human complexity, 
but without necessarily leading to reliable 
generalities. 
Therefore, the results of qualitative and 
quantitative approaches are complementary and 
should often be used in tandem, recognising the 
merits of combining the advantages of different 
research approaches. For example, there may be 
advantages in combining a quantitative study of 
the work of a sample of composers, with a 
qualitative case study (as in (Clowes, 2001). This 
will allow generalizations to be validated against 
the characteristics of instances, and vice versa. 
This methodological pluralism may take forms 
ranging from a belief – following Feyerabend 
(1975) – that any one paradigm is as good as any 
other (methodological relativism), to one in 
which differences between approaches may be 
used positively – for example, to map different 
paradigms onto different types of problem; to 
encourage critical constructive dialogue on 
common phenomena from the different 
perspectives afforded by different paradigms; or 
to blend different paradigms within a single 
study. However, at the same time we 
acknowledge that there are counter arguments to 
the above idea of triangulation. Burrell and 
Morgan (1979), for example, suggest that: 
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"Contrary to the widely held belief that 
synthesis and mediation between paradigms 
is what is required, we argue that the real 
need is for paradigmatic closure." 

Olaisen (1991) considers the difference between 
problems that may be characterised in terms of 
"what we know that we don't know" as opposed 
to "what we don't know that we don't know". The 
former category represents what may be 
described as "taking the next logical step" in a 
research area, as opposed to approaches in which 
the bounds of the problem are surrounded by 
more uncertainty, and the results are less 
susceptible to precise anticipation. Such a focus 
arguably entails relatively convergent thinking in 
comparison with the type of thinking that is 
appropriate to the second type of problem. 
Olaisen (1991) considers that the "what we don't 
know that we don't know" type of problem is 
characterised by high-complexity, an emphasis 
on social-intuitive as opposed to more logico-
mathematical analysis, and "sensitising" as 
opposed to "definitive” concepts. Sensitising 
concepts (Olaisen, 1991: 254) are somewhat 
tentative and speculative concepts that: "... offer 
a general sense of what is relevant and will allow 
us to approach flexibility in a shifting, empirical 
world to 'feel out' and 'pick’ one's way in an 
unknown terrain." Approaches geared towards 
this type of problem, and to developing 
sensitising concepts arguably entail relatively 
divergent thought or what we have referred to 
above as creativity. In an extreme form, this 
approach represents what de Bono (1987) has 
termed "lateral" thinking. It must, however, be 
acknowledged that creative thinking may also 
entail levels of convergent, as well as divergent 
thought (Ford, 1999), and that assuming any 
exclusive creative/divergent correspondence 
would be over-simplistic. 
We argue that the state of our knowledge in the 
field of musical creativity – at least at the level 
of complexity that forms the focus of our 
research interest – is not yet well endowed with 
definitive concepts offering the certainty, control 
and anticipation appropriate to relatively 
quantitative research approaches. Rather, the 
field is characterised by the need to establish 
exploratory and relatively tentative sensitising 
concepts. Our belief is that the complementary 
use of the strengths of different approaches used 
in combination will be both desirable and 
necessary. Our argument here is that the 
integration of relatively quantitative approaches 
will be more appropriate at a later stage. An 

analogy may be seen with software engineering. 
The Multiview methodology is a combination of 
soft systems methodology and structured 
techniques, based on the theory that the former 
relatively qualitative technique must precede the 
latter modelling approach in order to establish 
the nature of the problem. 
We are aware that either a qualitative or 
quantitative approach if used in isolation risks its 
own characteristic limitations. Quantitative 
research without qualitative mediation may often 
produce highly reliable answers to highly 
meaningless questions. But without some 
element of quantitative testing, the subjective 
analysis of introspections, typical of qualitative 
research, may often supply highly meaningful 
questions with highly unreliable answers. Some 
balance and integration must be achieved 
between the two extremes. 
In summary, this section has argued for research 
based upon both qualitative and quantitative 
approaches to establish a research base for 
composition software support for creativity. 
However, it has also identified a need for a 
preliminary phase of study which is 
predominantly qualitative, so as first to identify 
the sensitising concepts for this domain, and thus 
better establish the parameter of the research area 
and research “tools”. Further, taking into account 
our conclusions to the review of related work, we 
identify an immediate need for qualitative 
studies of professional and expert composers “at 
work”. 
In the following section we illustrate and 
evaluate the application of the above strategy by 
describing and justifying the research 
methodology for our on-going research. 

2.4   Methodology and Experi-
mental Design 
 
Our choice of research methodology to establish 
a research base for composition software support 
for creativity was problematic (Eaglestone et al, 
2001). As Laske observes,  

“the kind of musical knowledge that, if 
implemented, would improve computer 
music tools is often not public or even 
shared among experts, but personal, 
idiosyncratic knowledge…the elicitation of 
personal knowledge and of action 
knowledge still awaits a methodology…” 
(cited by Polfreman, 1999:31). 
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From our study of related work and research 
methodology, we concluded that both qualitative 
and quantitative approaches are appropriate. 
However, there is a need for a preliminary phase 
of study that is predominantly qualitative, so as 
first to establish the basic parameters of the 
research area and research “tools”. Further, we 
identify an immediate need for qualitative 
studies of professional and expert composers at 
work. We then envisage a second phase, in 
which both qualitative and quantitative methods 
will be used in tandem. Research-based 
invention of software devices to improve support 
for creativity are therefore a future aspiration, at 
which stage engineering methodology will also 
become appropriate. 
A naturalistic and holistic approach was taken to 
the research on both theoretical and pragmatic 
grounds. At a theoretical level, arguably (see 
Ford, 1999 for a review) a mapping can be made 
between (a) a relatively holistic approach to 
perception and information processing and (b) 
creativity or divergent thought. At a practical 
level, this approach is particularly appropriate to 
the investigation of problems and phenomena 
which are not clearly understood and do not 
benefit from a large body of existing theory. 
Arguably what is required most urgently in this 
field is what Olaisen (1991: 254) has termed 
sensitising (as opposed to more definitive) 
concepts. These are somewhat tentative and 
speculative concepts that: 

"... offer a general sense of what is relevant 
and will allow us to approach flexibility in 
a shifting, empirical world to 'feel out' and 
'pick one's way in an unknown terrain." 

Research aimed at discovering sensitising 
concepts is particularly appropriate for 
discovering "what we don't know that we don't 
know" as opposed to "what we know that we 
don't know", the latter arguably benefiting more 
from the relatively analytic and atomistic 
research more characteristic of the physical 
sciences. 
The study sought to investigate the phenomenon 
of creativity as a complex holistic interaction of 
factors - including the "natural ecology" of the 
phenomenon as it takes place within a broader 
relatively naturalistic context. Multiple 
perspectives of the phenomenon under 
investigation were sought. 
The research design of the first phase of our 
investigation evolves around in-depth case 
studies of only a few composers. Our approach 
follows the naturalistic paradigm as described by 

Lincoln and Guba (1985), which stresses the 
existence of multiple constructed realities and 
the need to remain true to context. 
A central aspect of this naturalistic paradigm is 
the triangulation of different data gathering 
methods. According to Erlandson et al. (1993), 
triangulation leads to credibility of the 
naturalistic inquiry, and hence increases the truth 
value of the study. The term credibility replaces 
the notion of “internal validity” in a more 
conventional inquiry. 
An equally important feature of the naturalistic 
mode of inquiry is the absence of a clearly 
defined hypothesis before the data collection 
begins. Consequently there is no predefined goal 
how to analyse the data, but data collection and 
data analysis are an interactive process, and in an 
ideal situation, theory will emerge from the data 
alone.  
The data generated was extremely rich, and in 
particular the multi-source computer data posed 
difficulties in terms of manageability and 
synchronization. In particular it was difficult to 
examine data with the intent of reconstructing 
the composition process in a procedural way. 
Instead, we chose to analyse data in a non-linear 
way by coding different sections of all data types 
produced and placing them into different 
categories. We then established relationships 
between the different categories that formed the 
basis for our attempt to derive models of the 
compositional process. Thus, we applied the 
spirit of a qualitative grounded theory approach, 
as expounded by Ellis (1993):  

“The model derived should organize the 
features or the data in a coherent form that 
relates both to the perceptions and concepts 
of those studied and to the viewpoint that 
the researcher is developing. In that sense, 
although the concepts are derived from the 
data, they are not simply a restatement of 
the data. In developing the model with its 
attendant categories, properties, and 
relations, the researcher embodies the 
perceptions and activities of those studied 
in the model but in a way that allows them 
to be understood in other terms.” 

Accordingly, rather than attempting a procedural 
or comprehensive model of creativity in timbre-
based computer composition, the following 
analysis identifies sensitising concepts which 
more clearly establish parameters of the problem. 
Further, we concentrate on those emerging 
aspects that have not yet been looked at in 
previous studies in favour of more obvious and 



T6 (1st Deliverable) Requirements Specification    Version 1.0 (22 July 2002) 

previously discussed aspects of creativity, such 
as the role of serendipity. However, where 
appropriate we discuss findings of this study 
with reference to previous studies in the 
electroacoustic area. 

2.5  Conclusions 
 
In this chapter we have identified the need for a 
research base for enhancement of electroacoustic 
music composition software, such that creativity 
is better supported, and discussed how this 
research arguably should be conducted. 
Weaknesses of most related studies of 
conventional (pitch-based) composition have 
been the reliance on “after the event” 
introspections and observations of composition, 
or experimental data collected from unnatural 
settings through over-simplistic composition 
exercises, involving non- expert composers. 
Further, these have been from educational and 
musicological perspectives, and have not 
addressed software requirements. The procedural 
explanations derived in this work fail to provide 
a realistic basis for software support, since this 
should be enabling, rather than prescriptive. We 
therefore identified a need for future research 
into electroacoustic music composition involving 
expert composers in naturalistic settings, 
possibly taking a Gestalt perspective. 
Further, we argue that given the preliminary 
stage of this research, a qualitative research 
approach should initially be taken, in order to 
identify sensitising concepts which will more 
clearly establish the parameters of the problem 
and methods that should be used. We then 
envisage a second phase, in which both 
qualitative and quantitative methods will be used 
in tandem. Research-based invention of software 
devices to improve support for creativity are 
therefore a future aspiration, at which stage 

engineering methodology will also become 
appropriate. 
Finally, the paper has described methodological 
issues relating to our on-going research aimed 
towards establishing a basis for composition 
software enhancement, and specifically, the 
research by which the software requirements 
presented in this report were derived. This study 
involves observation of professional composers 
at work. Though we have been able to derive a 
number of conclusions concerning the nature of 
software support for composition, and hence the 
software requirements, we still view our research 
as currently at a piloting stage, in which much 
attention is being given to the refinement of the 
methodology and research instruments. A 
number of principles are emerging from this 
pilot study. These include: observation from 
multiple perspectives is necessary, since a single 
view, e.g., computer interactions only, can give 
misleading clues; a more complete picture is 
given by observation through multiple 
complementary views, but care must be taken to 
use data collection methods adapted to the needs 
of the composer, since data collected in an 
unnatural or uncomfortable setting may be 
meaningless; the relationship between the 
researcher and subject is of great importance, 
since it will determine the openness of 
composers, both conscious and subconscious, to 
the observer; and finally, our initial work has 
very strongly confirmed to us that getting inside 
the mind of a composer is a very difficult 
research problem. 
The experiments conducted using the above 
research methodology are described in the 
following chapters. Complementary research is 
also underway, primarily at DIKU, into 
perceptibility of music structures, and associated 
audio and music representational and control 
issues. 
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CHAPTER 3 – EXPERIMENT DESIGN 
 

 

3.1   Introduction 
 
This chapter describes in turn the design of the 
first three experiments of our ongoing research 
conducted so far. Further, we critically review 
the design and research methods of each 
experiment and justify the changes made to the 
design during the course of our research. The 
data collected in the course of these experiments 
is catalogued in Appendix A. 
These experiments constitute the first phase of 
our on-going research into electroacoustic music 
composition. In this work we are applying the 
strategy argued in the preceding chapter, i.e., we 
are taking a qualitative approach to analysis of 
data collected through observation of composers 
at work. In subsequent phases we will test the 
theories that emerge from analysis of the data 
collected in these experiments, through the 
construction and evaluation of prototype 
composition software. 
This first phase of our investigation consists of 
in-depth case studies of only a few composers. 
Our approach follows the naturalistic paradigm 
as described by Guba and Lincoln (1985), which 
stresses the existence of multiple constructed 
realities and on the need to remain true to 
context. 
As mentioned in chapter two, all three 
experiments evolve around ‘on-site’ observations 
of professional electroacoustic composers. In 
line with the naturalistic paradigm, our 
experiment design did not constitute a static, 
inflexible framework but has evolved over the 
period of our research and several adjustments 
have been made to optimise the data gathering 
and analysis procedure. In short, data analysis 
and data gathering are interactive processes. 

“The principle of interaction between data 
collection and analysis is one of the major 
features that distinguishes naturalistic 
research from traditional research […]. The 
human instrument responds to the first 
available data and immediately forms very 
tentative working hypotheses that cause 
adjustments in interview questions, 
observational strategies, and other data 

collection procedures. New data obtained 
through refined procedures, test and 
reshape the tentative hypotheses that have 
been formed and further modify the data 
collection procedures.” (Erlandson 1993, p. 
114) 

3.2  First Experiment 
 
Based on results of previous research and 
personal experience of the researchers involved, 
we tried to benefit from the notion that 
electroacoustic composers often regard 
externally imposed limitations as welcomed 
challenges around which to design their 
compositional strategies (e.g., in Eaglestone et 
al. 2001). Our brief for the composers was 
therefore to compose a piece of electroacoustic 
music in a single day, using their own familiar 
configurations of computer hardware, software 
and audio systems. We saw that as a fairly 
natural and acceptable imposition which would 
allow us to be present with the composers during 
the entire composition process. However, we use 
the term “fairly nature” advisedly, since the 
requirement to compose a piece over a single day 
in itself may have introduced time pressures, 
leading to different working practices. 
With the rationale to make the process of 
verbalisation as unobtrusive and natural as 
possible, in the first data collection exercise, two 
composers working together on a single 
composition were observed.  

3.2.1  Verbal Protocol  
 
Sloboda (1995) strongly favours think-aloud 
protocols - “to have a living composer speaking 
all his or her thoughts out loud to an observer or 
a tape recorder while they are engaged in 
composition” - as the most effective data 
gathering method to capture the nature of the 
compositional process.  
However, Sloboda himself, as well as other 
researchers, point out that, the think-aloud 
protocol is not without dangers. In particular 
when utilising a concurrent protocol, 
verbalisation can affect the compositional 
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process in as much as it can negatively interfere 
with the creative flow. 
With the rationale to make the process of 
verbalisation as unobtrusive and natural as 
possible, in the first data collection exercise, two 
composers working together on a single 
composition were observed. The subjects were 
selected because they are used to composing in 
collaboration with others, and also they have 
complementary approaches, one being 
methodically oriented and the other intuitive, or 
to put it in different terms, one being an 
academic composer the other one a non-
academic composer. 
This idea does not only reflect the notions of 
dialectic synthesis and maximum variety 
sampling pertinent to the naturalistic paradigm, 
but it also echoes our ideological position, which 
is to bridge the gap between academic and non-
academic sectors of timbre based music. For a 
comprehensive analysis of the cultural gap 
between these two factions the reader is referred 
to Cascone (2000). 

3.2.2  Video camera recording 
 
In addition to the use of verbal protocols, 
discussed above, we also videotaped the 
composition scenario. The recording of the 
physical interaction between the two composers 
as well as between composers and computers 
(i.e. physical computer input devices) addresses 
Ericsson’s and Simon’s findings, that when 
subjects are involved in physical manipulation 
they "appear to lack a mediating symbolic 
representation that can be readily encoded into 
the verbal code" (cited by Collins, 2001:102). 
Hence, the videotaping should be regarded as a 
complementary method to the verbal interaction 
protocol. 

3.2.3  Computer data 
 
The composition tools themselves produce the 
most obvious source of data in computer music 
composition. In prior process-based research of 
conventional music composition, computer data 
have mainly been used in the form of MIDI save-
as files, audio files and screenshots. 
We believe that this snapshot approach is too 
fragmentory and also puts an unnecessary burden 
on the composer’s mind, because she has to 
constantly consider what is a noteworthy 
development within the composition process. We 
have therefore introduced a permanent capturing 

of the composition process by simply connecting 
a video recorder to the video output port of the 
computer. This provides a remarkably rich 
record, not only of the evocation of software 
processes, but also of some of the nuances 
apparent in the intervening manipulations of 
input devices, e.g., hesitation and hovering over 
icons, and their relative timing. 

3.2.4  Interviews 
 
At the end of the one-day composition scenario 
we conducted an unstructured, reflective 
interview where topics and incidents that have 
arisen during the task were reflected on. 
Further, we resorted to semi-structured 
interviews, which took place on a separate 
meeting before and after the one-day 
observation. These interviews provided 
background information about the composers 
and covered more general composition related 
areas, such as the relationship between composer 
and computer, and attitudes to computer music 
composition. In particular we tried to shed light 
on those lengthy periods of time that are difficult 
to monitor, where composers gain inspiration for 
compositions. 
A distinctive feature of our interview technique 
is the encouragement of respondents to enrich 
their answers with metaphors. We believe that 
metaphors are a very powerful tool to mediate 
meaning between respondent and researcher or 
between a person’s interior world and the 
exterior reality. We would like to join Eisner 
when he discusses metaphor:  

“What is ironic is that in the professional 
socialization of educational researchers, the 
use of metaphor is regarded as a sign of 
imprecision; yet, for making public the 
ineffable, nothing is more precise than the 
artistic use of language. Metaphoric 
precision is the central vehicle for revealing 
the qualitative aspects of life.” (cited by 
Janesick, 2000:380)  

3.2.5  Experimental Setting and 
Constraints 
 
The first experiment took place in a large studio 
space at Middlesex University, because both 
composers were familiar with and fond of that 
space and it also provided all the facilities 
needed for our experimental set-up, in particular 
two computers with a video output port. 
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As mentioned before, the compositional 
boundaries for the composers were set by time 
restriction of one day and we also asked the 
composers to use a collection of roughly 80 
sound files provided by the researcher. This 
second imposition was introduced with the 
rationale of having a constant parameter that 
would make the triangulation of different similar 
experiments more effective and also to 
compensate for the short period of working time. 
In order to stay true to our naturalistic objective, 
the composers were involved in defining the 
situation within which they worked. In 
particular, we adopted their request to work on 
separate computers for the most part of the 
composition process. 
However, we note that our naturalistic objective 
is an aspiration which is relative to the subjects, 
since any constraint imposed may conflict with 
the composers’ chosen working situation. Thus, 
in this experiment, the naturalistic environment 
is compromised by both the time constrain and 
the requirements to work with pre-specified 
sounds. 

3.2.6  Reflections on Experiment One  
 
The working process between the two composers 
went extremely smoothly and both assured the 
researcher that they felt the situation was “pretty 
natural”. They didn’t feel they were taking part 
in a scientific experiment, but rather 
experiencing “an intense, but enjoyable 
situation”. 
They stated that even though there was not much 
verbal exchange, they had a fair amount of 
exchange by listening to each other’s sonic 
output and also via the Ethernet file exchanges. 
However, the lack of verbal communication 
between the composers did pose an obvious 
problem to the researchers because an important 
data source was almost lost. 
Moreover, the initial analysis of the data 
revealed that the lack of verbal data on the 
camera tape proved to be even more drastic than 
initially anticipated, because the picture quality 
of one of the computer output tapes was poor. 
This was due to low resolution quality of the 
computer’s video output and made a 
reconstruction of the composition process of one 
of the composers extremely difficult. This 
experience had technical implications for the 
subsequent experiments, i.e. we had to ensure 
that computers used provide high quality video 
output. 

It became apparent during the composition task 
as well as in the reflective interview, that the 
time restriction of one day, was initially an 
exciting challenge for the composers, but we all 
realized that this time period was simply not 
enough to bring the compositional process to a 
satisfying, and more importantly, naturalistic 
result. 
The composers’ request to work on separate 
computers during the first, and longest stage of 
the composition process, their obvious reluctance 
and difficulties to increase the verbal exchange 
during this first stage, and the shortage of time, 
strongly implied a rethinking of the 
methodological approach. In the reflective 
interview, one of the composers made clear that 
he would feel a lot more comfortable to talk 
concurrently about what he is doing while 
working on his own. The next observations 
therefore involved only one composer working 
within a protracted period of time.  

3.3   Second Experiment 
 
The second experiment stretched over five three-
hour sessions during which a composer worked 
in his familiar environment at home. Because of 
difficulties in recruiting professional composers, 
i.e. freelance composers or professional 
academics, over such a long period of time we 
decided to recruit a research student studying for 
a Ph.D. in composition of electroacoustic music, 
who has also had over twelve years experience in 
composing electronic music, eight years 
experience of composing timbre focused pieces 
and for the past five years has used the computer 
as his primary composition tool.  
Unfortunately it was not possible to observe the 
composer using his own set up, because his 
computer did not have a video output from 
which to capture the real time computer data. 
Instead he used a computer provided by the 
researcher and onto which we had imported all 
the audio software and sound files the composer 
said he would use during the sessions. As a 
further resource for sound material he also had 
his minidisc recorder from which he could 
import sounds of previous field recordings that 
had not yet been digitised. 
In retrospect the imposition of an unfamiliar 
computer, so as to facilitate the recording of a 
video record, was problematic. This was because 
there were instances during the experiment in 
which the composer expressed the need for a 
physical mixing desk which is part of his usual 
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set-up but which could not be used with the 
computer provided by us. 
In accordance with the composer’s request, we 
dropped the idea of providing a collection of 
sounds for this experiment. Also, we felt that the 
initial idea of having a constant parameter would 
not yield any useful results, but instead imposed 
another unnecessary and unnatural limitation on 
the composer. 
In order to avoid the poor verbalisation results of 
the first experiment, we emphasised to the 
composer the unconditional importance of this 
process. In order to maximize the verbalisation, 
the observing researcher constantly encouraged 
the composer to talk about and reflect on what he 
was doing. This form of intense and inquisitive 
observation was viewed by the composer in a 
surprisingly positive light and he assured us that 
instead of it being an intrusion he actually 
enjoyed this process of reflective and analytic 
working.  
Because of the multitude of short interviews 
during the observations in the second experiment 
we felt there was no need to conduct separate 
interviews with the composer, i.e. all the relevant 
issues had been discussed during the observation 
process and were recorded on video camera. 
It became apparent during the observation of the 
composer that it can be difficult to observe a 
single piece of composition from beginning to 
end because composers will often work on 
different pieces simultaneously and the 
composition of those pieces is interlinked. For 
example a sound created at a certain point in 
time could potentially be used for different 
pieces the composer is working on. It is therefore 
difficult to define what constitutes the 
composition of a single piece in the first place. 
The intent to capture a particular composition in 
a procedural fashion was therefore sacrificed for 
the notion of observing the composer as he 
would normally work. 
This new approach was viewed by the composer 
in a very positive light and the verbalisation 
during the composition process was far more 
prolific. 
A preliminary analysis of the rich data gathered 
in this second experiment confirmed our 
assumption that there is no need to capture the 
composition process of a single piece from 
beginning to end in order to satisfy our objective 
of investigating how electroacoustic composers 
interact with their computer environment. 
Moreover we were overwhelmed by the richness 
of data that had been generated by our 
interrogative observation technique, which is 

based on picking up on issues that arise during 
the composition process and actually interrupt 
the process for the benefit of an ad hoc 
discussion of the issues in question. 

3.4  Third Experiment  
 
Our experiences from the second experiment - in 
particular our decision that it is not necessary for 
our study to capture the composition process of a 
single piece from beginning to end, as well as the 
success of our interviewesque observation style - 
formed the basis of our third and arguably most 
radical design. In this third experiment, we took 
a snapshot approach to the observation of a well 
renowned and prize-winning electroacoustic 
composer at work. In fairness we would like to 
point out that to some extend this time 
condensed approach also reflected difficulties of 
recruiting professional composers over a 
protracted period of time. 
The experiment consisted of a single three hour 
composition session during which the composer 
was asked to simply continue his composition of 
a piece in progress. 
Unfortunately the computer in the composer’s 
studio again, lacked a suitable video output. Due 
to the negative implications of the unnaturalistic 
imposition in the second experiment - where the 
composer had to work on a computer with video 
output provided by the researcher and therefore 
could not use his personal set-up, i.e. his mixing 
desk - we decided to do without the capturing of 
computer data in favour of the composer using 
his familiar set up, i.e. the computer in this set-
up did not have a video output. This decision 
also reflected difficulties in analysing the 
twofold computer data (camera and computer 
data) of our previous experiments. 
At the beginning of the session we asked the 
composer to briefly contextualise the piece he 
was working on. In the remainder of the session 
we simply followed the compositional progress 
and asked questions in an intuitive and 
spontaneous manner whenever an interesting 
issue arose out of the context of the composition 
process. As described in experiment two, where 
appropriate we would then try to go into more 
depth of some of the issues, even if that meant 
that the compositional process was interrupted.  
We felt that the snapshot approach in this 
experiment was particularly feasible because we 
had previously identified the sensitising concepts 
for our research and had a good idea of what we 
were looking for. In this experiment we could 
therefore focus on issues that had become 
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relevant in our previous experiments. To put it in 
different terms, we did not try to expand our 
model of the compositional process but to look 
in more depth into areas that had previously been 
identified as relevant for our study.  
The positive feedback of the composer, the ease 
of execution and the richness and relevance of 
data collected in this third experiment suggested 
to us that this approach would be ideal to 
increase the number of composers captured by 
our study and to verify our results from the case 
studies with a larger number of respondents. In 
short, this third experiment suggested a transition 
from a purely qualitative study into a more 
quantitative one, as has been suggested in the 
section on methodology of this report. 

3.5  Conclusions 
 
In this third chapter we have described the 
original design and objectives of our study and 
its development over the period of our ongoing 
research.  
In the last experiment design we have applied a 
research approach that offers the chance to 
extend our study and to observe a larger number 
of composer. This snapshot approach therefore 
enables us to look into more depth of the 
sensitising concepts identified in the large case 
study and to validate our qualitative data by 

triangulation with results from a more 
quantitative approach 
We would like to point out that we are confident 
about our new form of compositional 
observation based on the interruptive 
interrogation of a composer at work. We believe 
that this technique is a well-balanced 
compromise between our naturalistic obligations 
and our need to generate concurrent verbal data 
during the composition process. We have 
evidence that this form of observational 
interviewing delivers far richer and more 
relevant data than a ‘dry’, questionnaire-based 
interview. In particular, we have found that it is 
much easier for the composer to mediate his 
thoughts by talking about a concrete instance of 
relevant issues - which constantly arise while 
they are composing- than to think about his/her 
compositional process in an aloof interview 
situation.  
However, our caveat is that the area of study is 
characterised by the idiosyncrasies and 
individualism of the subjects that we wish to 
study and also the secretive and internal nature 
of that which we with to analyse, i.e., the 
creative process. Thus, as our research 
progresses we will continue to apply research 
method in a flexible way, continuously reflecting 
on the appropriateness of our methods for any 
given situation. 
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CHAPTER 4 – A QUALITATIVE ANALYSIS OF 
COMPOSERS AT WORK 

 
 

4.1   Introduction 
 
This chapter presents a preliminary analysis of 
data collected through experiments described in 
the preceding chapter. The analysis is far from 
exhaustive, due to the large volume of rich data 
collected and constraints on our time and 
resources. However, it does provide some 
insights into an elusive aspect of computer 
music: how composers interact with computer-
based composition systems when they are being 
creative. The value of this analysis stems from 
the rarity and authenticity of the data collected 
through our experiments in which we have 
observed composers at work in natural settings 
(Eaglestone et al. 2001).  
The analysis presented here provide the basis for 
the penultimate chapter, in which these results 
are related to requirements for enhanced 
composition systems which might better support 
creativity. These constitute the grounded theories 
which we will validate in subsequent phases of 
our research, through the prototyping and 
evaluation of composition software systems. 

4.2   Preliminary Results and 
Discussion 
 
Data collected through the experiments described 
in the preceding chapter was analysed using 
naturalistic inquiry techniques entailing an 
inductive approach. Rather than seeking to 
impose pre-determined analytical categories on 
the data, the researcher categorised the data 
inductively. Conceptual categories were thus 
established, along with their properties and 
dimensions, then combined where appropriate to 
form higher order concepts entailing 
relationships. 
Only after conceptual categories had emerged in 
this way from the data were they compared with 
concepts and models existing in the literature. In 
the sections below, emergent concepts are first 

described, then compared where appropriate with 
existing literature. 
Issues relating to a number of broad themes 
emerged from the analysis, which form the 
headings of the sections below. 

4.2.1  A taxonomy of Electroacoustic 
music composers  
 
In order to analyse creativity in the context of 
electroacoustic music it is essential to understand 
it not as simply another strand of classical music. 
Electroacoustic music is not merely concerned 
with its ‘musical’ outcome, but often equally 
important is the development of new tools or at 
least new ways of using the tools available. 
Hence creativity in electroacoustic music can not 
be determined by purely taking into 
consideration work with the sound material, but 
also must take into consideration other artefacts, 
such as home-made software, that have been 
created to produce those sound pieces. It seems 
that electroacoustic music is not so much judged, 
within its community, by what it sounds like, but 
by what made it sound. In some ways 
electroacoustic composition can therefore be 
better understood in terms of research rather than 
artistic design. 
However, it would be too simplistic to generalise 
the above notion; since composers are very 
different in their approaches.  
With regards to the dichotomy between creating 
music for the music’s sake and creating music as 
a showcase for new tools and techniques we 
have identified three classes into which 
composers can be loosely grouped. 
 
1 Our first group comprises composers for 

whom creation of computer related tools (i.e. 
software, hardware interfaces) is a natural 
accompaniment to composition and is 
inseparable from the process of composing. 
Composers in this category also consider it 
normal to adapt their way of thinking to the 
way the computer is structured in order to 
mediate their ideas to the computer, even if 
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this means that “there is a constant battle 
going on.” 
One composer succinctly characterised the 
problem which this group faces, as follows: 

“…when the computer becomes an interest 
in itself, in terms of certain programming 
aspects, … the computer takes over as an 
interest in its own right, over and above 
sounds…”  

 

2 The second group are instinctively more 
concerned with engaging with the sounds 
themselves, i.e. composing with the tools 
made available to them, but seem to feel the 
need to deal with aspects of tool creation, i.e. 
computer programming etc., because of “peer 
pressure”. The importance of the structure of 
the social interactions surrounding computer 
use has already been highlighted by Ungvary 
when he discusses parameters of human 
computer interaction (Ungvary & Kieslinger, 
1998).  
There appears to be a strong notion within 
the (academic) composing community that 
the quality of a musical outcome is directly 
related to the complexity and idiosyncrasy of 
the processes involved in creating those 
sound pieces. The question remains whether 
originality of processing necessarily results in 
a high quality and originality of the sound 
material produced. 
 

3 The third group of composers are similar to 
the second one, with regards to their natural 
preoccupation with sounds rather than with 
the tools. However, unlike the second group 
they do not worry about technical 
sophistication involved in the production of 
their audio pieces and hence are able to better 
focus on the sounds themselves. 

“I don’t care about it [self-written software 
tools] …, all that stuff is bullshit, …, it’s 
just tools and you’ve just got to use 
whatever you feel comfortable with.”  

This does not mean that they are not 
interested or do not critically engage with the 
tools they use, but will rather try to push the 
tools they know to new boundaries to create 
original sound events. 

“I think probably more than anything I have 
tried to find interesting, say, audio events 
from mal-appropriation of existing 
programs and so on, and I tend to more take 

an existing piece of software, just an 
average, ordinary piece of audio software, 
and try to enhance any idiosyncrasies.” 

 

4.2.2  Creativity through diversity 
 
We have found that the use of multiple audio 
applications during the compositional process is 
not only a phenomenon that composers have 
learned to live with, but also has an important 
positive impact on their compositional process 
and appears to support their creative behaviour. 
On occasions, for example, when a particular 
sound was needed, the composer would quit the 
arrangement program she was working in and 
open up a more specialised application for the 
creation and transformation of sounds. This quite 
logical and problem-focused action would then 
often lead her astray from the original intentions, 
because the new sounds inspired her to wander 
off in a completely different direction and not 
return to the original arrangement for quite some 
time. 
The switching of applications could be viewed as 
a hindrance for the composition process, as 
indeed it will often prevent the composer from 
focusing on the original problem (creation of 
new sound for a particular section in the 
arrangement). This view would certainly hold 
true if we assumed that electroacoustic 
composition was subject to any demands on 
(cost/time) efficiency. However, those criteria 
will enter a composer’s mind only in rare 
circumstances whereas usually their top premise 
will be to create interesting, new sounds – at 
whatever ‘cost’. Viewed from that perspective, 
the switching of applications is a stimulus for 
creativity because it frees composers from 
getting stuck on a particular problem. Instead the 
diversion catalyses the expansion of ideas and 
possibilities. 
It has been suggested in a previous study 
(Clowes, 2001) that composers do not feel the 
need for a single audio application – the “holy 
grail” of audio software- that would facilitate 
them with all the processing and arranging power 
they could wish for and make the existence of 
multiple applications redundant. This study has 
found further support for this. 

4.2.3  The impact of visual senses 
 
Our observations have shown that paradoxically 
the visual senses do play a major role in what is 
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often referred to as acousmatic composition. On 
a very basic, perceptual level this even applies to 
the mere look of the hardware as well as 
software interfaces. One composer even tried to 
explain his adverse attitude towards command 
line based programs for aesthetic reasons! 

“I think very visually when I think about 
sounds. Maybe that’s why I don’t like text 
based programs, because they look so 
awful.”  

The same composer positively commented on 
the unusual look and feel of Metasynth 
(http://www.metasynth.com). In this software 
environment the normal desktop environment is 
completely hidden by a black canvas and the 
software application takes over completely – 
leaving the composer with only the waveform 
representation of the sound sample and various 
sound editing tools. The composer observed that 
this masking “helps me to concentrate on the 
task I am doing.” 
At a procedural level we observed that even 
when it comes to editing sounds (cutting and 
pasting) or when placing sounds into the time-
aligned arrangement environments composers 
are often led more by visual cues than by 
auditory ones. 

“[…] sometimes when I edit, you know, 
obviously I can recognize where certain 
audio events are visually, and I cut 
according to that. I don’t even listen.” 

Despite the fact that the visual representation of 
sound is generally regarded as an advantage by 
composers we got a strong impression by 
looking at the computer data that the visual score 
representation has the potential to negatively 
influence the compositional process. This is 
because it can give misleading information about 
sonic material and can also distract from the 
listening process. For instance, if there are many 
score events in a given section the composer 
might be misled by the event density to feel that 
the section is “busy” enough or “too busy”, even 
if the sonic material is actually quite “thin”, and 
vice versa. 
To some extent the negative, or at least 
distracting, impact of visual representation of 
sound (events) is supported by the fact that 
composers would frequently request to listen to 
composition in a totally acousmatic situation, i.e. 
from minidisk over a hifi system. 
The impact of vision on auditory perception is a 
known phenomenon in experimental psychology. 
For example, in the McGurk effect (McGurk and 

MacDonald, 1976), the movement of a speakers 
face and lips has a large influence on the 
perception of speech. Similarly, visual stimuli 
influence the auditory localisation of sounds in 
space (Wallach, 1940). Clearly, what we hear is 
influenced by what we see - and composers may 
elect to work from a purely visual representation 
of sound, or to disregard visual cues in order to 
achieve a "pure" listening experience. 

4.2.4  The impact of the semantic gap 
 
The semantic gap between conceptualisation (in 
the mind) and realisation (in the software) could, 
it was found, have positive connotations. 
The availability of easy-to-use, heavily 
destructive (real-time) processing tools as well as 
the easiness to assemble a huge number of 
sounds over a short period of time seems to 
create a situation where composers are not aware 
anymore of the processes involved in their sound 
manipulation. This can lead to over-processing 
and over clustering of sounds and consequently 
results in sound pieces which do not refer to any 
common, shared experience but the experience 
within the composing community. Thus the 
accessibility of electroacoustic music to a non-
expert audience is effectively denied. Maybe 
there should be some form of feedback from the 
computer regarding the amount of processing 
that is involved in certain operations so the 
composer has an objective basis on which to 
assess how much she is actually doing. The 
problem of over-processing is widely 
acknowledged by members of the composing 
community. One composer commented that he 
“likes the gap in command line based 
application, because in very user-friendly 
applications like ProTools he feels he often does 
too much.”  
The research contradicted the notion that the 
semantic gap between conceptualisation and 
realisation may be a major impediment to 
creativity. The positive connotations found in the 
present study reinforced a theme prominent in 
previous studies (Clowes, 2001) that software 
limitations can be turned to advantage. 

4.2.5  Limitations to the role of the 
computer in supporting creativity 
 
There was evidence in all observations that a lot 
of the creative process is happening away from 
the computer, e.g. between computer based 
composition sessions and during field 
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recordings. Also, a very short interruption from 
working on the computer can act as a huge 
inspiration for the compositional process, similar 
to the catalytic effect of switching between 
computer processes previously discussed. A 
good illustration of this, captured on video, 
occurred when one composer got out of his 
computer chair to pick up a metal tube nearby, 
recorded the sound of the hit tube into the 
computer and then continued to work on the 
computer. Even though the time spent away from 
the computer was less than 5 minutes, it became 
evident from the procedural protocol of the 
observation that in the following 15 minutes the 
composer went on to create the most 
“significant” (in his own judgment) sound 
structure of the whole 7 hour composition day. 
In more substantial breaks composers reflected 
on their compositional process and made plans 
for the proceeding sessions. Some composers 
made lists on paper about tasks they intended to 
perform at the computer. Generally the 
composers followed those lists not very closely 
and a more immediate feed-in of compositional 
strategies and tasks from the physical paper note 
into the digital domain might be beneficial. 
One composer printed out lists of all the sound 
files he had used and would possibly use in a 
particular piece and said that he “regularly 
spends a day just listening to his pool of sounds” 
in order to make notes about what is contained 
within the sound files and also to highlight 
relationships between different sounds. He 
would do this under the premise of “which 
sounds might go well together” and delete files 
that he thought were useless. The fact that the 
process of writing down qualities of and 
relationships between different sounds happened 
to a large degree on paper highlights the 
insufficiency of composition environments to 
allow for the possibility of expressing 
relationships between data and tools in a free 
associational manner. 

4.2.6  The impact of inappropriate 
interfaces 
 
The inappropriateness of existing GUI-based 
software tools to express free associations 
between data and tools was highlighted by the 
preference of one composer to group sounds 
logically in a custom made command line based 
application rather than having to engage with 
sounds on a visual interface where they would 
appear away from each other. 

“…with an object orientated approach you 
can structure sounds hierarchically into 
groups. Or at least I could perceive a means 
of doing this, I have started rudimentary 
experiments with this, but even though that 
you have got these separate objects perhaps 
in Logic which belong to the same group of 
sounds in the way that you perceive the 
whole sound texture, they may actually be 
implemented on separate tracks – even a 
number of visual spaces away from each 
other – whereas they are actually acting 
[sonically] in combination, whereas in 
SuperCollider you could physically group 
them – or not physically – but you could 
group them logically together in a group so 
that they stayed as one unit.” 

A further illustration of the mismatch of 
cognitive styles and available interfaces was 
provided by another composer. He made a 
metaphorical comparison between composing 
and building a house - “First you have to lay 
down the foundation, then build the walls and 
roof, then decorate the walls and put furniture in 
the rooms until you come down to the very fine 
details.” This begs the question, if a composer 
perceives his work in such a way, is it then 
appropriate to reflect the same metaphor in the 
software environment, rather than having a 
standard track based arrangement environment? 
In conversation with the composer, he indicated 
that he has already considered one possible way 
of partly achieving this. He suggested putting the 
first two tracks of the arrangement environment, 
which usually contain the sonic equivalent of the 
house’s foundation, at the bottom of the 
arrangement window. The compositional 
representation within the computer domain 
would then better fit with his mental image of 
the composition. 
Further, the above accounts about expressing 
relationships between individual sound files and 
the desire to group sounds logically together as 
well as the holistic, image based analogy 
between composing and building a house, 
support our suggestion that parts of the 
compositional process can be explained by 
analogy with Gestalt concepts. Particularly 
relevant in this context is Gestalt theory’s 
concern with the importance of relationships 
between individual elements of a system as well 
as the principle of ‘grouping by similarity’.  
Generally, approximate real-time manipulation 
with an intuitive graphical user interface was 
preferred over more accurate non real-time 
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manipulation. However, on occasions, accurate 
non real-time applications were also valued 
highly. The real-time use of hyperdraw whilst 
listening back to the developing composition, 
seemed particularly popular with the composers. 
In hyperdraw mode, which is available in most 
professional sequencing applications, one can 
place different envelopes, e.g. amplitude 
envelope, over an entire audio or auxiliary track. 
This development of the whole as a kind of 
envelope placed over the individual elements is 
again very much in line with Gestalt concepts 
(Reybrouck, 1997).  
In the previous Tema and Clowes studies, there 
was no evidence of a perceived need for 
spatio/visual processing, though it was 
concluded that this may be a cause of the 
composers’ frustration with conventional 
software interfaces. Certainly, a need for more 
direct, tactile means of seeking and manipulating 
sounds in composition and performance is 
apparent in much research (e.g., sentograph 
(Vertegaal & Ungvary, 1995), composer's 
cockpit (Vertegaal et al, 1996), etc). However, in 
contrast to our previous studies (Eaglestone 
1994, Clowes 2001) strong evidence emerged 
that spatio/visual processing could serve as an 
aid to creativity2. 
One composer expressed the need to enhance the 
translation of body movements he would 
perform while engaging with the computer into 
more representational computer data. 

”An interesting thing I noticed as well, I 
developed new body movements as a 
consequence of using it (the computer), 
because, … I am constantly using the 
mouse and I make cuts, and this kind of 
arm movement to the point where I 
damaged my shoulder and back, yeah 
(laughs), so I move my arm from left to 
right quite rapidly. It would be a case of 
maybe enhancing this.” 

A need for more direct, tactile means of seeking 
and manipulating sounds in composition and 
performance was expressed by the desire for 
malleable interfaces that would allow for a 
sculptural shaping of sounds. There seems to be 

a general desire to physically touch the sounds 
which implies the need for force feedback 
interfaces.  

                                                 
2 Note also, that the Pattern Play System project 
(Murphy 2002), located primarily at DIKU, is 
also exploring efficacy of visuo-spatio 
representations, using a different approach (see 
Appendix B). We anticipate that this research 
should also contribute to our analysis of this 
aspect of composition systems. 

The need for physically engaging with the tools 
composers are working with feeds our overall 
impression that all composers had to cope with 
the distance between physical and virtual 
domains. This contrasts with areas of computer 
science in which this is considered an asset. For 
example, a principal of databases theory is data 
independence, whereby users are shielded from 
physical implementations. 

4.2.7  The need for accessible 
individual and community knowledge 
and dialogue within and beyond the 
community 
 
In the overall context of this report we feel it is 
necessary to point out that there was absolutely 
no indication that composers need more and new 
signal processing techniques. Though this 
contradicts what must be the underlying 
motivation for the bulk of research in the area of 
music informatics (see proceeding of the 
International Conferences on Computer Music). 
However, there are several pointers that indicate 
high demand for increased knowledge exchange 
and a “know-how” database. It was evident that 
the composers would have profited from 
collaboration with a wide community. On 
several occasions composers encountered a 
clearly defined problem which could have been 
helped with by a query of a knowledge base or to 
others who may have addressed the same 
problem. 
Further there was a strong notion that composers 
value the judgement of a second person, expert 
or not, highly and it seems desirable to create a 
(internet based) platform where immediate 
feedback can be obtained for the work in 
progress. 

4.3   Validation of our model of 
creativity  
 
To what extent does our data from the 
experiments described in chapter 3, and also the 
two previous studies the researchers have 
conducted (Tema and Clowes’ survey) (see 2.2) 
support the model of creativity introduced in 
section 1.2, and elaborated in (Ford, 1999). 
A key premise of our model is that creativity is 
primarily a divergent process. The studies 
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provide ample evidence of this. In each, the 
unexpected was deliberately sought and valued. 
Thus, there is an implicit requirement to allow 
composers to make free associations between 
musical objects that emerge from the 
composition process. This desire to create from a 
wide and varied range of musical ideas was 
apparent in the often evident desire to create 
musical artefacts through use of a diverse range 
of tools, often home-made. 
Within this modular context, the constraints of 
specific systems were also useful, since they 
forced ingenuity. Whereas the literature on 
creativity describes the “flash of inspiration”, the 
first study illustrated that identification of the 
"correct artefact" can be through protracted 
consideration. 
All studies provide evidence that divergent 
behaviour was complemented by convergent 
methodological behaviour, illustrating De 
Bono’s perception and processing phases. For 
example, Ungvary’s work involved methodical, 
phase-oriented refinement, and the composers 
surveyed gave a strong message that composition 
is a combination of the methodical and intuitive. 
Serendipity played a major role both in the Tema 
composition process, and for composers 
surveyed and observed. Errors and unfamiliar 
tools that produce the unexpected were found to 
be artistically useful. 
The analysis of computational data in our 
observation of composers suggests that the 
reliance on serendipity decreases with the 
continuation of a particular piece and is replaced 
with more intentional and purposeful actions 
towards its completion. Finally, there seems to 
be a reciprocal relationship between divergence 
and serendipity as indeed random incidents will 
catalyse divergent progress. 
Know-how, both individual and community, is a 
resources of the creative artist, but does not 
feature in the model. The desire to gain and 
develop sophisticated know-how was evident in 
all studies. For example, Ungvary demonstrated 
an interest in the processes (transformations) by 
which the musical artefacts were created and the 
ability to reuse effective processes. A lack of 
object and process management proved to be a 
hindrance to creative work, but could also be a 
catalyst for serendipity. Clearly, this 
management must be supportive, rather than 
prescriptive, since the notion of constraining 
composers to work within the rules of "good 
practice" is inappropriate! Also, this would be 
contrary to the frequently expressed desire of the 
composers who participated in the experiments, 

to break out of any habitual strategies which 
would otherwise inhibit their exploration of new 
musical possibilities. 
There is evidence in the analysis that creativity 
in music has a visual/spatial (as a complement to 
textual/logical) dimension. For example, 
composition ideas were expressed through body 
movement (4.2.6), and at times there was 
evidence of “sculpting and landscaping” of audio 
material by manipulating visual representations 
only (4.2.3.). This validates part of our model of 
creativity (1.2) which is elaborated by Ford as, 
“the initial process of similarity recognition, 
particularly at high levels of complexity, often 
entails the sort of holistic, parallel information 
processing characteristic of perceptual pattern 
matching, as opposed to relatively sequential 
logic-based processing.” (Ford 1999:532) 

4.4   Summary 
 
In this chapter, we have analysed data collected 
through the experiments described in chapter 3. 
The analysis has broadly followed the inductive 
research approach of grounded theory. 
The main notions to emerge were that 
electroacoustic music composers are not a 
homogeneous group, but range from those who 
focus on the development of software tools as an 
integral aspect of composition, to those who see 
existing software tools as a means to an end, i.e. 
music. Further, the discipline is very much one 
of exploration, in which diversity, the 
unexpected and the idiosyncratic are valued. 
Thus, composers will choose to work with 
systems that challenge their preconceptions. 
The visual representations of audio information 
are important, but have both positive and 
negative impacts on the composition process. 
For instance, current user interfaces can inhibit 
composition activities, because of the limitations 
of their representations. For example, interfaces 
may be limited by constrained inherent in the 
underlying paradigms and assumptions of 
composition systems,  and thus may not be able 
to combine audio artefacts into visual groupings 
which make sense artistically. Also, the process 
and representation models of the interfaces may 
conflict with the composers’ approach to 
composition. However, diversity of 
representations of audio at all levels is often 
viewed positively, since it can effectively 
summarise both macro and micro detail of audio 
structures, sometimes to the extent where 
listening becomes superfluous. 
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Control over the whole composition process is 
more important to some composers than easy-to-
use interfaces. Thus, they value access to audio 
object at all levels, ranging from raw DSP, to 
representations based upon perceptual and 
aesthetic properties of musical sound. In this 
respect, the requirements of these composers 
contradicts the notion, widely held in computer 
science, that interfaces should model users 
perceptions, and shield them from the 
complexities of computer implementations. 
However, there is also awareness that dealing 
with the minutiae of waveforms can become an 
obsessive and time-consuming activity that will 
detract from musical endeavour. 
Much creative work currently occurs away from 
the computer. This may represent an inherent 
limitation to the role of computers in creative 
activities, and / or current limitation of current 
composition software. 

Better explicit accumulation, representation and 
access to personal and community know-how, 
and active dialogue within and beyond the 
community, would be of value. 
Finally, the chapter considers the extent to which 
the above notions that have emerged through 
inductive analysis support the model of creativity 
introduced in section 1.2. The conclusion drawn 
is that the model is well supported, since 
composition emerges as a process which relies 
considerably on divergent thought processes, and 
hence serendipity and randomness are valued. 
Convergent thought processes are also involved, 
but these are secondary to the divergent 
processes, since their role is to elaborate and 
refine those creative notions that are the result of 
inspirational (divergent) thought. 
The above notions are further discussed in the 
following chapter with respect to the 
requirements of composition systems that might 
better address them. 
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CHAPTER 5 – COMPOSITION SYSTEM 
REQUIREMENTS 

 
 

5.1   Introduction 
 
In this chapter we consider implications of the 
results of our data analysis presented in the 
preceding chapter, with respect to requirements 
of computer systems that could better support 
creativity in electroacoustic music composition.  
These requirements are inevitably more 
controversial than the analysis. Whereas, the 
latter is grounded in the data collected and its 
trustworthiness stems from transparency of the 
research methodology applied, there is no 
deterministic process by which software 
requirements to address identified problems are 
derived. Alternative proposals will always exist. 
This has been born out whenever the substance 
of this report has been disseminated (e.g, in 
Eaglestone et al (2001a,b)). In each case, our 
analysis of tensions between composers and 
current composition systems has been well 
received by both computer science and music 
specialist audiences, but no apparent consensus 
has emerged on how those tensions can be 
resolved. Thus, given the preliminary nature of 
our research, and the problem characteristics (see 
chapters 1 and 2), these requirements should be 
viewed as speculative, and thus constitute 
theories to be validated in subsequent research. 
The requirements are derived by interpreting 
results of the preceding analysis from a number 
of perspectives - systems architecture, object and 
process management, knowledge and data 
management, and composer-computer interfaces. 
In each case we present the motivation for the 
requirements that we specify, and discuss 
possible software design implications. However, 
our aim is to present requirements such that they 
address the main conclusions of the preceding 
analysis without pre-empting any future software 
design decisions  
The chapter is structured as follows. Section 5.2 
states the main notions that emerged from the 
analysis in the preceding chapter, as the basis for 
deriving software requirements. We then analyse 
the software requirements that address these 

notions in section 5.3. This analysis is structured, 
so as to consider software requirements from 
different perspectives. 

5.2   Summary of the main 
notions from our analysis 
 
This section presents the key notions that have 
emerged from the analysis of electroacoustic 
music composition, presented in chapter 4. 
 
1 The unexpected is sought and valued by 

composers. The importance of serendipity 
and random encounters as a source of 
inspiration has been a recurring theme (see 
4.3), and clearly has implications in terms of 
the music generation facilities of composition 
systems. 

 
2 Composers value access to a diverse range 

of tools. This second notion (see 4.2.2.) is not 
surprising, given the intrinsically 
experimental nature of electroacoustic music 
composition, but it does mediate against 
seeking any definitive composition systems 
standard. Our findings are that divergence is 
a key issue in composition, both in terms of 
creative thought (see notion 1, above) and the 
software tools that stimulate and facilitate it. 
Both this and the previous studies (Clowes 
2001), have found that diversity of audio 
applications has a positive impact on the 
compositional process, and appears to 
support creative behaviour. Further, the 
limitations of specific tools can stimulate 
creative ingenuity, but also the need to go 
beyond those constraints is often achieved by 
using tools in combination in a modular 
fashion. 

 
3 Composers considered unfamiliar tools to 

be good, and their idiosyncrasies were 
particularly valued.  This conclusion (see 
4.2.2.) is consistent with the previous two, 
since unfamiliarity and idiosyncrasies are 
valued for the new and unexpected 
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possibilities presented to the composer, and 
are achieved by ongoing experimentation 
with new and diverse tools and features. In 
particular, new (and hence unfamiliar) tools 
provide opportunities for experimentation; 
attempts to “break” such tools can often lead 
to creative advances. 

 
4 Composers interact with software at 

different levels; both as users and 
programmers. Our classification of 
composers (see 4.2.1) is into those who seek 
innovation in the use of computer-generated 
sounds within music (group 3); and those 
who also seek innovation in sound generation 
tools (groups 1 and 2). This split is similar to 
that in computer science, between those who 
research advanced applications within 
existing theoretical models and paradigms, 
and those who seek new ones. Software 
environment requirements for using existing 
tools and for generating new tools differ. 
Accordingly, we should not be seeking a 
generic software environment for all 
persuasions of composers. This complements 
the above requirement for diversity of 
composition tools that we have already noted 
(see notion 2, above). 

 
5 Production and availability of new tools is 

key. This follows from notions 1-4 and is 
facilitated by notion 6. 

 
6 The accumulation of personal know-how, 

sharing of community know-how and 
interaction within and beyond the 
community is advantageous to the 
composer (see 4.2.7.). 

 
7 Direct physical control of audio materials 

is desired by composers. In general 
interfaces emerged as an issue, and there 
were instances of clear frustration with 
existing interfaces. One clear requirement 
that emerged is for interfaces that put 
composers in touch with the physical nature 
of sounds (see 4.2.6.). This requires human 
computer interfaces beyond those 
conventionally used in computer systems. 

 
8 Visuo-spatial pattern recognition is 

valued by composers. Examples of this are 
support for the expression of compositional 
ideas, through body movement recognition, 
visual pattern matching and the use of visual 
metaphors, (see 4.2.3 and 4,2,6.). 

 
9 Flexibility to deviate from the task in 

hand, and develop emerging ideas as they 
occur is valued by composers. Unplanned 
working patterns became apparent in the 
analysis of the experiments (see 4.2.2. and 
4.2.5.). Composers would frequently switch 
between tasks and compositions. Also, time 
spent away from the computer appeared to 
have considerable impact on the development 
of the compositions. 

 
10 Better support for holistic approaches to 

composition is valued by composers. For 
example, the desire of composers to express 
freely relationships between sounds is not 
currently supported by composition systems. 
Also mental images of compositional 
structures are difficult to reflect in software 
tools. This was apparent in composers’ 
comments on inappropriate interface 
metaphors, and representations. 

 
The above constitute what we believe are the 
more fundamental notions that have emerged 
from our analysis. In the following section we 
discuss their implications with respect to 
software requirements for composition systems. 

5.3  Implied software require-
ments 
 
The above notions imply limitations of some 
current composition software, and suggest 
generic requirements for overcoming these. 
However, we believe it inappropriate to attempt 
to list specific “hard” requirements, as is 
conventionally “good practice” in software 
engineering. This is because our study concerns 
a range of evolving applications, rather than a set 
problem. Also, the experimental nature of the 
area precludes any definitive solution. 
In some cases, the requirements are a 
confirmation of what is already emerging in 
many composition systems. However, in other 
cases, the generic requirements are likely only to 
identify an area of future research aimed at 
developing composition systems that better 
support creativity. 

5.3.1  System Architectures 
 
In general, notions 1 to 5 suggest extensible 
environments for hosting collections of 
composition tools and for programming new 
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ones. Further, there should be environments 
appropriate to each of the categories of 
composers identified (see 4.2.1).  This suggests 
two requirements. 
 

Requirement 1: Composition software 
should be hosted within extensible software 
environments. Specifically, composition 
software systems should be extensible such 
that arbitrary collections of software tools 
and materials can be brought together for 
use within the composer’s working 
environment.  
 
Requirement 2: A single “standard” generic 
composition system is inappropriate for the 
domain.  However, application program-
ming interfaces (APIs) and coding 
standards, with open-source implement-
ations, are likely to be of value, since they 
will increase the compatibility of 
composition tools. 
 

Typically, extensibility in software is achieved 
through the provision of an API which allows 
third-party extensions to be developed for an 
existing application. Within the computer music 
field, a well-known example is the  VST plug-in 
architecture. Object-orientation provides a 
natural framework within which to implement 
such extensible architectures, since it emphasizes 
the separation of the interface of a software 
object from its underlying mechanism. 
Additionally, object-orientation supports 
extension through inheritance, which allows 
software components to be created which are 
specialisations of existing components.  
Within software engineering, there is also a 
move towards open-source development, in 
which source code is contributed from many 
individuals who are external to the core 
development team (often enthusiastic users of 
the application). Well-known examples of open 
source projects include the Linux operating 
system and the MySQL database. 
This approach is slowly emerging within the 
music community and has lead to an increase in 
the diversity and quality of software tools 
available. We believe that an enhancement and 
better organisation of the trend will be beneficial. 
Notions concerning the holistic approach of 
composers (notion 10), suggest a requirement 
for systems which provide control over the entire 
composition process, with freedom to configure 
artefacts in novel ways at all levels of abstraction 
(notion 4, also). Thus, a third requirement is:  

 
Requirement 3: It is advantageous for the 
composition system to support manipulation 
of audio information at all levels of 
abstraction, ranging from the DSP level, to 
the aesthetic and perceptual levels, and to 
give composers control over the entire 
composition process.  
 

Given the diversity of tools that may be hosted 
within composition systems, there is, at the 
highest level, a need to provide a tool-
independent representation, such that 
associations between artefacts of different types 
may be made. Our fourth requirement is 
therefore: 
 

Requirement 4: The representation and 
manipulation of artefacts utilised in the 
composition process should, at the highest 
level, be largely unconstrained by the types 
of specific artefacts. Thus, the system should 
allow composers to make free associations 
between these artefacts. 

 
Requirement 4 is a consequence of notions 1-5, 
since the greater the diversity within a single 
system, the greater the requirement for 
heterogeneous combinations of artefacts. 
Also, a high-level “untyped” representation of 
artefacts may increase the overall usefulness of 
the computer system within the composition 
process. The observed importance of “time 
away” from the computer system during 
composition (see 4.2.5.) has two possible 
interpretations. Either, it represent limitations of 
software being used, where the composer has to 
find some alternative form of support, or aspects 
which are essentially human and for which the 
computer has no role. Our analysis has revealed 
instances of both, each having significance for 
future composition systems. Specifically, the 
added compositional freedom provided by an 
untyped workspace may reduce the need for 
composers to resort to other means away from 
the system, such as pen and paper sketching and 
listing. 
However, it is not clear if, and how, requirement 
4 can be realised within an actual software 
system. This is an area for further research and 
will be addressed in the next phase of the study 
at Sheffield and also within the ongoing Patter 
Play System project at DIKU (Murphy 2002). 
One possible approach is to explore its 
realisation within the object-oriented paradigm 
and its notion of inheritance; associations can be 
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made between objects at the highest level of the 
hierarchy to create relationships between 
specialisations at lower levels of the hierarchy 
(e.g., an audio signal and a video clip). Thus, 
building on applications of object-orientation in 
many existing systems (e.g., OpenMusic 
(http://www.ircam.fr/produits/logiciels/openmusi
c-e.html)) and composition languages (e.g., 
CLOS (Taube 1989; Desain & Honing 1997)). 
Finally, we consider one aspect of system 
openness that appears to be desirable for 
composers, but which is contrary to software 
engineering “good” practice. That is, openness to 
encounters with the unexpected (notion 1). The 
importance of serendipity and randomness has 
been a constant theme in our study. The 
following requirement is a direct consequence of 
this. 
 

Requirement 5: Composition systems 
should provide the conditions at all levels 
where serendipity and randomness can occur 
and lead to creative inspiration. 

 
Future studies should include consideration of 
facilities for controlled “loss of control”, random 
local and global (i.e., Web-based) browsing, and 
stochastic generative features. 

5.3.2  Object and Process 
Management 
 
We now consider possible interpretations of the 
above notions with respect to support for object 
and process management. Clearly, this 
management must be supportive, rather than 
prescriptive, since the notion of constraining 
composers to work within the rules of "good 
practice" is inappropriate. 
The following two requirements are implied by 
our observations concerning the multithreading 
working methods of the composers (notions 1-3, 
9 and 10). 
 

Requirement 6: Support for multitasking by 
a single user is likely to be advantageous to 
composers.  
 
Requirement 7: Support systems require a 
long memory of composers’ previous 
interactions, and the ability to answer 
queries concerning those activities. 
 

The above requirements address the observed 
“voyage of discovery” nature of composition, 

whereby refinement of an artefact (convergent 
thought) may lead to new inspiration (divergent 
thought) and unanticipated compositional 
activity. This has software implications, since 
when composers multitask their activities in this 
manner it creates multiple incomplete, possibly 
long and complex concurrent transactions that 
must be managed. Support for concurrent 
transactions is standard for multi-user systems, 
but not for single user systems. Also, the 
conventional requirements for transaction 
correctness (i.e., the ACID criteria (Atomicity, 
Consistency, Independence and Durability)) do 
not hold, since these are concerned with 
semantic isolation and serialisability of 
transactions, such that they do not interfere with 
each other, whereas transaction of the above type 
can be tightly interrelated. 
Requirement 7 is also a consequence of 
Requirement 6, since multiple transaction 
management requires rollback, resume and 
commit facilities, and also memory-aids for the 
composer, which in turn suggests some form of 
system memory, such as transaction logging, 
temporal database or versioning features, 
whereby process and entity histories are retained, 
and previous states can be queried and re-
created. 

5.3.3  Data and knowledge 
management 
 
We now further consider requirements from the 
perspective of data and knowledge management. 
The following two requirements follow directly 
from notion 6. 

 
Requirement 8: It is advantageous for 
composition software to make explicit the 
personal know-how accumulated through 
compositional experience, and also that of 
the community. 
 
Requirement 9: It is advantageous for 
composition systems to support dialogue 
with others within and beyond the 
electroacoustic music community. 

 
The above imply the creation and maintenance of 
repositories within which personal and 
community knowledge is stored and can be 
accessed. Again, it is not clear how this 
requirement can be satisfied, and it is therefore a 
topic for future research.  

http://www.ircam.fr/produits/logiciels/openmusic-e.html
http://www.ircam.fr/produits/logiciels/openmusic-e.html
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At an operational level, much knowledge of 
practical techniques and their use can be 
captured by logging and storing the composers’ 
interactions, with composition systems, artefact 
versions, etc. 
Further, the Web now provides low-cost global 
infrastructure which is already being used to 
facilitate dialogue and the communication and 
sharing of knowledge within and beyond the 
community. We believe that an enhancement and 
better organisation of use of the Web to this end 
will be beneficial. Other communities are 
currently developing ways of pooling data and 
computational resources through the creation of 
computational grids (e.g., Jeffries 2001). Also, 
there exist initiatives within such other 
communities to define metadata standards for 
describing information and artefacts, e.g., the 
XML-based RDF scheme (www.ukoln.ac.uk/ 
metadata). One advantage of such initiatives is to 
make recoded information more amenable to 
search engine-based retrieval. It is likely that the 
music community would benefit from similar 
initiatives. 

5.3.4  Composer-computer interfaces 
 
The following requirement is a direct response to 
notion 7. 
 

Requirement 10: It is advantageous that 
composition systems should provide 
interfaces, which communicate the physical 
“feel” of sounds. 
 

Our experiments reveal a clear requirement for 
interfaces that put composers in touch with the 
physical nature of sounds. In systems terms, this 
suggests the need for interfaces that provide low-

level, possibly tactile, feedback relating to 
waveforms and composers’ perceptions of sound 
qualities, to complement the symbolic 
representations. 
Further, our analysis identified a more general 
requirement for interfaces based upon visuo-
spatial dimensions (notion 8). The next 
requirement is a direct response to this. 
 

Requirement 11: It is advantageous to 
support the expression of compositional 
ideas through visuo-spatial dimensions and 
representations. 

 
The preceding two requirements confirm and 
support current directions in interface research 
and design. We suggest that composition 
systems based upon interactive, immersive 
environments, e.g., the CAVE system 
(www.evi.uic.edu/research/vrdev.html) that trace 
users’ body movements and provide immediate 
visual and acoustic feedback might be 
advantageous to composers. 
Notion 10 also has implications with regards to 
software interfaces, their representations and 
metaphors. There is no clear requirement which 
directly addresses this aspect of this notion.  For 
example, two contradictory messages have 
emerged from the analysis. On the one hand, 
some composers expressed frustration with 
interfaces that did not mirror their mental images 
and perceptions, whereas there was also a clear 
requirement for interfaces which provided 
inspiration by challenging their pre-conceptions. 
There is clearly a need for ongoing research into 
these HCI issues. Specifically, following our 
earlier argument (see 4.2.4.) a possible negative 
impact of audio visualisation should be 
considered in HCI design. 

http://www.ukoln.ac.uk/ metadata
http://www.ukoln.ac.uk/ metadata
http://www.evi.uic.edu/research/vrdev.html
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CHAPTER 6 - CONCLUSIONS AND FUTURE 
WORK 

 
 

6.1   Summary 
 
In this report we have identified a need for 
research geared to developing a base for 
composition systems which better support 
creativity. Also, we have argued that preliminary 
qualitative research is necessary to establish the 
sensitising parameters for this area. The main 
contribution is the presentation and discussion of 
results from such a study, in which composers 
have been observed in natural settings, working 
on commissions. 
The analysis and discussion of results in chapter 
4 imply limitations of current composition 
systems, and suggest requirements for 
overcoming those, elaborated in chapter 5. 
We have loosely classified composers into those 
who consider engagement with computer 
software and hardware at the lowest level as part 
of the compositional process and those who seek 
innovation in the (mis-)use of existing tools. 
Software environment requirements for using 
existing tools and for generating new tools differ. 
Accordingly, we should not be seeking a generic 
software environment for all persuasions of 
composers. This complements a requirement for 
diversity of composition tools. 
The observed “voyage of discovery” nature of 
composition, whereby refinement of an artifact 
(convergent thought) may lead to new inspiration 
(divergent thought) and unanticipated 
compositional activity, has software 
implications. Consequently, composers may 
multitask their activities, thus creating multiple 
incomplete concurrent transactions. Support for 
concurrent transactions is standard for multi-user 
systems, but not for single user systems. Also, 
the conventional requirements for transaction 
correctness, i.e., the ACID (atomicity, 
consistency, independence and durability) test, 
do not hold, since these are concerned with 
semantic isolation of transactions, such that they 
do not interfere with each other. 
A key interface issue is the importance and 
impact, both positive and negative, of the 

visualization of sounds. This relates both to 
individual composition tools, and also to the 
environments within which they are used, since 
the latter must also represent compositions and 
their components such that the use of tools can 
be focused and integrated. Our observations 
suggest the need for further research into this 
HCI aspect, specifically focusing on 
visualization of compositions at both the macro 
and micro levels, so as to better communicate 
properties and quality of the audio content. 
Specifically, interfaces based upon visuo-spatial 
parameters and representation are likely to be 
beneficial. 
Our analysis revealed that important parts of the 
composition process happen away from the 
computer. This is partially due to limitations of 
the computer system being used and partially can 
be explained by aspects for which the computer 
has no role. One clear implication from our 
observations is that some integral untyped 
workspace within which composers may make 
notes and freely sketch associations between 
musical artifacts may be valuable. 
We have also identified tension between those 
associations that are important to composers and 
those that are visible in GUIs. Again, this 
suggests that it would be useful to have a space 
to represent what is perceptually important, in 
addition to representations concerned with 
“engineering” the composition. 
Note that, both of the previous two speculations 
are consistent with the notion of creativity as a 
process of divergent thought, whereby 
associations are made at a very high level of 
abstraction. 
Finally, our experiments reveal a clear 
requirement for interfaces that put composers in 
touch with the physical nature of sounds, and 
with the wider community. In systems terms, this 
suggests: (i) the need for interfaces that provide 
low-level possibly tactile feedback relating to 
waveforms and sound qualities, to complement 
the symbolic representations; and (ii) the need 
for a repository component within which a 
composer can accumulate personal know-how 
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together with access to the community’s know-
how, through the Web. 

6.2   Future Work 
 
The notion and generic requirement presented in 
this report will form the basis of future research 
into enhanced composition systems. Aspects of 
these findings will be elaborated and the theories 
will be tested through the construction and 
evaluation of a prototype system. 
Also, we site the Pattern Play System (Murphy 
2002) (see Appendix B) as an approach which 
addresses many of the requirements presented in 

this report. This project, primarily being 
conducted at DIKU, will contribute to the 
validation of the theories presented as 
requirements in this report. Specifically, we 
anticipate that the projects at Sheffield and 
DIKU will prove to be complementary, each 
providing the other with feedback, research and 
examples relating to efficacy and specification of 
a general composition tool-kit. 
We also view electroacoustic music composition 
as a rich instance of the creative process and thus 
aim to derive general techniques for improved 
software support for creative individuals. 
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APPENDIX A - Catalogue of audio-visual media: 
 

Media type & Content Date  
Index No.   
 
 
Minidisk No.1 General Interview with Richard Thomas 20/09/2001 
 Reflective Interview with Richard Thomas 24/09/2001 
 
Minidisk No.2 General Interview with Martin Robinson 07/10/2001 
 
Minidisk No.3  Audio Recordings from Experiment 1 21/09/2001 
 
CD-R No.1 Audio files from Experiment 1 21/09/2001 
 
CD-R No.2 Audio files and LogicAudio Arrangements 13/12/2001 
 from Experiment 2 
 
VHS No.1 Computer output Experiment 1 21/09/2001 
 (Richard Thomas’ PC) 
 
VHS No.2 Computer output Experiment 1 21/09/2001 
 (Martin Robinson’s and joint PC) 
 
VHS No.3  Camera recording I Experiment 1 21/09/2001 
 
VHS No.4  Camera recording II Experiment 1 21/09/2001 
 
VHS No.5 Computer output Experiment 2/Session 1 05/12/2001 
 
VHS No.6 Camera recording Experiment 2/Session 1 05/12/2001 
 
VHS No.7 Computer output Experiment 2/Session  2+3 06/12/2001 
 
VHS No.8 Camera recording Experiment 2/Session 2 06/12/2001 
 
VHS No.9 Camera recording Experiment 2/Session 3 06/12/2001 
 
VHS No.10 Computer output Experiment 2/Session 4 12/12/2001+ 
  13/12/2001 
 
VHS No.11 Camera recording Experiment 2/Session 4 12/12/2001 
 
VHS No.12 Camera recording Experiment 2/Session 5 13/12/2001 
 
VHS No.13 Camera recording Experiment 3 13/12/2001 
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Appendix B – The Pattern Play System 
 

 
The Pattern Play (Murphy 2002) system is 
intended to serve as a composition tool/platform 
although it is also aimed at being a platform for 
research into perception of musical structure and 
ultimately also a performance instrument. 
Structure is represented in terms of patterns 
extracted from features, which may then be 
rearranged via a graphical and gestural user 
interface. Aspects from a given passage of music 
can be imposed upon, and mixed with, other 
sections of music.  There is also the facility to 
capture expressive gestural user input: both for 

immediate generation of phrases and for 
imposing phrasing interpretation onto passages. 
The system includes a feature extractor and 
analysis engine, native score and feature pattern 
formats, an infrastructure for composing and 
rearranging music based on its pattern 
representation, a graphical user interface for 
display of pattern representations, and a gestural 
user interface for manipulation of these patterns 
and for capture of expressive gesture.  See figure 
1. 
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Figure 1: Patter Play Architecture 

 
The internal pattern representation may be input 
to the system either by an analysis of a piece or 
passage supplied by the user, and/or by use of 
the Graphical and Gestural User Interface 
(GGUI). 
 

�� Once a pattern representation exists, it 
may then be manipulated via the GGUI.  
Such manipulations include: 

�� high-level re-arranging of the piece's 
structure, 

�� imposing abstract structural patterns or 
local phrasings from one piece onto a 
new piece, or 

�� beating out rhythms, describing melodic 
contours or phrasing interpretation by 
expressive hand gesture. 

��  
The gesture interface is used both for control of 
the pattern manipulation and for expressive 
gesture capture. 
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Abstract
This paper presents an overview and conclusions of different topics discussed in the Sound Modeling
Panel, in the MOSART Workshop - Workshop on Current Research Directions in Computer Music
- that took place in Barcelona, November 16th of 2001. The chairman was Mr. Giovanni De Poli
(DEI-University of Padova, Italy) and the invited members were: 1. Richard Kronland-Martinet
(CNRS - LMA, France), 2. Stefania Serafin (CCRMA - Standford University, USA) in substitution
of Mark Sandler (Queen Mary University, Great Britain), 3. Jan Tro (NTNU Norwegian University
of Science and Technology, Norway) and 4. Xavier Serra (Pompeu Fabra University, Spain). The
panel had a duration of one hour and it was structured in two parts: The introduction from each one
of the members, and the open discussion on the introduced ideas with the audience participation.

1 Introduction

This panel focuses on current research directions of
sound modeling. Topics that will be discussed in-
clude:

Signal vs. source vs. perceptual models:
Which are the best models for sound synthesis,
understanding, coding? These models are often
developed in different scientific communities.
Are models,developed for one specific appli-
cation, useful in other domains? Can sound
processing models (digital audio effects) also
be useful as sound models? Transfer of sound
and data compression procedures have been
developed. Will there be other compression
techniques based on heavily reduced parameter
sets such as the ones developed in sound
modeling applications?

Timbre modeling and understanding: Timbre
can be interpreted as sound quality or as sound
(source) identity. Are there general models for
timbre representation? How is a timbre space
organized for synthetic sounds? Which are the
most relevant parameters for quality evaluation
and for identity recognition? Do synthetic
sounds possess an identity?

Sound design: How to find the right input param-
eters for a particular synthesis models? Can
we model sound articulations? Can we separate
sound design from performance issues? How im-
portant is the idea of sound identity when de-
signing a synthetic sound? How can we map, in

real time environments, gesture to sound mod-
els? Can soft computing methods be useful in
sound design?

Model evaluation: Are there objective criteria for
assessing the effectiveness of a sound model?
How perceptual issues can be exploited for eval-
uation? Can a subjective measure of distance
be formalized? How to include sensitive, emo-
tional aspects in the evaluation? Can usability
tests be applied to sound design?

2 Opening Statements

2.1 Richard Kronland-Martinet

There is a lot of people that thinks that, in sound
modeling, everything is done. It’s not true. Sound
modeling means to give a precise description of all
the phenomena occurring in an instrument. Sound
modeling in computer music is any technique which
allows us generating sound. It means that we can
use physical modeling, but also any kind of repre-
sentation of signal. It’s obvious that a lot of things
have been done in sound generation, but a lot of
things have to be done now. Probably, the problem
of sound modeling should be addressed in a differ-
ent way: it’s very important to take into account
what musicians want to do with sound models. That
means that it should be a very close relation between
sound modeling and control of sounds. If somebody
wants making music with a violin, somebody that
builds the violin is needed. Of course, when some-
body is building an instrument, it’s very important



taking into account that this instruments must be
playable.

There are several very good models from a tech-
nical point of view (physical models, spectral models
. . . ) but the instruments builded with these methods
are unplayable. The problem is the relation between
the control part of the instrument and the design of
the technique. This relationship is not good enough,
at least for musician.

2.2 Stefania Serafin

We can ask ourselves which model is the best one.
There is no any best model in general, but there is
a best model for each specific application. The goal
of sound modeling is building a model as similar to
the real instrument as possible without taking care
with the computational cost and other. In the other
hand, we can implement different algorithms of data
compression in order to transmit data fastly with-
out loss of information. With these two tecniques
(modeling and audio processing) we should be able
to help musicians in their compositions..

Some years ago, we all were surprised with new
systems that could implement hundreds of different
sinusoid signals in real time, and it seemed that these
techniques could give us the full control in sound
modeling. Nowadays, the research community is
looking for new techniques for reducing the number
of parameters in sound implementations, for a bet-
ter real-time Internet transmission, but at the same
time, maintaining the sound quality. Of course, it
depends on the specific application.

It is not very difficult building a good quality
synthesizer (with spectral modeling is quite easy re-
produce any kind of instruments), but we can dis-
cuss, for a long, time if this sound is good enough or
if it’s too synthetic. In the case of physical model-
ing, it’s very important a good parameter choice for
a realistic sensation.

2.3 Jan Tro

On the Music Generation panel (Mosart - November
15th of 2001), the discussion was that the music and
technology, artists and engineers, must meet some-
where. In the history of technology it has never been
easy to reproduce some realistic sounds. In the other
hand, we are able to understand music from a tech-
nological point of view, i.e. any reverb model. But a
lot of recordings uses exactly the same reverbs! We
should be very careful when choosing models, spe-
cially the input data for these models. Note that, in
psychoacoustics, there are no new studies in the last
40 o 50 years.

It’s very difficult to separate the sound models
and the perceptual models: The feedback from the

listener to the performer is a basic question. Not
only the room, but the interpretation. There are a
lot of parameters that are fully unknown in a mu-
sic performance: the mental factor has not been de-
scribed yet. It’s very hard to choose the best model
for an instrument, when we are evaluating different
ones, as the best one is the instrument itself.

Data reduction mentioned above is very impor-
tant, but we must go a bit further: Don’t make a
list of only parameters, let’s go to find which is the
brain process to feel the music as it is.

2.4 Xavier Serra

In the last twenty-five years, the driving force in
the computer music community has been the sound
modeling, and it has been a complete failure. If we
measure the research activity by the impact that it
has in different fields of the music (composers, in-
dustry . . . ), specially in the past 15 years, it’s zero:
there has been practically no new devices built. If we
look at the music, most of that new music uses tech-
nologies that were developed before these 15 years.

We could think that there is nothing to do now,
everything it was useful to do is done. Perhaps the
sound synthesis is dead. If we assume this, it would
be a good starting point for reconducing our research
activities. We have spent about 30 years trying to
model and reproduce the classical instruments. We
have to change our paradigms: we must meet new
ways in the scientific community; the engineers have
to look outside and realize what the society needs.

3 Open discussion

The open discussion started with a discussion about
which one is the actual driving force in sound mod-
eling. The poor need of knowledge is a very hard
driving force. If the model is perfect then you know
it all, so you don’t need the model. But if we want
survive in the business area, we must change the
role and we must build and listen different models
in order to find the best one. Xavier Serra answered
that the model is just a scientific approximation to
a problem. There is people of different disciplines,
in this Mosart Workshop, and we realize that the
scientific output is not enough: we really have to go
forward and find new ways to work with that.

Another topic discussed was about the poor
communication between engineers and composers.
Xavier Serra answered, from an historical point of
view, that in the first ICMC there was a good bal-
ance between industry and academics. Nowadays,
at the ICMC, the industry is not present. In the
other hand, in the last ICMC, there were no com-
posers in the scientific sessions, because they were



in other sessions. In the last few years this division
has been emphasized. There are some explanations
for that. The first one is that our scientific research
has evolved as much as musicians don’t understand
anything in that so specific field. When they use our
techniques, they don’t understand what’s going on.
The public asked why don’t the engineers assist at
the music conferences, and Xavier Serra: answered
that sometimes they do because most of the engi-
neers are musicians too. The idea that the engineers
plagiarize the musicians has been quite common.

The discussion followed with the difficult com-
munication between engineers and musicians. Nowa-
days, it’s possible and quite easy to get a synthesis
software and compose any kind of music. But some
years ago, musicians had to learn computer science
and the different synthesis techniques. Where is the
difference? Nowadays, when we click at the plug-in
button of any commercial software, there is a lot of
people all over the world doing the same thing and
using exactly the same reverb. It’s a very good op-
tion from a social point of view, but from a musical
point of view, perhaps it would be better a good
knowledge of CSound for developing our own audio
effects. Musicians are loosing something when use
these commercial techniques.

There was a reference to Iannis Xenakis who told
that we can not be amused by the computers, we
have to be amused by the ideas we have. As the
composers get afraid with the mounts of informa-
tion we manage (i.e. in this Mosart Workshop) the
wall between composers and engineers is higher and
higher. Perhaps the solution is a good communica-
tion between them.

At this point, there was an enthusiastic interven-
tion with the future of computer music: the scientific
part tries to understand how the sounds work and
computer music is studying how a human can plays
a instrument and applies the psychoacoustic infor-
mation to understand this. In the other hand, there
are very strong models, but the problem is how the
humans communicate with these models. Perhaps
we should think about how the interfaces must be
done in order to make all these models more use-
ful. Richard Kronland-Martinet answers that, al-
though there are a lot of tools for engineers, there
aren’t tools for composers. Ten years ago, everybody
was talking about how to create sounds, and these
sounds must be create with CSound or Music V.
Nobody was talking about the control of sound. We
should think about sound modeling in a different way
and it’s obvious that modeling sound is modeling an
instrument. There is an example, from Yamaha, of
a very good synthesizer from a technical point of
view, but nobody can use it. There are 2 problems:
when you want to play a new instrument, all you
need is time. If you want to play the piano you need

about 10 years, and so on, but now it’s impossible:
there are no scores for these new instruments. Ev-
erybody wants to play a new instruments, but no-
body wants to put time in these new instruments.
Xavier Serra added that there are very few exam-
ples of electronic instruments that have created a
virtuoso school, and it took few years. Sound mod-
eling misses the interfaces or composer aspects of
the instrument, but there are many things that can
be done for making them useful for musicians. The
driving force for sound modeling is nowadays is not
in the sound modeling community by itself but on
the issues like performers. From a signal process-
ing point of view, we are a little bit stack. We have
to go beyond that and include more ways for im-
proving our work. Finally, Jan Tro added that it’s
important to emphasize that we actually use a lot of
years training for playing a music instrument. We
should take care with the knowledge on modeling in-
struments, because we need a lot of time and method
to handle a instrument, even if it’s an acoustic one
or an electronic one. We should put that experience
as a part of models, in the same way we have tried
to implement the perceptual model.

At the end of this open discussion, the panel
was invited to comment why the synthetic instru-
ments like DX-7 or Moog succeed and became as
reference instruments. Xavier Serra told that the
DX-7 was a combination of a lot of things and it
was so successful that everyone is still trying to im-
itate it. It was the combination of his relatively low
price, it was general enough, and the synthesis tech-
nique is no important because only few people could
program it. From a technological point of view there
are a lot of things, like the microprocessors, the poly-
fonic features. . . that make it attractive for commu-
nity. It was at the right time at the right place and
pushed by the right company. The Moog is another
history, but it seems that his high versatility and
real-time performance on the stage characteristics
made it successful. Giovanni de Poli: added that
the important thing is that the instrument should
be playable. These instruments have a good charac-
teristic: his identity. The own identity of these in-
struments help themselves. About the correct time,
there is a change of attitude in people towards new
instruments or reproducing the traditional ones de-
pending the time period of people. The portability of
these instruments was also commented and, finally,
the missing MIDI implementation on the Yamaha-
DX7 was commented too.

4 Conclusions

The panel was about Sound Modeling, specially fo-
cussed on their future directions. One of the topics



discussed was about the sound modeling definition,
and how relatively simple is generating quite realistic
sounds. The problem of these techniques is the high
number of parameters needed, that make them un-
playable. Another topic discussed on the panel was
the slow evolution of the computer music community
in the last fifteen years, in sense that although there
are a lot of papers and conferences in sound model-
ing, there isn’t any repercussion on the society. But
the main topic it was discussed was the big sepa-
ration between the computer music community and
the performers or musicians. Which one is the rea-
son? Perhaps the models are so complex or perhaps
the engineers need more and better communication
with performers, and viceversa.

From my personal point of view, it seems that
quite engineers involved in Sound Modeling know
that their work has to focus, not only on the model
by itself, but on the final user of this model: the
musician. This is the unique way for creating new
instruments and, in the future, listening some good
enough recordings of these new instruments.
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In this paper is presented an overview and conclusions of topics and ideas discussed in the e Music 
Interfaces panel that took place during the MOSART Workshop – Workshop on Current Research 
Directions in Computer Music - Barcelona, November17th of 2001.  
The invited members of Panel were: Antonio Camurri (DIST-University of Genova, Italy); Sergi Jorda 
(IUA-Pompeu Fabra University in Barcelona, Spain); Roger Dannenberg (Carnegie Mellon 
University,Pittsburgh, USA); Leonello Tarabella (CNUCE/C.N.R. in Pisa, Italy. 
 The Chairman for the Pannel was: Johan Sundberg (KTH-Royal Institute of Technology, Sweden). 
The panel had the duration of approximately one hour and it was structured in 3 parts: An introduction 
to the theme of the panel by the Chairmen; A five minutes introductory open statement by each one of 
the members; An open discussion on the introduced topics and ideas opened to the audience. 
 
 

1. Introduction
 
This panel focuses on scientific as well as 
artistic research perspectives on interactive 
systems. Main issues that will be discussed 
include the following:  
 
Interaction Metaphors and Mapping Strategies: 
from the "musical instrument" metaphor 
(interaction with an object, immediate cause-
effect response), to "dialog" paradigms 
(interaction as a dialogue with human as well 
as virtual agents; virtual agents can be 
auditory, and possibly visual, robotic in a 
Mixed Reality scenario).  
 
Can models of Expressiveness, Kansei, 
Emotion influence/improve interaction 
metaphors, integration of modalities, and 
mapping strategies? How can such models 
contribute to more effective interactive 
systems?  
 
Which methodology and evaluation methods to 
verify and consolidate results from scientific 
research?  
 
Are state-of-the-art sensor systems mature 
enough to capture the physicality, the 

sensibility, the expressive content from music 
performers, dancers, and spectators...?  
 
Reports on good examples and lessons learned 
from experiences with artists (composers, 
performers, dancers...) can be very useful as 
feedback for scientific research. Which models 
demonstrated successful from artistic 
productions?  
 

2. Opening statements 
 
The opening statements started with Roger 
Dannenberg’s presentation, which focused 
mostly on his personal perspective of what are 
the main problems and new directions on 
music creation using interactive systems.  
Some of the main difficulties are that enabling 
technologies have not yet reached a desirable 
point, real time systems are difficult to create 
mostly due to the constrains of existing tools 
like for instance the MAX/MSP software, 
programming languages and related devices 
are not easy to setup or the fact that as of now 



it is not yet defined a standard I/O portable 
interface for low level music input and output. 
Some new directions that should be persued 
are for instance the integration of the Look 
Ahead concept (always present in the way 
musicians plan and execute their compositions 
and performances) with sensor technology, the 
use of artificial intelligence techniques and 
again, how this could be intergraded with 
sensor technology, trying to improve existing 
technology with the use of visual content, the 
use of the web (on which the work of Sergi 
Jordá is a reference) [1] or the use of robotics. 
 
The following opening statement was by 
Antonio Camurri that started of by planting 
the question:  
Why interactive performances are so bad?  
According to Antonio Camurri one possible 
answer is that so far composers and performers 
have managed to learn how to control sound in 
space, however it is still necessary to learn 
how to manage action in space.  
This is an extension of musical language that is 
very difficult to manage, and the main issue is 
to find deeper correlation between music 
language and gesture.   
There is consolidated research in the field of 
controlling action in space, like for instance the 
work presented in the MOSART workshop by 
Sergio Canazza e Giovanni de Poli [2], however 
it is necessary to integrate this knowledge in 
musical performance.  
Antonio Camurri also announced the Gesture 
Workshop for the spring of 2003 that will take 
place in Genova Italy and will be a good 
opportunity to consolidate the community of 
researchers interested in this field. 
 
Following up Leonello Tarabella started his 
presentation by answering Antoio Camurri’s 
opening question with another question: 
Why is computer music not so spread out as 
other forms of music? Maybe because real 
time performance is so bad. 
For Leonello Tarabella we are at the “Stone 
Age” of this culture, and that is quite clear 
because so far it is not easy to define how to 
use the computer as an instrument, the way it 
can be done with traditional instruments. 
The effort that must be made is towards 
fulfilling musicians needs, realising that 
technology developments are the driven force 
to the creation of new movements in music, 
like it happened for instance with rock music 
that had its origins on the use of the electric 
guitar has a new instrument made possible by 
technological developments. 
 

The final opening statement was by Sergi 
Jordá  that started of bay claiming that he was 
moved to use interactive systems with 
computes to create music because he was a bad 
jazz performer. 
Sergi Jordá agrees with the fact that there are 
many constrains in the existing languages to 
develop interactive systems, and this has the 
effect of increasing the complexity of the 
mapping. 
One of the most common problems, caused by 
the fact that controlers are often separated from 
the synthesis engine, is that when designing 
such a system you cant build a sophisticated 
controller without previous knowledge of what 
you are about to control. To address this 
problem one has to think about parallel design 
of the input and the output of the system. 
On the topic of current state of sensor 
technology, Sergi Jordá points out that the 
question is not whether sensor technology is 
mature enough to allow de creation of 
interesting music, but instead one should think 
that technology is never enough in any case, 
and so we should use what we have. 
Computers are not instruments, but a paradigm 
to create instruments with infinite possibilities, 
and therefore we can have complexity in this 
area, however what we really need is 
simplicity. 
Another important point is that the current 
state of technology allows the creation of 
instruments that can be performed collectively 
by several users, that often are untrained 
musicians.  
In this case one should consider that the 
instruments should be designed to be simple 
and very constrained. 
 
On the Sergi Jordá’s opening statement, Roger 
Dannenberg commented that although he 
agrees that we don’t need to wait for 
technology to start creating and that we should 
use what we have, one should be aware that we 
are close to the arrival of a revolution in sensor 
technology.  
 
Sergi Jordá replied that this could lead to an 
overload, since we have not used what we have 
yet. 

3. Open discussion 
 
The Chairman of the Pannel, Johan Sundberg, 
introduced the open discussion session 
proposing as a theme the topic of mapping, 
stating as an example the difficulty of mapping 
voice which is the most common instrument. Is 
one to one or many to one the best strategy? 



Sergi Jordá  believes that at least the many to 
one mapping strategy is flexible enough, but 
the focus should also be on another critical 
point, which is the feedback that is always 
present in traditional music instruments at a 
physical and visual level and that hardly exists 
in sensor technology. 
Another important point is that we don’t have 
to think that with computer instruments we 
have to map physical gesture into sound, but 
we can map into higher-level musical forms. 
 
Leonello Tarabella pointed out that the 
mapping is the critical point to actually create 
an instrument, given as example, that the 
“Twin Towers” device presented earlier in the 
conference [3] is a controller that can map to 
different synthesis engines, however a 
Theremin is a musical instrument since its 
coupled with a fixed synthesis engine. 
 
Roger Dannenberg added up that also the 
concept of a musical instrument comes from 
that past and it’s not a requirement that we 
must follow this model. 
 
The audience addressed one final comment to 
the panel, pointing out to the fact that music 
has the ability to raise emotions, however for a 
new instrument to succeed it should not only 
be able to raise the emotions we have inside, 
but it should also create new emotions. 
 
On this topic Leonello Tarabella states that at 
the current moment the direction being 
followed in new musical instruments design 
should be towards the traditional musicians 
performing paradigm, and only future 
generations will succeed in a different 
approach. 
 
Sergi Jordá  adds up that by performing mouse 
music, he found out that the interface he 
designed for the general community of Internet 
users is the one that he likes the most. 
 
As a final statement Roger Dannenberg 
pointed out that when the composer designs 
the controller it has a tremendous influence 
over the final result of the piece and the 
performance. 
 

4. Conclusions 
 
From the discussion on this panel some strong 
ideas and questions that were raised could be 
csidered as references and issues to keep in 
mind on future research work in this field. 

One of the strongest ideas is that mapping is a  
crucial problem.  
One could think of mapping as part of the 
composition or part of the instrument and 
therefore it has a tremendous influence in the 
performance.  
Mapping strategies depend on the context and 
the purpose of the interface, and for general 
purpose musical instrument a simple mapping 
strategy is sufficient, however in a more 
cpmplex situation, like controling action in 
space during a performance, one needs, for 
isntance, to integrate knowledge about musical 
performance, and therefore increasing the 
complexity of mapping. This knowledge 
should be incorporated on the mapping 
strategy as an extension to the musical 
language. 
It is clear that the study of mapping strategies 
is, still at an early stage and that the definition 
of mapping strategies for different contexts, 
applying results from research work related 
with expressiveness analysis and control 
technology, has tremendous potential. 
Another strong question that was raised, was if 
the environments to create music or music 
applications should or should not be 
constrained?  
The overall tendency is that the more general is 
the users universe that will use the controller, 
the most constrained it must be. On the other 
hand controllers designed for smaller groups 
usually constituted by experimented musicians 
are much less constrained and are more 
flexible. 
However it is clear that there is a need for 
more scalable environments, which can be 
constrained at an entry stage, when the 
user/performer/composer first starts to use the 
system, and that after a certain point can be 
configured to be unconstrained and flexible 
enough to allow an implementation close to the 
original concepts of the musician. 
A final idea that was present in this panel 
session was that although current work in this 
field is aiming more towards the need to 
expand the existing paradigms for music 
performance and composition, the true 
potential of this media in order to create new 
forms of musical language could be unveiled 
by looking for new paradigms. These 
paradigms might be limited by the current state 
of technology development, but must not 
necessarily be alike the traditional musical 
instrument model that we know. 
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Abstract

This paper presents a summary of the Music Performance Panel, held at the MOSART Workshop 2001, in
Barcelona. The approaches of the represented research groups are described briefly, and an overview is given of
the topics that were addressed.

1 Introduction

During the MOSART Workshop 2001, on current re-
search directions in computer music, a discussion panel
addressed some issues on the topic of music perfor-
mance. The panel consisted of the following mem-
bers: Gerhard Widmer (ÖFAI, Vienna), Henkjan Honing
(NICI, Nijmegen), Johan Sundberg (KTH, Stockholm)
and Giovanni de Poli (DEI, Padua). The main topics that
were discussed are:

Research StrategiesWhat are the relative strengths
and weaknesses of different research strategies
(theory-driven vs. data-driven, oriented towards
cognitive plausibility vs. computational simplicity,
perception-oriented vs. production-oriented, etc)?
And could there be more synergy between these
strategies?

Functions of performance Expressive music perfor-
mance seems to fulfill several functions (e.g. ex-
pressing emotional content, but also clarifying
structural aspects of a piece); how do these func-
tions fit together? How do current models of per-
formance account for these functions?

Evaluation Given that expression is a subjective notion
and that there is no such thing as the “correct”
interpretation of a piece of music, can we never-
theless develop quantitative and scientifically rig-
orous procedures and standards for evaluating the
quality/significance/validity of proposed models of
expression? Would it be worthwhile to try to col-

lect or construct ‘benchmark problems’ on which
different models could be compared?

In the following sections, I will resume what was
said with respect to the above questions during the panel.
In section 2, an overview will also be given about the ap-
proaches that each of the research groups have been tak-
ing. This overview is partly based on the opening state-
ments that each of the panel members made, and partly
on the submitted position statement papers (included at
the end of this paper).

2 Research strategies

As pointed out by Widmer et al. in [6], prior to the ques-
tion of how research strategies relate to each other and
how they can be compared, it should be clear what the
research aimsare. Three typical aims are respectively:
1) development of musical models that produce well-
sounding musical results, 2) development musical mod-
els that produce results that maximally resemble (gen-
eralized patterns of) observed expert performances, and
lastly, 3) development musical models that structurally
resemble observed or hypothesized cognitive processes
of musical performance. To capture the research of DEI
in a category, I would like to propose a fourth category,
in addition to these three categories. Namely: 4) devel-
opment of performance models that provide optimal user
control over the expressive renderings of performances.
Depending on the aims of research, different method-
ological approaches may be appropriate.



ÖFAI ÖFAI’s research is explicitly directed towards
the second aim. More specifically, the aim is to discover
regularities and patterns that can be found in the perfor-
mance (particularly on piano) of musical pieces. This
should result in models that as precisely and compactly
as possible describe principles that emerge from perfor-
mance data. Their strategy to achieve this aim can be
described as analysis by machine induction. A large col-
lection of musical data (expert performances of various
complete Mozart piano sonatas) form the data for the in-
ductive learning. These data are analyzed in terms of
dynamics and tempo deviations. Structural representa-
tions (vz. transcriptions) of the performed music are also
made. To this analysis of the data, the machine learning
techniques are applied. The outcome of the learning pro-
cess are the regularities that were found (co-occurrence
of performance deviations and structural features of the
music), typically in the form of prediction rules that pre-
dict expressive deviations based on the structural descrip-
tion of the music.

As the above suggests, rather than using the data to
test preconceived hypotheses, the data are analyzed to
generate hypotheses about music performances. In this
respect,ÖFAI’s research could be called bottom up, or
data-driven. The knowledge that is gained in this way, is
only aboutwhat is done during a performance, notwhy
it is done; the intentions of the player are not accessible
through this approach.

An advantage ofÖFAI’s approach, being a data-
driven approach, is that the results are independent of
theories, hence independent of the need to verbalize and
conceptualize in advance what will be analyzed. A data-
driven approach may detect regularities in the data that
were never noticed by human subjects.

NICI As opposed to the above approach, NICI tries
to build cognitivemodels of music performance, rather
than models that describe the performance itself. Thus,
in terms of the three research aims mentioned above, the
third aim is pursued by NICI. A major implication for
methodology is that empirical data is obtained through
controlled experiments (as is common in cognitive psy-
chology), rather than by analyzing (large samples of) mu-
sical performances. In these experiments, the validity of
constructs from musicological theories is tested. To do
this, these theoretical constructs must first be formalized
and implemented as algorithms. In this way, musicolog-
ical theories are computationally modeled (cf. [3]). An
important requirement for these models is that they are
not primarily able to faultlessly reproduce human perfor-
mances, but rather that parameters of the model are mu-
sically meaningful, i.e. correspond to musical concepts
in the mind of the musician.

During the panel, Honing argued that controlled ex-

periments are preferred over the analysis of large corpora
of music performances. In experiments it would be pos-
sible to discard unintended deviations, and to give the
performer instructions and measure their effects on per-
formances. This kind of interaction is not possible in the
case of corpora-analysis.

Another point that was made, is that the focus is on
the re-construction of a ‘performance-space’, rather than
on studying only expert-performances. By also observ-
ing non-expert performances and performances with par-
ticular intentions, a more complete view on the range of
meaningful deviations can be accomplished.

Furthermore, Honing mentioned the relevance of
perceptual studies of expressive deviations. Through
controlled listening experiments for example, it can be
established how great deviations in the performance of a
rhythm can become before it is perceived as a different
rhythm. In this way it is possible to elucidate the con-
straints on expressive transformations.

Lastly, he argued that models of performance might
very well benefit form a deeper understanding of the cog-
nitive reality that accounts for the performances.

KTH The main research goal of KTH has been to gain
a deeper understanding on music communication be-
tween musicians and listeners (possibly other musicians).
Contrary to the idea that musical pieces can be performed
in infinitely many equally well-sounding ways, the pro-
fessional music performer Lars Frydén perceived that
there are clear regularities in music performance. This
gave rise to the idea of constructing a set of rules for mu-
sical performance (see [4] and [5]). To test the validity of
the rules, ananalysis-by-synthesisapproach is adopted.
This is to say that music performances are reconstructed
from the score, by using the rules. The rules are applied
one by one, each with an individual parameter that con-
trols the magnitude of the effect of the rule, so the effect
of each individual rule can be examined in detail.

In contrast toÖFAI’s approach, KTH’s approach is
primarily theory-driven. After one or more rules (which
can be regarded as hypotheses) have been formulated,
it’s effect on performance is tested, by listening exper-
iments where subjects rate the musical acceptability of
performances that were generated by the rules. This way
of evaluating is rather different from̈OFAI’s evaluation
method, where the performances generated by the sys-
tem are not evaluated by listening, but by measuring their
deviations from professional performances.

Sundberg mentioned some advantages of the
analysis-by-synthesis method of testing the performance
modeld. Firstly, the synthesis enables researchers to
evaluate hypotheses under musically realistic conditions,
namely by listening to performances that are generated
under these hypotheses. Secondly, it is possible to test



hypothesized rules separately and tune them, one at a
time. Thirdly, the situation of rule-tuning is similar to
a teacher student setting, so that the person that tunes the
rules (usually a musical expert) can rely on his/her ped-
agogical skills. Lastly, this approach is independent of
training data and as such, it is apt to produce non-obvious
interpretations of a piece, that nevertheless comply to the
musical performance principles.

Some limitations of this method that Sundberg men-
tioned, were that the rules are a reflection of the exper-
tise of just one individual. Also, the system will produce
identical performances with identical rule palettes.

DEI Music performance research at DEI is primarily
concerned withcontrol of sound, in order to give mu-
sic composers useful and usable tools for generating mu-
sic from sound/instrument models. As De Poli noted,
the problem of music performance is in between music
generation and sound production. An important question
here is how the sounds can be controlled in an expressive
manner, on a slow varying time scale (e.g. on the level
of musical phrases). In general, there are two strategies:
one is control by gesture, the other is the use of models
for controlling the sound production. The latter approach
has been adopted by DEI.

Thus, performance research at DEI is aimed at build-
ing models that map expressive intentions (through the
use of dichotomous labels like ‘hard’, ‘soft’, ‘bright’,
‘dark’), to low-level acoustic features of the perfor-
mance. These models can be used to render nominal per-
formances in expressive ways, with (real-time) high-level
control over the expressive parameters.

To establish the relation between expressive labels
and acoustic performance features, performing/listening
experiments have been done. These experiments showed
that listeners ordered music performances that were
played with different expressive intentions, along two
abstract dimensions: ’kinematics’ and ’energy’ [1]. A
mapping was then established between coordinates in
the kinematics-energy space and deviations of expressive
parameters like tempo, legato and intensity. This map-
ping serves as a model for expressiveness, translating the
points in the abstract control space to expressive devia-
tions.

De Poli noted that an important aspect of models of
performance is that they convey a multi-level abstraction
from the score, that is, the highest level expressive con-
cepts should not be directly mapped to the lowest level
(acoustic) parameters, but via several hierarchically or-
dered abstraction levels, corresponding to different time
scales.

Another important question is the generalizability
of the expressive models. The models were constructed
based on Western classical music, of which the practice

is relatively fixed. The practice of popular Western mu-
sic, on the contrary, is less codified. This may imply that
accurate expressive models are harder to build for this
kind of music.

Future plans of DEI are to work in the reverse way;
that is, instead of constructing performances based on ex-
pressive intentions, rather analyzing performances in or-
der to derive the musicians expressive intentions from it.

3 Functions of performance

The question of how different approaches account for the
functions of performance did not receive much direct at-
tention during the panel. Nevertheless, some statements
can be made about it, as to some extent, the stance toward
the function of performance is inherent to a particular ap-
proach.

Firstly, in accord with Widmer’s remark that they
study what, rather thanwhy, it can be observed that
ÖFAI’s research comprises only structural/syntactical
analysis of performances. Performance elements are not
related to anything external to the musical piece (like
the performer’s intentions). For that reason, the func-
tions of performance that can be investigated are bound
to be about the performance itself; not e.g. communica-
tive functions (like expressing emotions). Indeed Wid-
mer noted that the function of performance they study, is
performance as clarifying musical structure.

NICI’s research is not explicitly directed to account-
ing for the functions of performance. However, in study-
ing expressive timing, the structural role of performance
elements is identified as one of the factors that influence
timing (see [7]).

KTH’s rule based approach also incorporates the
function of performance as clarifying structure: this is
evident by the categorizations within the rule base, where
one category of rules is called ‘grouping rules’. These
rules are intended to elucidate the boundaries between
different structural units, like phrases.

On the other hand, the function of performance as
communicating emotional content can also be modeled,
as Sundberg noted, by the existence of magnitude pa-
rameters for the effect of each rule. Their hypothesis is
that particular kinds of interpretations of a piece (‘sad’
or ‘happy’), correspond to particular settings of these pa-
rameters. This correspondence is nicely present in the
metaphor of ‘rule palettes‘, that Sundberg used, suggest-
ing the possibility of ‘painting’ with the magnitude pa-
rameters.

Inherent to DEI’s approach to musical performance,
is the function of communicating emotional content. As
their aim is to render or transform music performances
according to expressive labels like ‘dark’, ‘bright’, ‘light’



or ‘heavy’, it is clear that the focus is on performance
as expressing intentions. As argued in [2], senso-
rial adjectives were preferred over emotional ones like
‘sad’/‘happy’, in order to limit the semantics under
examination. The sensorial adjectives clearly have a
more restricted meaning and related to performance more
closely.

4 Evaluation

Finally, there was the question about the evaluation of
performance models and the use and usefulness of bench-
marks in the area of music performance research. There
were quite diverse opinions about this among the panel
members.

About the evaluation of their research, Widmer said
that the focus was on two prime concepts: predictive ac-
curacy and generality. Performance models should on
the one hand predict the performance deviations of (ex-
pert) performers as accurately as possible, while on the
other hand, the predictions should ideally be valid across
different performers and musical styles. About the possi-
bility of using benchmarks for evaluation of performance
models, Widmer remarked that the use of benchmarks
suggests that there is a set of pieces for which there is a
‘correct’ performance, which must be matched as close
as possible by any good model. This is obviously not
the case. Furthermore, using a standardized dataset as
benchmark, introduces the risk of over-fitting the models
to the benchmark data, as has apparently been the case in
the area of machine-learning. This over-fitting should be
avoided. Given these risks, Widmer supposes that, with
much awareness, it could still be useful to propose a stan-
dardized test dataset. This dataset should at least be very
diverse, different musical styles and performers should
be represented.

At this point, I would like to note that the usefulness
and justifiability of benchmarks for evaluation, is some-
what dependent on the goal of research. InÖFAI’s case,
where the goal is to match human expert performances
as closely as possible, it makes makes more sense to
use benchmarks, because the objective is purely quanti-
tative: the deviation between test-data and predictions of
the model should decrease to zero. If the goal is to pro-
duce musically acceptable results (as with the research
of KTH), the use of benchmarks is less obvious, because
the most important thing is that the performances result-
ing from the model should sound musically convincing
in themselves, not that they aresimilar to musically con-
vincing performances. When the aim is a truth-like cog-
nitive model of music performance, a good use of bench-
marks is neither very clear, because good cognitive mod-
els do not necessarily predict a particular set of actual

data very accurately. Rather they predict the constraints
that hold for music performance in general.

A related remark, made by Honing, is that in the case
of human performances of music, not all the information
is contained in the data, but that there is a lot of infor-
mation which is onlysuggestedby the data, but actually
is in the minds of the listeners (e.g. tempo and evoked
emotion are not measurable in the data themselves). This
perceptual information is an important aspect of perfor-
mances, which is not covered by a straight-forward use
of benchmarks to evaluate models. Hence, benchmarks
are only partly relevant as an evaluation tool.

There was a reply to this from the audience (by Jan
Tro), that although the information may not all be con-
veyed by the data, at least the ‘triggers’ for this external
information, are embodied in the data. Although this is
obviously true, I would like to add that it does not take
away the need for perceptual research to music as well, in
order to establish to what kind of perceptual phenomena
these triggers map.

5 Other remarks made during the
panel session

Sundberg raised the point that how often a performance
principle applies, may not touch the essence of such a
principle (a rarely used performance rule may neverthe-
less be musically important). A more relevant question
would be what the meaning of the deviation is, that is,
what is expressed by it?

Widmer answered that the two kinds of research on
music performance (looking for musical meaning of ex-
pressive deviations on the one hand and looking for com-
munal expressive patterns in performances on the other),
might very well co-exist at the same time. They should
be regarded as complementary, where the regularities
found by the latter approach could form a useful point
of departure for the former. He furthermore noted that
it should be made explicit that it is ahypothesisthat the
central function of expression is to communicate mean-
ing to the listener.

A remark from Honing was that there is no such
thing as an ‘average performance’. Averaging over sev-
eral performances of the same piece (let alone differ-
ent pieces), will not result in a ‘typical’ performance,
and will probably not convey much useful information.
Sundberg agreed that using averages in a quantitative
way, will tend to diminish the magnitude of the measured
effects of performance principles.

A critical remark from the audience (by Werner
Goebl) was that it should be realized that performances
generated under a controlled experiment cannot be taken
to be exchangeable with other performances, like live



performances or studio performances. Attempts to ma-
nipulate the performance by instructions may yield per-
formances that are not representative, because it affects
the performer in unnatural ways. Honing replied that
through clever design of experiments it may be possi-
ble to manipulate the performers in unconscious ways.
Sundberg noted that it could be interesting to study how
performances in different settings differ.

A question from the audience was about the issue of
instrument fingering. In what way does fingering affect
the performance? Widmer suggested that fingering does
not so much affect performance as fingering is chosen
to achieve the expressive affect that is intended by the
performer. Honing added that in addition to the effect
of musical structure and emotion on expression, there
is the effect of the instrument on expression. Typically
musicians emphasize parts of a piece that are difficult to
play on a particular instrument by a deliberate fingering.
In general, Honing agrees with Widmer that fingering is
chosen to maximize expressive control.

A final appeasing point made from the audience (by
Roger Dannenberg) with respect to the problem of evalu-
ation and collaboration of different performance models
was that criticism and skepticism about the right way to
proceed and combine research may be an obstacle for
progression. It may be fruitful to share results and data,
even with the limitations that hold.
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Abstract

This shortpaperpresentsour view on somegeneralquestionsregardingempiricalresearchon expressive
musicperformance.Themaindirectionof performanceresearchgoingonat theAustrianResearchInstitute
for Artificial Intelligence(ÖFAI) is briefly reviewedandpositionedrelativeto threegeneralissues,namely,
differentresearchstrategies,differentdimensionsof performance,andthequestionof empiricalevaluation
of performancemodels.

1 Introduction

TheMusicPerformancePanelheldat theMOSART 2001
workshopis dedicatedto threeprincipal questionsthat
try to put current researchon expressive music perfor-
manceintoperspective: whataredifferentresearchstrate-
gies, andwhataretheir respective roles?whatarediffer-
ent functionsor dimensionsof performance,andhow are
theseaccountedfor by differentresearchapproaches?and
how shouldformal,computationalmodelsof performance
beevaluated?

Webelievethatwhen,andindeedbefore,trying to an-
swerthesequestionsit is crucialto definefor oneselfwhat
thegoalandpurposeof one’sresearchis: (a)doweaimat
computationalmodelsof performancethatproducewell-
soundingmusicalresultsandthusareusefulto themusic
software industry? or (b) do we aim at modelsthat as
muchaspossiblefit thepatternsandregularitiesobserved
in expert performanceandcanmake predictionsregard-
ing aspectsof expert performances?or (c) do we want
modelsthat, throughtheir very structureandconceptual
design,reflectan observedor hypothesizedcognitive re-
ality?

Theseare quite distinct goals. For instance,in the
first case(a),wewill probablynot careaboutwhetherthe
modelitself is cognitively adequate,or wewill careabout
thatonly to theextentthatamodelexpressedin more“in-
tuitive” termsis alsoeasierto useandcontrol(cf. Desain
et al.’s point on FM synthesisvs. physicalmodeling[4]).
Also, the differentgoalswill necessitatedifferentstrate-
giesfor evaluatingtheusefulness(a)or precisionandgen-
erality (b) or plausibility (c) of proposedmodels.

Different researchgroups(someof which are repre-
sentedin the MOSART consortium)capitalizeon differ-
entgoals,andthusboththeir approaches,theoreticaland
technical,andtheway they presentandevaluatetheir re-
sults,aredifferent.In therestof this paper, we will focus
on our own researchasit relatesto musicalperformance,
andwill try to positionit relative to theabove issues.

2 Inducing Models from Large Col-
lections of Expert Performances

2.1 Research Goals

ÖFAI’ s immediateresearchgoalsfocuson thesecondof
the above threealternatives: we want to find descriptive
andpredictive(partial) modelsof certainaspectsof ex-
pressive performance. Thesemodelsshould “explain”
(i.e., fit) as much as possibleof the observed phenom-
ena,andthey shouldbe predictive in the sensethat they
generalizeto other performersand possiblyother types
of music. The startingpoint for theseinvestigationsare
largecollectionsof “real-world” performances(in partic-
ular, performancesby concertpianistsmadenot specifi-
cally for researchpurposes).

To this end,wedevelopanduseArtificial Intelligence
and,morespecifically, InductiveMachineLearningtech-
niquesto find computationalmodelsof typical perfor-
mancestrategies[10]. We take a strictly data-drivenap-
proach: expert performancesare collected,quantitative
details concerningexpressive performance(timing, dy-
namics,articulation)aremeasured,andtheresultingdata
areanalyzedwith thehelpof machinelearningalgorithms
that try to find commonpatternsandregularitiesin these
data. In this way, thecomputeris usedasa tool or assis-
tantin theprocessof inductivemodelbuilding.

Cognitive adequacy of the resultingmodelsis not an
immediategoal; that would probablyrequirea different
kind of approach(andit would requireexpertisein cog-
nitive psychologythat we do not have). The main point
of ourresearchis to discoverpotentiallynew, generalpat-
ternsthathavehithertobeenneglectedin performancere-
search.Thesemay thenbe studiedin morefocusedand
controlledexperiments.



2.2 Research Strategy

We seeour approachas complementaryto the research
strategiesfollowedby otherperformanceresearchers,be
they basedonsystematiccontrolledexperimentation(e.g.,
[13]), on ‘analysis-by-synthesis’[8] or on purelystatisti-
cal methods(e.g.,[6]).

What distinguishesour work from mostof the other
work in empirical performanceresearchis the use of
computationallearningand knowledgediscovery meth-
ods and, connectedwith that, the strictly data-oriented
approach.We usealgorithmsthatcansearchfor anddis-
covercomplex dependenciesandregularitiesin extremely
large datasets,andcandescribetheir discoveriesto the
userin intelligible terms[12].

A distinct advantageof suchan approachis that the
computeris free of any musicalpreconceptionsandex-
pectationsandthusmaymoreeasilycomeup with novel
andpossiblysurprisinghypotheses[11]. Thesehypothe-
ses may not necessarilyalways relate to a conceptual
framework thatmusiciansor musicologistsfind musically
intuitive or cognitively plausible. In other words, they
maynot be directly interpretableasa modelthat reflects
themusicalrealityof aperformer. But thediscoveredpat-
ternsmay point to interestingphenomenathat have not
beenlookedatsofarandthatcanthenbestudiedin more
focussedandcontrolledexperiments.In our view, that is
themainrole of thismachineinductionapproach.

2.3 Aspects of Performance Studied

Starting from given collectionsof expert performances
alsohasconsequenceson the typesof thingswe canand
cannotstudy. To put it simply, whatcanbehypothesized
from given performancesis what the performerdid and
whats/heis likely to do in otherpieces,but not (or notdi-
rectly, at least)whys/hedid it (theperformer’smusicalor
communicationalintentions)or what effect the observed
performancestrategieshave on the listener (the percep-
tion of performedmusic). The latterquestionswould re-
quire controlledexperimentswith performersand/orlis-
teners,where performersare asked to play piecesun-
derdifferentconditions(as,e.g.,in [9]) or with different
kinds of ‘targetemotion’ [3]. If we only take givenper-
formances,we cannot,for instance,make any quantifi-
ablestatementsaboutemotionalaspects,either in terms
of productionor perception. What we canhopeto dis-
cover from largecollectionsof preciselymeasuredexpert
performancesis generalexpressive patternsthat seemto
be commonacrossa wide rangeof piecesanddifferent
performersandthusseemto indicategeneralperformance
strategies[11]. Thesamekind of materialcanalsobeused
to studysystematicdifferencesbetweenperformers,again
with inductivemethods[7].

To widentherangeof questionswecananswer, andto
clarify someverybasic,but elusivenotions(e.g.,whatre-
ally is “tempo”?),wehaverecentlyalsostartedto perform
controlledexperimentswith humansubjects,both listen-
ersandperformers(e.g.,[2, 5]). Herewecanstudycertain
specializedquestions(e.g., the phenomenonof melody

lead) in moredetail, but with a narrower databasis(be-
causeproducingcontrolledexperimentaldatawith human
subjectsis expensive).

2.4 Evaluation Issues

In empirical research,testing inductively obtainedhy-
potheseson independentdata is essential. In order to
make it possibleto comparecompetingmodelsand al-
gorithms,they have to betestedon a commonsetof data
of anappropriatelevel of complexity.

In theareaof machinelearning,for instance,this has
led to theestablishmentof a databaseof commonbench-
markdatasetsonwhichnew algorithmsmustbetestedso
that their resultscanbe comparedto the resultsof other
methods. The databaseis maintainedby a groupat the
University of California at Irvine [1] and is continually
updatedwith new datasetscontributedby membersof the
scientificcommunity.

In the areaof musicperformanceresearch,establish-
ing such a databaseof commontest datawould be an
interesting(and laborious) task. Whether it would be
worthwhile would dependon a consensus,within the re-
searchcommunity, on a set of basicevaluationcriteria.
To preventapossiblemisunderstanding,let usmakeclear
thatwe do not meanthatsucha setof testperformances
would in any senserepresentthe“correct” interpretations,
in thesenseof anabsolutebenchmark.On thecontrary, it
shouldcontainperformancesof thesamepiecesby differ-
entperformersandpossiblyunderdifferentconditions.

Whatwe considercrucial is that thegenerality of the
modelsshouldbeestablishedexperimentally, andthatre-
quirestestingthemon large setsof diversemusicalsitu-
ations. Using only a few hand-selectedpiecesfor model
building or testingalwayscomeswith thedangerof over-
fitting (eitherby fitting themodeltootightly to thedata,or
by (consciouslyor unconsciously)selectingthe testdata
in suchaway thatthey confirmthemodel).

Of course,working with largesetsof trainingandtest
piecesmakesit difficult to attendto all thedetailsandpos-
sibleartifactsthatmaybehiddenin thedata,andto have
afinecontrolonall experimentalconditions.Ontheother
hand,the kinds of patternswe find with our data-driven
approachhave a certainempiricalweight andgenerality
simply by virtue of the fact that they arebasedon (and
their predictivepotentialhasbeentestedon)a largesetof
diversemusicalpieces.We do believe that thesize,com-
plexity, and musicaldiversity of experimentaltest data
cangiveanew kind of qualityandvalidity to experimental
results.To put it (overly) simply, in our currentmachine
learningexperiments,we sacrificeobservation precision
for strongeror broaderempiricalsupport.

3 Conclusions

It seemsclearthatnoresearchapproachalonewill leadto
completemodelsof expressive performancethat do jus-
tice to the complexity of the phenomenonand that are



adequatefrom every possiblepoint of view. More coop-
erationbetweendifferentapproacheswill be needed(for
instance,discoveringnovel typesof patternswith our ap-
proachand then investigatingthesefurther in more de-
tailedandcontrolledexperiments).Thatrequiresfirst and
foremostthedefinitionof a commonsetof problemsand
evaluationcriteria. This panelhasat leastmadeexplicit
someof the differencesbetweencurrentapproaches,but
hasalso revealeda lot of commongroundthat we can
build on in futurework.
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Music Performance Panel: Position Statement
KTH Group

Johan Sundberg, Anders Friberg, Roberto Bresin

Research Strategy
The goal of our research on music performance is to gain a deeper understand-

ing of music communication. Our research was initiated in the 1970s. Those days
the general belief was that any piece of music could be performed in a number
of widely differing and yet musically acceptable ways. Therefore, it was argued,
there is no chance that a decent performance can be generated by rules. On the
contrary, music performances are unique, and this is what makes them musically
interesting and attractive. In this situation, a statistical analysis of, e.g., tone dura-
tions in a set of performance of a given piece did not seem promising.

At the same time the idea that performances are completely independent of rules did
not agree with the vast musical experience of the late musician Lars Frydén. During his
violin playing in string quartet and in orchestras, he had found a number of regularities
that he wanted to test.

In this situation it seemed advantageous to choose an analysis-by-synthesis strategy,
i.e., to use the score transformed into a music file as the input for a rule system that con-
verts it into a sounding performance. This allowed the testing of the performance rules
that Fryd́en wanted to test. Each rule could be tested on a number of music examples,
thus allowing him to listen to what extent the performance was improved by the rule
and to find out if the effect was of an appropriate magnitude.

This analysis-by-synthesis strategy has certain unique advantages. Its main strength
is the synthesis that allows the researcher to test hypotheses by listening to performances
under musically reasonably realistic conditions. The method further allows a good con-
trol of the performance in the sense that one rule can be tuned and tested at a time. Also,
it provides examples that are judged in a setting somewhat similar to the student-teacher
setting, so that the musician can rely on his pedagogical expertise. The method also has
the advantage of allowing a systematic build up of rules, in each state giving priority
to salient effects. Hence, rules tend to be developed in the order of importance. The
method also has some advantage over methods where statistical data on performance
drive the research process. The analysis-by-synthesis strategy is independent of such
data. It may generate quite unusual interpretations of a piece that still are musically
acceptable and/or interesting.

The strategy also has limitations. The basic idea is that performance is determined
by regularities. This implies that the machine will generate exactly the same perfor-
mance effect each time its context conditions are met. In reality, however, musicians



may play a given piece quite differently. In particular, the same sequence of tones may
be played differently the second time it appears in a piece. As the magnitude of the
effect of each rule is controlled by a quantity parameter, the rule system can indeed
generate differing performances of a piece, e.g., eliminating or exaggerating various
rules.

Within our group we have an ongoing discussion regarding the perceptual relevance
of random variation, but as yet, we have failed to reach a common view. Measurable
random variation obviously occur, the crucial question being to what extent it is sub-
liminal and whether or not it contributes to the esthetical quality of a performance.

The assumption that performances are controlled by regularities may prove to be
unrealistic in the future. On the other hand, it seems wise to test the simplest models
first and to abandon them only when their limitations have been clearly exposed.

Another limitation of our rule system is that basically it is a formalised description
of the musical competence of one professional musician only. We have found this a
minor concern, as our musician is generally acknowledged as an outstanding expert.
Therefore, his competence must be, by and large, representative.

Research using the analysis-by-synthesis strategy is driven by data rather than by
theory. Indeed, our results have sometimes driven theory. An example is the concept of
melodic charge. Here, the playing of music examples demonstrated the need for vari-
ations reflecting the relation between the tone and the underlying harmony. We tried a
number of different existing alternatives as control parameters for the dynamic varia-
tions, all with inappropriate result. Eventually we arrived at the relationship along an
asymmetric version of the circle of fifths, that we called melodic charge. Thus, the play-
ing of melodic lines void of characteristics that reflected this melodic charge seemed to
lack an important aspect of an ideal rendering. The fact that the introduction of the
melodic charge into the performance grammar improved the musical acceptability of
the performance seems to imply that this novel concept is relevant to music perception.

Perturbation of tone duration is an important channel for musical expression. A
remaining question is when such perturbation should be controlled by proportion or in
terms of absolute duration. In some rules, such as the inegalle, we use proportions,
while other rules work with absolute duration. Both alternatives seem relevant to music
listening. For example, a tone appears to loose its autonomy and sound like a grace note
as soon as its duration is shorter than about 100 ms.

An important task in our research is to sort out the roles of rules that operate at same
level. For example, the phrasing rule should not operate on tone sequences treated by
the final ritard rule. There are also other as yet not quite resolved interference between
certain rules, such as the punctuation and leap articulation rules.



Functions of performance Our formulation of performance rules have yielded a gen-
erative grammar of music performance that has invited us to speculation regarding to
function of performance, or, more precisely, regarding the function of the expressive
deviations. Thus, we have seen that the rules can be divided into three major categories
depending on their apparent function in music communication. One category seems
to serve the purpose of differentiating tones belonging to different tone categories, i.e.,
to enhance the differences between pitch and interval classes and between note values.
Another category seems to mark which tones belong together and where the structural
boundaries are. In this way, the performer facilitates the listener’s processing of the
signal flow. Interestingly, the same two principles, differentiation and grouping, can
be observed also in spoken communication. As yet, we have not tested these cognitive
aspects of music performance, though. The third group concerns technical aspects of
ensemble playing related to synchronisation of voices and tuning.

Music performances are also coloured emotionally. We have found that emotional
colouring can be achieved by varying the rules’ quantity parameters. Thus, by enhanc-
ing some rules and suppressing others, emotionally differing performances of the same
piece can be generated. We have already constructed a set of palettes that add different
emotional colours to performances (angry, sad, happy, scared, tender, and solemn) and
we plan to build special rule palettes that will generate agitated and peaceful perfor-
mances.

Evaluation Synthesised performances appear to represent a powerful tool for evalu-
ating the perceptual relevance of research findings. It seems advantageous, however, to
use expert listeners. We have had good experiences of listening tests where musicians
were asked to adjust the quantity parameter to an optimum for different music exam-
ples. In these experiments, rules have been tested one by one. As zero is thereby an
available choice the results show if the rule tested provides a desirable effect.

In case performance research relies on statistical data from real performances, the
evaluation may be more problematic. It appears that synthesis will greatly facilitate the
verification of such results.

Future work/Remaining problems The score we now use as input for the perfor-
mance grammar is rudimentary in the sense that it contains information on nothing but
pitch and duration. Thus phrase markers and chord symbols are introduced manually.
Also, the realisation of conventional items like trill, point, and grace notes requires
hand editing of the score. Our plan is to complement the input score with signs for
such events. We also plan to implement Craig Sapp’s algorithm for automated chord
analysis.

Another planned improvement is to test the usefulness of a realtime control of rule
quantity. This will be realised within the MEGA project; hopefully, this may solve the



problem that the grammar performs the same music material exactly the same way if it
reappears in a piece.

We have lately been cooperating with Max Mathews and Gerald Bennett implement-
ing the performance grammar in the Radio Baton system. This has been an informative
experience, elucidating the boundaries between the musician’s and the conductor’s re-
sponsibilities in shaping a performance.

Basically the research method seems unproblematic. We do not regard the analysis-
by-synthesis strategy as the only possible method. An exchange of data assembled by
various methods will improve quality of research and promote progress. The Vienna
material represents an extremely valuable resource for the further development of the
performance grammar. A crucial condition, however, would be the use of synthesis,
apparently representing an indispensable opportunity to test the perceptual relevance
of findings. The MOSART project comprises exchange of research results and com-
puter synthesis of music performance as two of its core aims and thus offers a perfect
opportunity to proceed along these lines.
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In this paper we will put forward our view on the computational modeling of music

cognition with respect to the issues addressed in the Music Performance Panel held

during the MOSART 2001 workshop. We will focus on issues that can be considered

crucial in the development of our understanding of human performance and perception

in its application to computer music systems. Furthermore, they were chosen such as to

complement the issues brought forward by the other contributing institutes (i.e.

OFAI/Vienna, KTH/Stockholm, and DEI/Padua). In summary these are:

• A computational model in agreement with music performance data is starting

point of research, rather than an end product (cognitive modeling is preferred over

a descriptive model)

• Importance of empirical data obtained in controlled experiments (rather than using

individual examples of music performances)

• Preference for the concept of performance space (over the use of large corpora of

music performances)

• Study performance through perception, focusing on the constraints of expression

rather than studying the ideal or “correct” performance (as such avoiding the issue

of performance style, and enabling the study of important aspects that are not

directly measurable in the performance data itself, e.g., those of a perceptual

and/or cognitive nature)



Research aims

The panel addresses a number of dichotomies in the study of music performance, such

as theory-driven vs. data-driven, oriented towards cognitive plausibility vs.

computational simplicity, perception-oriented vs. production-oriented. The discussion

aims to reveal research aims and methods, which are quite varied among research

groups.

In our group, we study music perception and performance using an

interdisciplinary approach that builds on musicology, psychology and computer science

(hence the name Music, Mind, Machine). The aim is to better understand music

cognition as a whole. The method is to start with hypotheses from music theory, to

formalize them in the form of an algorithm, to validate the predictions with experiments,

and, often, to adapt the model (and theory) accordingly. In other words, in the method of

computational modeling, theories are first formalized in such a way that they can be

implemented as computer programs. As a result of this process, more insight is gained

into the nature of the theory, and theoretical predictions are, in principle, much easier to

develop and assess. With regard to computational modeling of musical knowledge, the

theoretical constructs and operations used by musicologists are subjected to such

formalization. Conversely, with computational modeling of music cognition, the aim is

to describe the mental processes that take place when perceiving or producing music,

which does not necessarily lead to the same kind of models. As such, for us, a

computational model that mimics human behavior is not enough. It in fact is more a

starting point of analysis and research, than an end product (see [1] for an elaborate

description).

Evaluation and validation of music performance models

One of the key issues in developing algorithms and computational models is their

validation on empirical data. In the case of the MOSART project, music that is

artificially generated should respect human perception and performance such as to

assure seamless interaction and intelligible control by its users. For evaluating and

validating models of expression, it is problematic to search for a “correct”, general or



benchmark interpretation of music [2], to which the models can be compared. Though

this approach is quite common in AI modeling, it is very unattractive for music

cognition research. Not only is the notion of an ideal performance questionable,

comparing the input-output relation between the model and the musical performance is

also too limited an evaluation. A data-driven perspective might eventually result in an

accurate description [2,3], it will, however, not be a model, in the cognitive sense. It

needs to describe more than just an input-output transformation. In fact, a good model is

a model for which changes in parameter settings that relate to manipulated aspects of the

performance (e.g. by instruction to the performer) remains to show agreement between

model and performance. As such step by step further validating the model.

As an illustration of the difference between a model and a good description from

another domain, one can take difference between FM-synthesis and physical modeling.

It is possible to generate very convincing sounds with FM synthesis (after careful

selection of the parameters). However, the whole space of sounds is unintuitive and

difficult to control. In contrast, physical models have more similarity with the human

world and succeed in replicating the behavior of existing objects (e.g., made of tubes

and strings) that are known to the user and are therefore easier to control, despite their

more restricted expressive power.

In general, a computational model that captures important aspects of human

perception and action will be more successful in computer music systems. Models that

simply aim at an input-output agreement do not necessarily give us a better

understanding of the underlying perceptual or cognitive processes, which is essential for

the development of convincing and intuitive models for human interaction with

machines (see [4] for a discussion on the psychological validation of models of music

cognition). A solely data-driven approach ignores the fact that important aspects of

music performance are not directly measurable or present in the data itself. For instance,

tempo (or expressive rubato for that matter) is a percept, and cannot be directly

measured. The same applies for syncopation and other temporal aspects of music that

exist due to (violations of) listener’s expectations.

With regard to the methodology of evaluating models of expression, we assign

great importance to the systematic collection of empirical data, experimentally



manipulating the relevant parameters. For instance, in our research on expressive vibrato

[5, 6], we explicitly control for global tempo to reveal how it is adapted to the duration

of notes. And we record repeated performance to get a better grip on consistency (e.g. to

be able to separate between intended and non-intended expressive information).

Similarly, in our studies on piano performances (e.g., [7]), only careful experimental

manipulation of a few parameters (like global tempo, or the addition or removal of one

note) will give a precise insight in the underlying mechanisms that we need to reveal in

order to make better computer music editing software or music generation systems.

Blindly examining very large samples of music performance is clearly not an alternative

to this.

And, finally, in our work in rhythm perception, we put quite some effort in

developing methods that allow us to investigate the concept of performance space,

abstracting from individual examples. The idea here is to consider all possible

interpretations, including musical and unmusical ones, in a variety of styles. While

currently we only applied this approach to relatively short fragments of music [8], we

find this method a more systematic and insightful alternative for randomly grown

corpora of music performances. In addition, studying the perception of rhythm is also a

way to identify the constraints on expressive timing in music performance (instead of

focusing on an ideal or unique performance) as such avoiding the notion of a “correct”

performance, which is an important advantage that allows for models to be elaborated

independent of performance style.
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MUSIC GENERATION PANEL (A critical review) 

In the frame of the Workshop on Current Research Directions in Computer Music, a 
Music Generation Panel took place. The chair was Henkjan de Honing (NICI-
University of Nijmegen, The Netherlands), who introduced and conducted the panel, 
whose members were (in order of  appearance):  Barry Eaglestone (University of 
Sheffield, United Kingdom), Roger B. Dannenberg (Carnegie Mellon University, 
Pittsburgh, USA), Eduard Resina (IUA-Pompeu Fabra University in Barcelona, Spain) 
and Jens Arnspang (DIKU-University of Copenhagen, Denmark). Each of the panel 
members made a short intervention and, after Arnsprang’s words, some questions came 
from the audience. The panellist’s answers were focused on what they have talked 
about. 
 
To make available the main topics discussed in the Music Generation Panel, to the 
community of computer science researchers, composers, musicians, students and 
everybody who is interested in Computer Aided  Composition, we have made a 
summarize and have added a critical review at the end. As an introduction to the 
purposes of this panel, here is the  
 
 
Call to the Music Generation Panel 
  
The abundance of music generation tools and systems is well documented. These range 
from AI-based systems for autonomous generation of musical ideas to conventional 
design tools, for example, for designing and rendering of sounds. However, emerging 
de facto standards have been short lived, generating frustration rather than satisfaction. 
This panel will focus on why this is so, i.e., the extent to which accumulated results of 
this effort fail to satisfy the aspirations of composers. Three specific aspects of music 
generation will be considered. These are: 
 

1 - Representation and contents of the product, i.e., the composition; 
2 - The nature of and support for the process, i.e., creativity and composition; roles 
of artificial intelligence; 
3 - Representation and application of individual and community know-how, 
including the use of repositories and archives to accumulate a history of 
compositional techniques used, and the use of the Web to provide open access to 
community knowledge. 

 
Each aspect will be considered from philosophical, conceptual and technological 
perspectives. The aim is to identify open questions and unsatisfied requirements that 
technology has the potential to address. Many of these are partly evident in ongoing 
research in this area. The outcome will form the basis of a proposed scientific agenda 
for future composition systems research. 
 
   

http://www.iua.upf.es/mtg/mosart/
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THE PANEL 
 
A brief overview of the words by each of the panel members follows: 
 
 
-Dr. Barry Eaglestone (University of Sheffield, United Kingdom) 
 
(Note: Dr. Eaglestone made his speech based on his paper “Composition Systems 
Requirements for Creativity: What Research methodology?”, so we have kept some paragraphs 
from that paper, and some words from his speech.) 
 
Electroacoustic music composition tools and systems selectively attempt to provide 
composers with services they require for music generation, e.g., for accessing, 
generating, organising and manipulating audio (and other) objects, which constitute the 
composition. However, a primary aim of composition software also is to create 
conditions in which composers can be creative in the use of these services. We believe 
there to be a need to establish a research base for enhancement of support within 
composition software for creativity. 
 
Research into digital signal processing and the artist’s use of sounds is on-going, and 
consequently, services relating to musical artifacts are volatile and evolving as new 
techniques and paradigms are integrated into composition software. 
 
The software environment within which those services are used creatively has largely 
been under researched. Instead, developments have followed those of software 
technology. Consequently, there has been a move from asynchronous to synchronous 
systems, and from text to graphical user interfaces. 
 
We believe there to be an inherent tension between principles of conventional software 
engineering and the requirements of creative composers. This tension can be explained 
in terms of models of creativity, which is often characterized by the notion of 
“divergent” as opposed to “convergent” thinking; the later being associated with 
relatively predictable logical activity and outcomes, the former with less logical and 
predictable activity and outcomes. 
 
One of the most talked about and most researched area is the one which involves 
services for creating and manipulating musical artifacts, and there is a lot to say about 
that. However, we will be looking at the largely neglected area, which is the 
environment within which those services can be used creatively? 
 
In our research towards this end, we are analysing data collected by observing 
composers at work in naturalistic settings, using methodologies ranging from software 
engineering through to the social sciences.  What comes out is the tension between the 
composer’s requirements and the conventional wisdom of software engineering. 
 
Specifically, there appears to be a need for an un-typed workspace within which 
composition artefacts can be freely associated; support which enables composers to 
control the whole process, employing programming skills at the lowest DSP levels; 
support for interfaces which challenge the composers’ conceptions, rather than reflect 

http://www.iua.upf.es/mtg/mosart/papers/p36.pdf
http://www.iua.upf.es/mtg/mosart/papers/p36.pdf
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them; facilities within which randomness and accidental encounters may occur; and the 
facility to accumulate both a personal and community repository of know-how. 
 
The future: seeking a definitive composition system is a waste of time. It only generates 
insatisfaction. Software developers need to understand composers better. 
 
I suggest two worldwide projects to the community: 
 

1- To develop a research base for better environments that support creativity. 
2- To work with the community to establish some musical grid, network and know-

how base. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Jens Arnsprang: I think this is related with education. Composers become craftsmen, 
following the transition into the other side of the user environments that better support 
creativity. The long answer when I have the chance will be: new education. 
 
 
-Dr. Roger B. Dannenberg (Carnegie Mellon University, Pittsburgh, USA) 
 
I would like to propose that the composition has two components: 
 

1- Methodological applications of standard practice. 
2- Creative practice, which is anything but methodological. 

 
So, what I mean by methodological application of standard practice are techniques, 
maybe know-how of good works, including using digital audio, synthesis hardware and 
software, music notation, publishing software also organizational materials. We record 
and use performances gestures and knowledge, and know about simple manipulations, 
such as: stretching, transposing and copying. 
 
On the other hand, creative practice is where the music really comes from. The first rule 
is: break all the rules. The second is: whatever you start with, you want to think about 
going outside the boundaries. So, almost by definition, if there is a standard practice, 
you have to go outside to do something creative. 

Software for Electroacoustic Music Composition 
 

COMPOSITION TOOL      COMPOSITION TOOL       COMPOSITION TOOL 
 

● Physical (Computational / Data / DSP) 
● Logical (Tools / Materials / Composition objects) 
● Perceptual (Freely associated untyped objects) 
● Community know-how (A Grid) 
● Personal Know-how (Archives / Knowledge base) 
● Composition Support (What? / How? / Where? / Again? / Suggest? / 
Random?) 

 
(Diagram by Eaglestone)
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Maybe one of the most common things when people talk about creativity, is to combine 
things in new ways, often in unanticipated ways. So all of these things work against any 
kind of methodology.  
 
In the work that we do, one thing is the very strong tendency, especially in computer 
science, to try to clarify standard practice and implement it, and by doing that, we 
ignore the creative practice side because that is in the future work. I think approaches in 
that way are almost useless because it just ignores the most important part. I think 
computer scientists have made the same mistake over and over again. 
 
I think there are a lot of things we can do technologically to aid the creative practice. 
One is building interfaces at the right level. We need to build more open-ended systems; 
systems that can be invoked by other programs, have options such as text input and 
output, so when we get a creative idea to combine systems in unusual ways, we need 
some way to communicate. We can make systems more scriptable, so they can do 
things they were not originally designed to do. 
 
There is also a need to provide functions at many levels. What I mean here is that 
maybe there is an application for doing some interesting kinds of synthesis. Maybe it is 
great, but it is an application, and maybe what I need is a plug-in, or maybe what I need 
is a function library, or maybe what I need is the source code. 
 
The final point is cost of accessibility. I think this is very critical for helping people be 
creative. Composers and artists are people that cannot go out and buy every piece of 
technology. We have this revolution of personal computers and the Internet, which give 
people access to so much stuff, but it is limited by expensive software applications and 
proprietary software, you cannot get into the source code and do creative things. It 
would be good for this community and the whole computer industry, to think about 
ways to enable artists to get access to those things. 
 
 
-Eduard Resina (IUA-Pompeu Fabra University, Barcelona, Spain) 
 
What concerns me is basically what makes sound become music. Sound is a natural 
phenomenon, music is not. Music is an idea we impose on top of sound. Basically it has 
to do with the perception or the ability to perceive meaningful relationships between 
sonic events. 
 
From the point of view of algorithmic composition, there are different trends. For 
instance, starting from some sort of mathematical logic that is not intrinsically musical, 
and then we want to make musical, in some way. This could be the case of fractal 
composition. Another trend would be just expressing some standard musical 
knowledge, traditional knowledge like traditional counterpoint, and implementing this 
into some system that make, more or less, automatic composition. 
 
I think there is some sort of composition where you want to start from musical intuition, 
but you want to set your own rules, you want to define your own musical context. And 
then after that, you want to be able to implement this algorithmically. In this case you 
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don’t depart neither from existing algorithm nor from existing musical context. You 
have to define all of them. 
 
It is true that certain software or certain tools allow more creative things than others. 
When you try to define a new musical context, a new set of rules, you take for granted 
that this set of rules can be implemented in some way; then you want some software 
that allows you to define new musical contexts. One of the main problems is that it is 
very easy to get lost with details when you have to be defining every step, every single 
thing in a composition. It happens quite often that you lose the whole idea of the 
musical composition, which is essential for the composer. You have a global idea, and 
you don’t want to get lost. 
 
One of the main problems with existing software is that, sometimes, if you have to be 
really powerful, you have to get down to the small details, and then you really get lost 
about the whole thing you are trying to work out. In general, they are not very intuitive 
at all for traditional musicians, who basically come with knowledge or learning of many 
years in musical terms, in musical concepts, and software quite often does not reflects 
that. 
 
It would be essential to develop software where you can really work with musical 
concepts. Software has to be more intuitive for musicians, and certain solutions have to 
be found in this direction. 
 
 

 
 
 
-Dr. Jens Arnsprang (DIKU-University of Copenhagen, Denmark) 
 
(Note: I’m sorry, but I was unable to understand every word by Dr. Arnsprang. The main idea 
of his speech follows.) 
 
I suggest new education, a new kind of education. 
 

        Art – Computer Science – Multimedia 
\                     |                   / 
What kind of education? 
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OUR FINAL REMARKS 
 
Finally, we would like to make some critical comments. Firstly we disagree, to some 
extend, with the ambiguous use of the word “creative” made by Dr. Eaglestone.  
Implicitly, he divides composers in two groups: “creative composers and not creative 
ones”. We think composers are creators by definition. Every time a composer writes a 
composition, he makes something new, for him and maybe for the rest of the music 
history. He always creates an “object” that never existed before: his music composition. 
This music shares common elements with others, but always has “something new” that 
makes it different from the rest of music created before. When this “something new” is 
so little, is what Dr. Dannenberg calls “methodological applications of standard 
practice”. When this “something new” is not so little, is what Dannenberg calls, in a 
careful way, “creative practice”. 
 
So, we would prefer to think about composers who explore new ways of music 
composition and lead towards new aesthetic concepts, and composers who keep 
themselves, more or less, in the tradition of music composition. This is, to our mind, 
what Eaglestone means when he talks about creative composers and, implicitly, about 
not creative ones. 
 
On the other hand, and thinking in the same direction, we would like to comment the 
phrase: “create conditions in which composers can be creative”, and others very much 
alike. 
 
We depart from a question such as: ¿is there any environment, composition software, 
tool, etc., where a composer can’t be creative? Most music composed throughout 
history has been written with a pen. With this single pen a lot of composers have made  
contributions to music development. Great music compositions have been written, and 
new aesthetic concepts have been explored and developed using only a single pen. 
 
So, should we accept that there is an environment, composition software, tool, etc., 
where a composer can’t be creative? If  we should, maybe is time to tell composers: 
“forget computers, you can’t be creatives with them, go back to pen and paper times”. 
 
This happen because creativity does not reside in any tool, creativity is owned only by 
the musician who uses that tool. We would prefer to talk about “create conditions which 
stimulate composers’s creativity” and support different and open ways of handling 
musical objects. The limits of creativity are in the mind of the person seated in front of 
the computer; nevertheless, as Resina said: “it is true that certain software or certain 
tools allow more creative things than others”. 
 
“The future: seeking a definitive composition system is a waste of time. It only generates 
insatisfaction” (B. Eaglestone). If we think about a marvellous composition system with 
the amazing ability to create all kind of music composition, from the past, the present, 
and even from the future, we totally agree: that is impossible. 
 
Throughout music history composers have developed techniques, most of them 
algorithmic procedures, to handle all the elements of music, say: melody, harmony, 
rhythm, timbre, articulation, form… What a composition system makes is to apply these 
techniques, and even new or not generalized ones, to the material provided by the user, 
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i.e., the composer. The ways to handle the elements of music are so many, almost 
infinite, so that is, from our point of view, impossible to find a definitive computer 
composition system. 
 
On the other hand, as we said before, creativity does not reside in the system, but on the 
composer who uses that system. We could try to model every way of create music, and 
implement those models in a computer system, but who assures there will not be a 
composer who invent a new one? 
 
“Software developers need to understand composers better” (B. Eaglestone). This is a 
plain truth. From our point of view, the unique way of achieving that is to learn the 
basics of music composition, and to work as close as possible with composers. If we 
want to develop medical applications, we should learn the basics (and maybe not only 
the basics) of medicine related to the software, and work with doctors. If we want to 
develop applications for astronomy research, we should learn the basics (and maybe not 
only the basics) of astronomy, and work with astronomers. And of course, if we want to 
develop music composition applications, we should learn the basics (and maybe not 
only the basics) of music composition, and work with composers. That is all. To 
understand composers better, we should think the same way they do. 
 
 
CONCLUSIONS 
 
The aim of the Music Generation Panel was to identify open questions and unsatisfied 
requirements that technology has the potential to address. We think this aim was 
achieved to some extend. Panellists clarified some theoretical aspects and proposed 
some directions for future research. We would like to extract what, to our mind, were 
the main requirements that music technology has the potential to address, and what 
should form the basis of a proposed scientific agenda for future composition systems 
research: 
 
Barry Eaglestone: We believe there to be a need to establish a research base for 
enhancement of support within composition software for creativity. (As we have 
remarked before, “to create conditions which stimulate composers’s creativity and 
support different and open ways of handling musical objects”.) 
 
Roger B. Dannenberg: I think there are a lot of things we can do technologically to aid 
the creative practice. One is building interfaces at the right level. We need to build 
more open-ended systems; systems that can be invoked by other programs, have options 
such as text input and output, so when we get to creative idea combining systems in 
unusually ways, we need some way to communicate. We can make systems more 
scriptables, so they can do things they were not originally designed to do. 
 
Eduard Resina: It would be essential to develop software where you can really work 
with musical concepts. Software has to be more intuitive for musicians, and certain 
solutions have to be found in this direction. 
 
We hope our work would be useful. Please, feel free to send any feedback, they are 
welcome. 
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