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Preface 

In the developed world more than 10% of women are diagnosed with breast 

cancer during their lifetime and between 1980 and 2010 global breast cancer 

incidence increased at an annual rate of 3.1%. It is therefore important that 

improved techniques to detect, treat and manage breast cancer are developed 

and imaging plays a crucial role in this endeavor.  

 

Well established imaging modalities used in detection, such as 

mammography, 2D handheld ultrasound, dynamic contrast-enhanced MRI, 

are now complemented by newer technologies such as whole breast 3D 

ultrasound and breast tomosynthesis. As cancers are being detected at an 

earlier stage there is an increased need for breast conserving surgery and 

image guidance is essential to improve the accuracy of surgical procedures. 

The role of functional imaging and digital pathology is also becoming more 

important in guiding treatment options after surgery. To make optimal use of 

these technologies, there is a strong need for the development of effective 

image analysis methods. Examples are extraction and combination of 

information from multimodal imaging, the use of prior images in screening, 

and relating image characteristics to risk factors. Development of such 

methods is highly challenging due to large deformations of the breast and 

subtlety of the abnormalities to be detected and diagnosed.  

 

The second MICCAI workshop on Breast Image Analysis provided an 

international forum for the presentation and discussion of new advances that 

address these problems. It was held on 26th of September 2013 in Nagoya, 

Japan, in conjunction with the 16th International Conference on Medical 

Image Computing and Computer Assisted Intervention (MICCAI 2013). Full-

length paper submissions (8 pages, LNCS style) were invited and a total of 19 

submissions from 6 continents and 11 countries were received. Each 

submitted paper received double-blinded reviews from 3 of the 20 members 

of the Scientific Committee and the Organising Committee, all experts in the 

field. The organizing committee carried out the selection of papers based on 

the reviews and a total of 16 papers were accepted and are included in these 

workshop proceedings. From these, 11 papers were selected for oral 

presentations and 5 papers were selected for poster presentation. The main 

themes were: Deformation and Registration; Digital Mammography; and 

Segmentation and Classification. Authors were asked to take reviewers’ 

comments into account for their final version. Proceedings were made 

available as a PDF file on the MICCAI Workshop USB stick, as well as ISBN 

Online proceedings. The purpose of this Workshop was to bring together 



researchers in the field of breast imaging to discuss and exchange new ideas 

and applications, and to provide a platform for breast image analysis 

methodology across all imaging modalities. The invited keynote lecture was 

given by Professor Tsuyoshi Shiina, from the Graduate School of Medicine, 

Human Health Sciences, Kyoto University, on ultrasound tissue elasticity 

imaging in breast cancer and was very enlightening and well received. 

 

On a more sombre note, we would like to pay our respects to Prof. Dr. Bernd 

Fischer, Institute of Mathematics and Image Computing, University of 

Lübeck. In 2010, Bernd founded and headed the Fraunhofer Project 

Group Image Registration. He successfully introduced abstract mathematical 

methods into the medical imaging domain and in doing so made an enormous 

contribution to medical image analysis in general. Many of the groups 

presenting at this workshop have been greatly influenced by his work on 

image registration. In addition to his scientific contributions, Bernd was a 

very warm and generous individual and his cheerful presence will be sorely 

missed by all those who were fortunate to know him personally. 

 

On behalf of the Organising Committee, we would like to thank all members 

of the Scientific Review Committee, workshop presenters and contributing 

authors, as well as all workshop participants for making this second 

Workshop on Breast Image Analysis a stimulating and successful event! 
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Temporal and ipsilateral X-ray mammography
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Abstract. Radiologists routinely identify corresponding features in mam-
mograms that were acquired at different times, to identify changes in
breast tissue. Moreover, they often correlate findings between the CC
and MLO views of a patient, as the superimposed structures can cause
ambiguities regarding the presence and location of a tumour or micro-
calcifications. Both tasks are challenging due to the projective nature
of X-ray mammography and the large deformation that the breast un-
dergoes, which varies between different acquisitions. Therefore an au-
tomated method would be valuable for radiologists. For this task, we
propose the use of a patient-specific 3D model of the breast that is gen-
erated from MRI, when available. The Finite Element (FE) model is used
to iteratively deform the MR image of the patient, using a biomechanical
simulation, and align it with the two mammograms of the patient via
an intensity-based registration framework. The findings in each mam-
mogram can then be matched to the other, via the 3D volume. The
framework was tested on six clinical cases (12 registrations) with expert
annotations for the temporal registration, giving a mean registration er-
ror of 3.5mm. The CC to MLO registration was tested using ten clinical
cases and provided a mean error of 8.1mm.

1 Introduction

Determining correspondences between temporal mammograms facilitates the as-
sessment of change in the breast tissue over time and can help radiologists in
cancer detection and the assessment of tumour response to treatment. Ipsilat-
eral registration of mammograms has also great clinical importance, as two views
are typically acquired: Cranio-Caudal (CC) and Medio-Lateral Oblique (MLO).
Relating regions between them is needed for the interpretation of findings, as a
single mammographic view provides a 2D projection image of a 3D volume that
can obscure regions of interest. In addition to image assessment, both registration
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2 T. Mertzanidou et al.

tasks can be valuable as components in Computer-Aided Detection algorithms,
to reduce the search space and automatically match extracted features.

Finding corresponding regions in temporal mammograms is a difficult task,
due to the highly deformable nature of the breast tissue and the differences
in positioning before compression. Previously proposed methods primarily use
2D transformations, distance metrics or extracted features. As there are no clear
anatomical correspondences in an X-ray mammogram, feature-based registration
can be problematic and thus 2D intensity-based techniques have been proposed
instead. Between these, previous studies concluded that a 2D affine [1, 2] and
a multi-resolution B-splines transformation (Free Form Deformations - FFD)
technique [3] perform best.

For CC to MLO view registration, distance and texture measures have been
commonly used [4–7]. Kita et al. [8] proposed a technique that reconstructs
a simplified breast model from the two views and used the extracted curved
epipolar lines to match findings between them.

A 3D breast model has been used in the literature to compute a transfor-
mation between two 2D projection images for different applications, such as the
validation of mammogram registration techniques [9], and the matching between
ipsilateral tomosynthesis views [10].

MRI is commonly used as a complementary modality to mammography to
investigate symptomatic patients and high risk younger women. When an MRI of
the patient is available, we propose the use of the pre-contrast image to build an
FE model, that can subsequently be used to simulate the physical compression
of the breast that occurs in a mammographic acquisition. By incorporating this
into an MRI to X-ray registration algorithm, and registering the MRI to a pair of
temporal mammograms, or both CC and MLO views, correspondence between
the mammograms can be computed by combining the resulting deformation
fields. Various FEM-based MRI to X-ray mammography registration algorithms
have been proposed [11–13] but to our knowledge none have been applied to the
problem of registering pairs of either temporal or ipsilateral X-ray mammograms.
In this paper we use an iterative, solely intensity-based technique [13] to solve
this problem and demonstrate that correspondence can be achieved to within a
few millimetres, if an MRI is available.

2 Methodology

2.1 Temporal and CC to MLO registration framework

Our methodology for temporal registration is illustrated in Figure 1. Initially,
we use the X-ray mammogram of a patient that is acquired at time-point t1 and
extract the position of interest, for example the centre of mass of a detected
lesion, shown in green in step (1). This is back-projected through the deformed
MR volume using the FEM registration between the MRI and the CC view
mammogram. This MR locus is illustrated in red in step (2) and is a straight
line, corresponding to the ray projected onto the lesion. Using the displacement
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Temporal and ipsilateral X-ray mammography registration 3

Fig. 1: The process of relating findings between the temporal CC view mammograms
of a patient, through the MRI. For displaying purposes, the corridors have been di-
lated, using a binary structuring element, and subsequently smoothed using Gaussian
smoothing, in order to produce a single connected mesh.

field of the CC FEM registration, we map this ray to the undeformed MRI of the
patient, shown in step (3). At this stage we know which voxels of the original MRI
correspond to the lesion identified in the mammogram acquired at t1. We then
deform the MR volume and the region of interest using the FEM registration
result between the MRI and the CC mammogram at time-point t2, illustrated in
step (4). Finally this deformed corridor of interest is projected onto the patient’s
X-ray mammogram at t2. Step (5) shows this mammogram overlaid with the
projected area in green and in this particular clinical case a clip inserted after
biopsy in red. Their overlap is yellow. As expected, the correspondence between
the temporal mammograms of the patient is not one-to-one, but one-to-many.
This is also clear in the results shown in section 3.

Similarly, we can use this framework for the alignment of CC to MLO view
mammograms. For this application, steps (4) and (5) in Figure 1 are different.
To produce the image in step (4), we use the transformation result of the MLO
FEM registration of the mammogram also acquired at time-point t1. This trans-
formation incorporates a rotation of the breast of approximately 45°, to account
for the different positioning of the X-ray source and the detector. Finally, in step
(5) we obtain the MLO view of the patient’s X-ray mammogram overlaid with
the projection of the lesion position from the CC view, in step (1).

Workshop on Breast Image Analysis 

In conjunction with MICCAI 2013

ISBN: 978-87-996443-0-8 Page 3 of 129



4 T. Mertzanidou et al.

2.2 FEM-based MRI to X-ray registration

The key component of our mapping process between different X-rays is the
FEM-based registration between the MRI and the X-ray mammograms. We
use an intensity-based approach previously proposed for this task [13], as it
has the advantage of using the full intensity information provided by the im-
ages, rather than extracted features, and also follows an iterative optimisation
scheme, whereby both pose and biomechanical model parameters are updated
simultaneously. For completeness, we summarise the pipeline below. Further im-
plementation details can be found in [13].

Breast models are generated using the MRI of the patient. The breast vol-
ume is segmented from the image and a volumetric mesh is extracted. We are
using a nearly incompressible, anisotropic and hyperelastic neo-Hookean model
for modelling, that is transversely isotropic, to account for the reinforcement of
biomechanical properties from fibre-like connective tissues in a preferred direc-
tion. The plate compression is simulated with a frictionless contact model and
the position of the pectoral muscle nodes is approximated to be planar, with
movement of the nodes constrained to lie within that plane.

There are 7 iteratively updated transformation parameters. Four account
for the rigid position of the breast before compression: the translation vector
in the plane perpendicular to the source-detector normal, and two rotations,
one for rolling of the breast about the anterior-posterior axis and one for in-
plane rotation of the breast about the superior-inferior axis. The modelling and
simulation parameters that are optimised are the distance between the two com-
pression plates (amount of compression), the ratio of tissue enhancement coef-
ficient (anisotropy) in the preferred direction and Poisson’s ratio. We consider
the breast tissue to be homogeneous with a Young’s modulus of 4kPa.

Before registration, the MRI intensities are transformed to X-ray attenuation,
using the method described in [14], to produce a volume that when transformed
and projected into 2D, using a perspective ray-casting projection, gives a simu-
lated mammogram. The similarity measure used is normalized cross correlation.
At each iteration of the hill climbing optimisation scheme, one parameter is
updated, that which results in the largest increase in the similarity measure.

3 Experiments

For validation we used clinical X-ray mammograms of patients for whom an
MRI was also acquired. The mammograms included annotated lesions of various
pathologies. We also included cases that had an X-ray compatible clip inserted
after biopsy. The clip was inserted at the position of the lesion and consequently
the annotations and clip positions were used as gold standard correspondences
across the mammograms. The inter-observer error calculated from 4 radiologists
on 4 of the mammograms used in the experiments was 2.8mm.

For the evaluation, we consider the centres of mass of the annotations and/or
clips. Our error metric is the minimum of the 2D Euclidean distances between
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Temporal and ipsilateral X-ray mammography registration 5

Fig. 2: 2D registration errors for the temporal CC and MLO view registrations of 6
patients. Our method is illustrated in red and it is compared against a 2D affine
transformation (light blue), a 2D multi-resolution FFD (yellow) and the initial 2D
error without registration (blue). The clip cases are patients p5 and p6.

the centre of mass of the annotation/clip in the second mammogram and the
projection of the uncompressed and recompressed ray locus corresponding to
the centre of the annotation in the first mammogram. The same metric has been
previously used for the evaluation of a CC to MLO registration task [8].

3.1 Temporal registration

For the temporal registrations, we used data from six patients, four with an-
notated lesions at two time-points (mean radius: 6.8 ± 2.7mm) and two with
annotated diagnostic mammograms that were mapped to X-rays obtained after
biopsy, with a clip inserted at the lesion’s position. Our method was compared
against a 2D affine and a multi-resolution FFD registration, that have been
proven previously to outperform other methods [1–3]. We also provide the errors
before registration.

All results are given in Figure 2. The mean registration error of our approach
is 3.5 ± 3mm, the 2D affine registration 6.5 ± 4.6mm, the 2D FFD registration
8.9 ± 4.5mm, and no registration 10.5 ± 5.4mm. As we can see, our method
outperforms both 2D registration methods, giving the lowest error in 9 out of 12
registration tasks. It also provides good registration results for all cases, with a
maximum error of 8.5mm. Two example cases, one good registration result and
one with a larger error, are illustrated in Figure 3. The CC temporal registration
of patient p5 is illustrated in Figure 1.

3.2 CC to MLO registration

In these experiments, we demonstrate the use of the same framework for the
matching of corresponding regions between CC and MLO view mammograms.
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6 T. Mertzanidou et al.

(a) p1 CC (t1) (b) p1 CC (t2) (c) p6 MLO (t1) (d) p6 MLO (t2)

Fig. 3: Temporal registration results for 2 patients. The X-ray annotation at time-point
t1 is shown in green, as well as its projection on the second mammogram. The X-ray
annotation of p1 and clip of p6 at time-point t2 is shown in red. Their overlap is yellow.

We used ten cases. Six are the same subjects as those in the previous section.
For the remaining four we had both MR and X-ray images acquired approxi-
mately at the same time-point. Two patients had inserted clips that were used
for validation and eight had annotated lesions with mean radius 6.9 ± 3.4mm.

The registration errors are given in Table 1. The mean registration error for
this task is 8.1 ± 5.9mm. Figure 4 illustrates two example cases, where it is
clear that the projected area on the MLO view is not a straight line, as has
been frequently approximated in the literature by distance-based metrics. Also
its length can vary, depending on the position of the lesion inside the breast. The
advantage of our method compared to other techniques that use a distance metric
from the nipple and the chest wall, is that it can represent each correspondence
case individually, as a patient-specific model is used.

The quantitative results indicate that the errors for the CC to MLO registra-
tions are larger than those of the temporal registration. This was expected, as
the difference in breast deformation between the same view (temporal) mammo-
grams is smaller than the difference between the CC and MLO views. Compared
to other methods proposed in the literature for the same task, the method of Kita

Table 1: Registration errors for the CC to MLO registrations on ten cases. The clip
cases are p9 and p10.

p1 p2 p3 p4 p5 p6 p7 p8 p9 p10 meanstd

FEM CC-to-MLO 15.6 11.5 0.1 15.6 2.3 8.9 9.4 0.2 13.0 5.1 8.1 5.9
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Temporal and ipsilateral X-ray mammography registration 7

(a) p8 CC (b) p8 MLO (c) p10 CC (d) p10 MLO

Fig. 4: CC to MLO registration results for 2 patients. The X-ray annotation/clip on
the CC view its projection on the MLO are shown in green. The X-ray annotation/clip
on the MLO view is shown in red.

et al. [8] is the one that is most closely related to our approach, as the authors
used a simplified breast model reconstructed from the two mammographic views.
The mean registration error in their study was 6.8mm, which is comparable to
our results, although the data sets used for validation are different.

4 Conclusion

We have demonstrated the use of a FEM-based registration framework for the
mapping of findings between X-ray mammograms that have been acquired from
different views or at different time-points. It is the first time that a patient-
specific 3D model of the breast with a physically realistic biomechanical sim-
ulation is used for this task. The results showed that our method outperforms
both the 2D affine and the multi-resolution FFD transformation that have pre-
viously been used for intensity-based temporal alignment. In our experiments
we assumed that the breast tissue of the patient has not changed significantly
over time. In future work and if an MRI is available at both time-points, an
additional step could be added in the pipeline, that would align the two MRIs,
to measure any changes in breast volume and structure.

Our proposed framework was also tested for the matching between CC and
MLO mammograms, achieving a comparable accuracy to the use of a simplified
geometrical model of the breast reconstructed from the two views. Future work
includes validation on a larger data set and further investigation of the effect
that the biomechanical modelling has on the registration accuracy, such as the
use of more tissue types and more accurate modelling of the pectoral muscle.
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Abstract. Tracking tumours between breast positions is useful for clin-
ical applications involving breast biomechanics. This study investigates
the use of partial least-squares regression (PLSR) to predict breast de-
formation from the prone to the supine positions. A population of finite
element meshes of prone breasts were generated from MRI scans of 21
individuals. Finite element methods (FEM) were used to simulate the
deformation of the breast from the prone to the supine positions, and
these results were used to train PLSR statistical deformation models.
The PLSR models were tested by predicting the supine breast geometry
from the prone mesh using a leave-one-out approach. PLSR model pre-
dictions of the supine shape took 0.8 ± 0.06 ms to compute, whereas the
FEM simulations took 111 ± 28 s. The volume averaged error between
the PLSR predicted supine models and the associated FEM solutions was
1.9 ± 0.7 mm. This error is expected to reduce with a larger population
of breast models. The PLSR approach shows good potential as a rapid
and reliable alternative to FEM for breast biomechanics applications.

Keywords: Breast deformation modelling; statistical modelling; partial
least-squares regression; finite element methods.

1 Introduction

Tracking breast tumours between different imaging modalities and positions
within the breast can provide important clinical information. Tracking can be
aided by using predictive computational models of the deformation of the breast
between different states. Typically, finite element methods (FEM) are used to
simulate deformations of the breast [4], however this approach can be compu-
tationally intensive and subject to failure when dealing with large deformations
and distortions such as those that occur during mammographic compression
[5,10]. An alternative approach is to use a statistical model [9,3,2] to poten-
tially provide fast and robust predictions, although this may be at the expense
of geometric accuracy. A statistical model of breast deformation can be gen-
erated using partial least-squares regression (PLSR) [6] between two geometric
states for a population of individuals. In this study, we investigate this approach
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by considering deformations from the prone to the supine configurations of the
breast. FEM was used to simulate the prone-to-supine deformations, and the
resulting pairs of prone and supine geometries were used to create PLSR sta-
tistical deformation models. The predictive ability of the PLSR approach was
assessed using a leave-one-out methodology.

2 Methods

2.1 Breast Model Generation and Mechanical Simulation

Finite element models were generated using breast image data from a population
of 21 individuals (43 ± 9 years of age; use of data was approved by the local
ethics committees, and written informed consent was obtained from all subjects).
Breast meshes were fitted to data segmented from T1-weighted MRI scans (Fig-
ure 1a) acquired with the subject lying face-down prone in a clinical scanner
(either a 1.5T Siemens Magnetom Vision (n = 163) or Avanto (n = 5) scanner).
Each breast geometry was represented using a 16-element tricubic-Hermite mesh
with 1200 degrees of freedom (Figure 1b).

Supine MRI data were not available for these subjects, so the associated
supine geometries were generated using FEM mechanics simulations [1]. The
FEM simulations required two solution stages: (i) deforming the prone breast
geometry to its unloaded reference state; followed by (ii) simulating the defor-
mation from the reference state to the supine configuration of the breast in a
similar manner to [8]. The mechanical simulations were subject to fixed bound-
ary constraints at the sternum, axilla, chest wall, and superior and inferior edges
of the breast models. A Neo-Hookean constitutive relation, with c1 = 200 Pa,
was used to represent the material properties of the breast tissues. Only the
prone and supine breast meshes (as shown in Figure 1b) were used to generate
the PLSR models in this study.

2.2 Training the PLSR Statistical Deformation Model

Given the population of associated prone and supine models from the FEM
simulations, a statistical model of the deformation was trained using partial
least-squares regression (PLSR). This was implemented using the PLSRegres-
sion class, which is based on the NIPALS algorithm [6] from the Scikit-Learn
[7] Python module. The predictive ability of a PLSR model is dependent on the
number of components computed when training the model. The maximum num-
ber of components is limited by the number of subjects or parameters (degrees
of freedom) in the mesh.

The dimensions of the predictor (prone) and response (supine) matrices used
to train the PLSR model were M × N , where M = 21 subjects and N = 1200

3 The authors thank Dr. Nico Karssemeijer for providing some of the breast MRI
datasets used in this study.
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Fig. 1: a) A finite element mesh of the breast (orange surfaces) fitted to data
(green dots) segmented from MRI of a participant lying in the prone position.
b) Deformation from the prone (orange) to supine (green) states as predicted by
the FEM mechanics simulation.

mesh parameters. The prone mesh data formed the predictor matrix. The dif-
ference between the supine and prone mesh parameters formed the data in the
response matrix. Given this approach, the prediction from a PLSR model is
added to the input prone mesh parameters to obtain a predicted supine geom-
etry. Using the difference for the response matrix provided better deformation
predictions compared to using the geometric parameters of the mesh, particu-
larly in the neighbourhood of kinematic constraints, which may not be identically
satisfied in the PLSR analysis.

2.3 Testing the PLSR Statistical Model

The predictive ability of the PLSR approach was tested using a leave-one-out
analysis. Each subject was selected in turn to be the unseen subject, and the
remaining subjects were used to train a PLSR model. This PLSR model was
then used to predict the supine geometry from the prone model of the unseen
subject. This PLSR-predicted supine model was then compared to the FEM
supine model to quantify the error in the PLSR prediction (see Section 2.4 for
error calculations). The leave-one-out approach was applied in turn to each of
the 21 breast models. The mean and variance of the errors for the leave-one-out
cases provide an indication of the predictive ability of the PLSR model.

The predictive ability of the PLSR model typically increases with the number
of components, but with diminishing returns, and at the expense of increasing
the computational time for training the PLSR models. To determine the number
of components required to generate a sufficiently converged predictive model,
PLSR models were also generated using a subset (1 - 19) of the components for
each leave-one-out case.
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2.4 Error Calculation

The predictive ability of the PLSR approach was quantified by comparing the
statistically predicted deformations to the FEM deformation simulations (used as
the ground truth for this study) using two error measures. The volume averaged
geometric error gives an indication of the expected absolute error when tracking
features from a prone MRI to their position in the supine breast as required, for
example, for surgery or tissue biopsy. The relative error gives an indication of
the predictive ability of the PLSR model that is independent of the extent of
deformation.

Volume Averaged Displacement (∆). The deformation between the
prone and supine states can be quantified using the volume averaged displace-
ment (∆), which is given by:

∆ =

∫
Ω
‖xsupine − xprone‖ dV

VT
(1)

where locations of material point are tracked from the prone (xprone) to the
supine (xsupine) models, and VT is the total volume of the model.

The Volume Averaged Geometric Error (Ea) is the volume averaged
difference between the supine models generated using the PLSR and FEM ap-
proaches, given by:

Ea =

∫
Ω
‖xplsr − xfem‖ dV

VT
(2)

where x is a material point on the supine models predicted by the PLSR and
FEM approaches.

The Relative Error (Er) is the volume averaged geometric error (Eq. 2)
normalised by the volume averaged displacement (Eq. 1) given by Er = Ea/∆.

3 Results

FEM simulations were used to compute the prone-to-supine deformation for 21
breast models, which had a mean volume of 1028± 380 cm3. The FEM solution
time for the 21 cases was 111± 28 s.

The time taken to train the PLSR models using 20 meshes (after the leave-
one-out) was 19 ± 1.5 ms for models with one component, and this linearly in-
creased to 78±4.3 ms for models with all 19 components. The PLSR predictions
of the 21 unseen supine breasts took 0.8±0.06 ms, five orders of magnitude faster
than the FEM simulations. The prediction time was independent of the number
of components in the PLSR model.

Figure 2 illustrates the geometric errors for the PLSR predicted prone-to-
supine deformations for two example cases (medium and large breasts). Typ-
ically, the largest errors were observed towards the lateral half of the breast,
however the variation in the error distributions was concentrated around the
axilla, the lateral breast or evenly distributed.
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Fig. 2: Geometric errors between the PLSR and FEM predicted prone-to-supine
deformations for a medium (a, c) and a large (b, d) sized breast. The volume
averaged geometric errors were 2.1 mm and 1.8 mm, respectively. The axial cross-
sectional views (c, d) show the internal geometric errors for the slice locations
indicated by the black lines in the associated upper panels. The superimposed
grey surfaces indicate the associated prone breast geometries.

The volume averaged displacement of the population was 18.5±7.8 mm. The
leave-one-out PLSR analysis using all 19 components was able to predict the
supine configuration with a volume averaged geometric error of 1.9 ± 0.7 mm,
and a relative error of 12± 7 %, compared to the FEM deformation simulations.
The internal errors displayed on the axial cross-sections shown in Figure 2c and
2d illustrate that the maximal errors occur at the skin surface. This provides
an upper limit on the tumour tracking error. However, given that tumours are
located internally, the volume averaged geometric error is likely to provide a
reasonable estimate of the tracking error.

The predictive ability of the PLSR approach depends on the number of com-
ponents used to train the model (see Figure 3). A PLSR model with one com-
ponent gave predictions with a volume averaged geometric error of 4.0± 1.8 mm
and a relative error of 25± 13 %. There was a steady reduction in the errors as
the number of components used was increased, and this plateaued at around 8
components, although there was a further minor reduction with 19 components.
This indicates that a PLSR model with 8 or more components would be suffi-
cient to predict the prone-to-supine deformation. Using additional components
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would further reduce the errors but with diminishing returns. Extending the
population would be expected reduce the mean and the variance of the errors.

Fig. 3: Prone-to-supine prediction errors using PLSR models based on a leave-
one-out analysis with 21 cases. The relative error was normalised against the
mean displacement (18.5± 7.8 mm) for the FEM derived prone-to-supine defor-
mation.

It is reasonable to expect that the geometric error is related to the degree
of deformation, however the data for the leave-one-out analysis with 19 compo-
nents showed a weak correlation due to significant variance (see Figure 4). This
variance is likely due to a poor representation of the unseen breast in the trained
PLSR model. It is expected that the error and the variance could be reduced
by including more cases that span the population, hence improving the value of
this approach in clinical applications.

4 Discussion and Conclusions

PLSR statistical models were able to predict prone-to-supine breast deformations
with a volume averaged geometric error (compared to FEM predictions) of 1.9±
0.7 mm, and a relative error of 12 ± 7 %. The geometric errors increased with
the degree of deformation. The observed variance in the prediction errors from
the PLSR statistical models would most likely decrease using a larger and more
representative population.

The PLSR predictions were five orders of magnitude faster than the FEM
solutions, with calculations taking approximately 0.8 ms per model (FEM pre-
dictions took approximately 111 s). In addition, the PLSR approach was ideally
robust (predictions were always attainable), as opposed to the FEM framework,
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Fig. 4: The relationship between the volume averaged geometric error and the
volume averaged displacement for predictions from the PLSR model with 19
components. The red dots indicate the medium (left) and large (right) sized
breasts shown in Figure 2.

which was subject to solution instabilities due to large distortions or load steps.
The speed of computation of the PLSR predictions can enable near-real-time
simulations of deformation. This may be at the expense of prediction accuracy,
however as we have demonstrated the errors are sufficiently low that the predic-
tions from PLSR models can be used for some applications, such as visualisation
and surgical planning. Furthermore, the PLSR model approach is robust, and
can provide a good initial solution to the nonlinear FEM simulations, which
would speed up the FEM mechanics solution. Future work for this approach in-
cludes extending the population of breast models, ideally to include both prone
and supine models from scan measurements, to improve the predictions. Further
investigations could also aim towards incorporating demographic data into the
statistical model and test whether the inclusion of these additional parameters
can improve predictions.

In summary, the PLSR statistical approach can be used to reliably and
rapidly predict prone-to-supine deformations of the breast. Thus, this approach
is a suitable alternative to FEM to address some of its shortcomings for clinical
applications. Further research is required to improve the predictive ability of the
statistical approach.
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Abstract. Two-dimensional mammography is the major imaging modal-
ity in breast cancer detection. To overcome shortcomings like the projec-
tive nature of the imaging technique or poor contrast between tumorous
and healthy fibro-glandular tissue, contrast-enhanced MRI can be used
additionally. The combined analysis and determination of corresponding
structures in the acquired mammogram and MRI data is challenging due
to large breast deformations during the image acquisition. In this paper,
we evaluated a previously proposed method for breast compression sim-
ulation using an ICP-based B-spline registration. The evaluation, based
on 14 MRI datasets with 19 corresponding mammograms, revealed an
average distance of 4.40 mm between corresponding structures.

1 Introduction

Mammography is the most commonly used breast imaging modality in breast
cancer screening and diagnosis. It provides a two-dimensional projection image
of the breast, where the breast is compressed between two plates. Furthermore,
it is characterized by a high resolution ([< 0.1× < 0.1]mm2) and three dif-
ferent views are usually acquired: Medio-Lateral (ML), Medio-Lateral Oblique
(MLO) and Cranio-Caudal (CC). The analysis of mammographic images can
be challenging, because of the projective nature of this imaging technique and a
poor contrast between tumorous and healthy fibro-glandular tissue. To overcome
these shortcomings, contrast-enhanced magnetic resonance imaging (MRI) can
be used additionally [1]. It provides a 3D image (resolution ≈ [1× 1× 2-3]mm3)
of the female breast with additional functional information, which can be used
for tumor staging. But in contrast to mammography, MRI is acquired without
compression of the breast. During the acquisition of the MR image, breast coils
are used and the woman lies on her stomach with her breast pendulous.

Before the combined information provided by both imaging techniques can
be analyzed, the examining radiologist has to localize corresponding structures
in the two-dimensional mammogram and the three-dimensional MR image. This
task is challenging due to (1) different dimensionality and spatial resolution,
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Fig. 1. Overview of the processing steps: (1) determination of 3D breast volume sur-
faces: extraction of 3D MR breast surface and reconstruction of 3D mammographic
breast surface, (2) ICP-based B-spline registration of the determined surfaces and (3)
deformation and simulation of an MR projection image [2].

(2) different contrasts between tissue types and (3) different deformation of the
breast during acquisition. The huge breast deformation differences make a local-
ization of corresponding structures especially challenging.

In [2], we presented an ICP-based B-spline registration to approximate the
breast deformation that occurs during the mammographic acquisition. To apply
the proposed surface-based registration, the MR surface information is extracted
from the 3D MR image and the mammographic surface information is approxi-
mated by reconstructing the compressed mammographic volume. The resulting
deformed MR image is projected onto the 2D plane to enable a comparison with
the mammogram. In this work, we evaluated the registration using MRI datasets
of 14 patients and 19 corresponding mammograms.

2 Methods

Previously presented approaches for correspondence analysis between MRI and
mammography have often used FEM techniques to simulate the breast com-
pression [3–5]. Mertzanidou et al. performed a 2D/3D registration between a
mammogram and an MR image using a 3D affine transformation of the MR
image [6]. In contrast to these methods we proposed a 3D/3D registration using
the surface information of the breast in [2].

Therefore, the first step is the reconstruction of the 3D surfaces (Fig. 1, (1)).
The 3D target shape of the compressed mammographic volume is automatically
reconstructed by back projection of the 2D breast contour into 3D space. Infor-
mation like compression plate distance and X-ray source geometry are extracted
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Fig. 2. A scattered data approximation for B-splines is implemented that uses the
surface distances between the given surfaces (left) as scattered data and computes a
smooth deformation field that contains information of the entire breast volume (right).

from the DICOM-header of the mammogram. The 3D source shape of the MRI
dataset is approximated automatically using a slice-wise elliptical approxima-
tion of the MR breast surface to achieve a smooth convex breast surface without
foldings. Then, a surface based registration of both breast volumes using an
ICP-based B-spline registration is applied (Fig. 1, (2)). To evaluate the simu-
lated deformation of the MR image, manually marked structures in the MRI are
projected into the 2D plane to enable a comparison of the deformed MR data
to the corresponding mammogram (Fig. 1, (3)).

2.1 B-spline deformation

The basic idea of the surface-based registration is to determine a free-form trans-
formation of the MR breast based on cubic B-splines. To propagate the surface
information throughout the entire breast volume, the control point grid of the
B-spline approximation has to cover the whole breast volume and the spacing
between the control points has to be rather wide (see Sec. 3.1). To manipulate
a uniform control point grid (Fig. 2, right) using the local surface information
(Fig. 2, left), a scattered data approximation for B-splines introduced by Lee et
al. [7] is implemented.

The first step in our developed algorithm is to determine the correct corre-
spondences between the surfaces (arrows in Fig. 2, left). Due to the large shape
differences between the surfaces, an ICP with stepwise B-spline deformation of
the MR surface is developed for this purpose. Following this, a one-step B-spline
approximation is computed using the determined surface correspondences to
describe a smooth deformation.

2.2 Alignment of the MR breast

Before the two surfaces are registered we perform an automatic initial alignment.
For this purpose, the mamilla positions are automatically extracted using the
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Fig. 3. Slices of MR images that were excluded due to large deformation by breast coils
or previous operations.

curvature information of the surfaces. Furthermore, the pectoralis muscle (if
visible) is extracted in the images of both modalities. In future work, the muscle
determination is planned to be fully automatic, but for this evaluation it was
done manually. Then, the initial alignment between the surfaces is realized by
matching the mamilla positions, the pectoralis muscles and rotating the MR
surface by the main projection angle (CC ≈ 0◦, MLO ≈ 45◦, ML ≈ 90◦) taken
from the DICOM information.

3 Experiments and Results

MRI datasets of 24 patients were available, from which we used 14 patient
datasets with 19 corresponding mammograms (CC, MLO and ML) for evalua-
tion. We excluded MR data with breasts that were highly deformed by previous
operations or deformed by non-fitting breast coils that are used during the MR
acquisition (see Fig. 3). Furthermore, we excluded mammograms that showed
no distinct structures that could be found in the corresponding MR image.

The simulated deformation was computed using the breast surface extracted
from the T1-weighted MR data. Because, the contrast between dense healthy
tissue and cysts or lesions is rather poor in T1-weighted images, we additionally
used the STIR (Short-Tau Inversion Recovery) images, where the surrounding
fat is suppressed, to identify interesting structures for the evaluation (see Fig. 5).

3.1 Selection of grid spacing

As mentioned in section 2.1, the grid of control points that is manipulated with
respect to the surface differences has to cover the entire breast. Furthermore,
to ensure that a manipulation of a control point near to the surface leads to
a manipulation of its neighbors deep inside the volume, the spacing between
the control points has to be rather wide. The slices in y-z-direction through the
resulting deformation fields in Fig. 4 show the effect of the control point grid
spacing. If the spacing is chosen to small, we only get information near the surface
(high deformation between/near the surfaces, no deformation in the middle of
the breast). And if the spacing is chosen to large, the resulting deformation field
is smooth but not flexible enough to describe the wanted deformation. An other
possibility is to use a multi scale B-spline approximation. But the problem of
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Fig. 4. Slices of the resulting deformation fields in y-z direction using different grid
spacings between the B-spline control points: very small spacings (left) lead to a high
deformation near to the surface and no deformation deep inside the breast volume,
whereas a very wide spacing leads to a very smooth deformation field (right).

defining the first/widest control point spacing stays the same. Furthermore, we
decided against a multi scale approach because the target surface (back projected
mammographic surface) is just an approximation and the refined scales would
not improve the results.

3.2 Influence of initial alignment

Due to the rather large compression during mammographic acquisition and the
projective nature of the mammogram, the quality of the simulated MR defor-
mation depends highly on the initial alignment between the breast surfaces.
Therefore, we varied this initial alignment by rotating the MR surface manually
by 3 degree (-3◦,0◦,+3◦) in each direction (x-, y- and z-axis; with the mamilla
position as rotation center) to determine the effect on the resulting projection of
the deformed MR image. The best result (small distances between correspond-
ing structures) for each deformation was chosen manually for further evaluation.
This individual manual alignment is done to show the effect and dependence on
the alignment. In future work this step should be done automatically.

3.3 Evaluation

To evaluate the resulting deformations, we marked corresponding structures like
cysts, dense tissue, scared tissue, clips or lesions in the 3D MRI dataset and the
2D mammogram (see Fig. 5). After deforming the MR image with the determined
deformation field, the deformed and marked MR structures are projected onto
the 2D plane using the information about X-ray source geometry taken from
the mammogram DICOM-header. Then, the distance between the area defined
in the mammogram and the projected area from the MR image was determined
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Fig. 5. Four examples of corresponding structures: cysts (ex. 1), vessel clips (ex. 2),
dense tissue (ex. 3), cysts and scared tissue (ex. 4) in mammographic and MR images.
The images show the marked structure (red) in MRI slices (T1-weighted (a) and STIR
(b)) and corresponding 2D marked structures (blue) in the mammogram (c,d). The
images in (c) show the projected MR structures (red) before the MR image is deformed
and the figures in (d) show the projected structures after the deformation.

Table 1. Resulting distances [mm]: minimal, maximal and mean distances [mm] for
different grid spacings (left) and for a fixed grid spacing (40×40×40 mm3) before and
after deformation and with additional alignment of the MR breast (right).

grid spacing min. max. average
[mm3] distance distance distance

30 × 30 × 30 0.69 10.88 4.95
40 × 40 × 40 1.01 10.62 4.40
50 × 50 × 50 1.10 12.81 6.21
60 × 60 × 60 1.34 14.07 7.67

min. max. average
distance distance distance

undeformed 1.86 43.58 14.20
deformed 2.01 30.50 9.12

deformed and 1.02 10.62 4.40
aligned

by using the centroids of the marked structures. These distances are computed
before and after the deformation and after the manual variation of the alignment.
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Fig. 6. Boxplots of the determined distances: left: results (distances in [mm]) for dif-
ferent grid spacings (from 30 × 30 × 30 mm3 to 60 × 60 × 60 mm3); right: results (for
grid spacing 40×40×40 mm3) before deformation, after deformation and after further
manual alignment and deformation of the MR breast.

3.4 Results

The boxplot in Fig. 6 left and Tab. 1 left show the results for the different grid
spacings for the B-spline control points. The best results for each MRI breast are
dependent on the size of the breast or the complexity of the wanted deformation.
On an average, a grid spacing of 40× 40× 40 mm3 showed the best results with
4.40 mm. In Fig. 6 (right) and Tab. 1 (right) the results before deformation (with
aligned mamilla positions), after deformation and after further manual alignment
and deformation of the MR breast are shown. It is obvious that the proposed
deformation can improve the distance between corresponding structures (from
mean 14.20 mm to 4.40 mm). But furthermore, the results show that the quality
of the deformation depends highly on the initial alignment between the two sur-
faces. Without an individual optimization of the initial alignment the accuracy
is 9.12 mm.

4 Discussion

The problem of the definition of corresponding points between mammographic
and MRI data is very challenging. The compression of the breast during the
mammographic acquisition is rather large and at the same time the female
breast has no distinct landmarks but the mamilla. Due to the high flexibil-
ity of the female breast tissue, mammographic images of the same breast can
vary by rotations angle, deformation and range of visibility (is pectoralis muscle
visible or not). Furthermore, the breast in the MRI is not entirely free from de-
formation because of the breast coils. All these problems lead to the fact that an
automatic simulation of the breast deformation without expensive and manual
preprocessing will only approximate the real compression.
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We proposed a surface-based registration for the simulation of mammo-
graphic breast deformations in MRI datasets. To overcome the problem of lacking
information inside the breast volume, an ICP-based B-spline registration using a
scattered data approach is implemented. It is planed to embed the deformation
into an automatic work-flow to facilitate the determination of correspondences
between mammogram and MRI. For this purpose, automatic determination of
the pectoralis muscle in both images and initial alignment and adaption of the
alignment to the individual image data has to be improved.

Our resulting deformation field is a smooth approximation of the mammo-
graphic deformation. We further assume that the breast tissue is homogeneous
and boundaries between different tissue types (fibro-glandular, fat, muscles) and
their different mechanical properties are ignored. This can lead to an overdone
compression and expansion of dense tissue.

In this work, we focused on the evaluation of the deformation itself. In the
evaluation MRI datasets were excluded that were highly deformed by previous
operations or deformed by non-fitting breast coils, because the proposed algo-
rithm is not suitable for these deformations. The results of the remaining 14
patient datasets show that a surface-based smooth deformation can improve
the distances between corresponding structures. Furthermore, it shows the de-
pendence on the initial alignment between the two surfaces caused by the high
flexibility of the deformation.
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Abstract. Automated 3D breast ultrasound (ABUS) has the potential
to be widely used for women with dense breasts in cancer screening. Dur-
ing screening, more than three ABUS views, targeting different areas of
the breast, are generated. Those views show partly overlapping areas.
Relating findings between views is challenging due to different cover-
age and the large deformation that the breast undergoes. We present
a registration method to determine spatial correspondence between an
anterior-posterior (AP) view and a lateral (LAT) or medial (MED) view
of the breast. The method incorporates a biomechanical model and a
rigid registration. Our method was applied on a dataset of 19 pairs of
AP and LAT/MED views with a validated lesion on the both views. The
registration error was 12.99 mm±7.18 mm.

Keywords: biomechanical model, image registration, automated 3D breast ul-
trasound

1 Introduction

Automated 3D breast ultrasound (ABUS) is rapidly gaining popularity as a
low cost adjunct screening modality for women who have dense breast tissue.
Wenkel et al. [1] show that using ABUS provides a high reliability of detection of
solid and cystic lesions. Giuliano and Giuliano[2] showed that using automated
3D breast ultrasound (ABUS) together with mammography also improves the
detection rate, resulting in 12.3 breast cancers per 1000 screenings, compared to
4.6 per 1000 by mammography alone. In a reader study[3], using ABUS led to a
significantly higher sensitivity for malignant lesions than for benign lesions.

Compared to 2D handheld ultrasound, the screening procedure using ABUS
is to some extent standardized. For each scan of ABUS, a membrane which is kept
flat under tension by being fixed to a frame compresses the breast, and a wide
transducer (15.4 cm) is swept across the membrane to generate a volumetric
representation of the breast. To cover the whole breast, usually 3-5 volumes
(called views in this paper) are generated targeting different areas of the breast.
Fig. 1 shows the most common three views of a breast. Although each view covers
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(a) (b) (c)

Fig. 1. Coronal slices of the three most commen views in ABUS: (a) anterior-posterior
view, (b) medial view, and (c) lateral view.

a part of the breast, different views often show overlapping areas of a breast.
For example, the anterior-posterior view will to some extent also be covered
by the other views. During screening, radiologists have to localize the same
lesions in different views to interpret the lesion thoroughly. Reading different
volumetric images and searching for correspondences between different views is
time-consuming. Therefore an automated registration method between different
views could aid the screening procedure. Furthermore, the image registration can
also provide the linkages between the suspicious regions detected by a computer-
aided detection (CAD) system (i.e. [4] and [5]) in different ABUS images, which
might help to improve the CAD performance.

For breast image registration, Ruiter et al.[6] used a biomechanical model-
ing approach to simulate the compression of the breast due to mammographic
imaging. A finite element (FE) model was constructed for a breast and the mam-
mographic compression was simulated using two contact plates which during the
simulation compress the breast model. Beyond the patient specific geometry of
the breast, spatially varying tissue properties can be considered with person-
alized biomechanicial models. For ABUS, a method was previously developed
to determine the lesion correspondences between different ABUS views using a
grid search in feature space [7]. However this method does not provide all point
correspondences between the two views.

Each ABUS view is generated by imaging a breast under compression which
results in a large deformation between different views. Each view only covers a
partial area of the breast, and thus, directly using an intensity-based registration
method on different two ABUS views is inappropriate. In this paper, we introduce
a hybrid method which incorporates biomechanical modeling and intensity-based
registration.

2 Method

In our method, we use a generic model to approximate the shape of breasts and a
contact plate is used to simulate compressions of an anterior-posterior (AP) view
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Registration of Automated 3D Breast Ultrasound Views 3

and a lateral (LAT) or medial (MED) view. Next, given the original AP view
and the displacement information obtained from the simulations, we generate a
simulated LAT or MED view image. Subsequently we apply the intensity-based
registration between the simulated view and the original LAT/MED view.

2.1 Compression Simulation using a Finite Element Model

(a) (b) (c) (d)

Fig. 2. Simulations of AP imaging (a) before the compression and (b) after the com-
pression and simulations of LAT/MED imaging (c) before the compression and (d)
after the compression

During the ABUS imaging, a dedicated membrane under tension compresses
the breast. A finite element (FE) model was used (solver NifySim 4 [8]) to sim-
ulate the large deformation caused by compressions. At present, we are not able
to obtain an uncompressed breast model from ABUS images, and therefore we
use a generic breast phantom with a shape defined by a Gaussian and the rib
cage is approximated by a cylinder. Although, in principle, each element can be
assigned a different tissue type and appropriate material property parameters,
here we use a hyper-elastic Neo-Hookean material model and assume it is ho-
mogeneous across the model domain. To mimic the compression, a frictionless
contact plate is added to the FE model. The compression simulation is achieved
by moving the plate towards the model until a certain displacement is achieved.
The normal of the plate and the direction of plate movement during simulation
can be defined separately.

During imaging, the direction and the displacement of the membrane are
not recorded. For the simulation, the direction and the magnitude of the dis-
placement of the plate are needed as inputs. To obtain a simulation close to the
real imaging, for AP imaging, we conducted a number of simulations by moving
the plate in anterior-posterior direction with a set of possible displacements. For
LAT/MED imaging, we performed a number of simulations by moving the plate
from the side to the center with a set of possible displacements and by placing
the plate at a set of possible angles. Fig 2 shows an example of simulations before
and after the compression for AP and LAT/MED imaging.

The displacement of each node of the model are recorded for each simulation.
Therefore, the displacement of each node from the state after AP compression

4 http://sourceforge.net/projects/niftysim
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simulation to the state after LAT/MED compression simulation can be com-
puted. For image resampling, a dense deformation vector field is generated from
the nodal displacements using a scattered data interpolation scheme based on
multi-level B-splines. To generate a simulated LAT/MED view, a mapping be-
tween the image and model is required. In this work, we align the compressed
model and the image by mapping the nipple position which is manually anno-
tated.

Fig 3 shows a set of simulated MED views, using different pairs of AP and
MED simulations.

Fig. 3. Three simulated MED image generated from different pairs of AP and MED
simulations

2.2 Rigid Registration

Although a simulated LAT/MED view can be generated from the simulations
and the AP view, there is still misalignment between the simulated image and the
reference image (the real LAT/MED view). A final registration step is performed
to improve the alignment between the two images. For registration, a mask for
the reference image can be provided. Since the overlapping area between different
views is close to the nipple, we used a mask which includes voxels within 48
mm of the nipple in the coronal plane and exclude the voxels beyond the chest
wall [9] and in the background. As the overlap area between the views can not
be accurately extracted for image registration, using affine or non-rigid image
registration would result in large misalignments. Therefore we use rigid image
registration for the registration.

Fig 4 shows the result before and after the rigid transformation.

2.3 Selecting the Best Registration

In the deformation simulation step, for AP compression, the contact plate is
moved in anterior-posterior direction with 3 different displacements and for
LAT/MED compression simulation, the contact plate is oblique at a side of
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(a) (b)

(c) (d)

Fig. 4. (a) orginal AP view, (b) generated simulated MED view, (c) registered simu-
lated MED view, and (d) original MED view with a corresponding lesion indicated by
the cursor.

the breast and moved toward the breast with 4 different angles and 3 different
displacements.

The employed set of plate displacements and compression angles involved in
the simulations result in 36 pairs of AP and LAT/MED simulations and thus a
set of simulated LAT/MED images. Each simulated LAT/MED image is rigidly
registered to the acquired LAT/MED image. To obtain the best registration, we
selected the registered image which gives the lowest absolute intensity difference
between the registered image and the reference image within the mask described
above. Fig. 5 shows the flowchart of our registration procedure.

With the registration transformation and displacements of each node between
the AP simulation and the LAT/MED simulation, each point in the LAT/MED
image can be mapped to the AP image. The following equation summarizes the
transformation from LAT/MED to AP.

TMED2AP = Tnip−1
LAT/MED.Tmodel−1

LAT/MED.TmodelAP .TnipAP .TRigid (1)

where Tnip is the transformation of the model to the image, Tmodel is the
simulation of either AP, MED or LAT views and TRigid is the rigid registration.

3 Experiments and Results

Our proposed method establishes the correspondence between an AP and a
LAT or MED view. For validation we have applied our registration method on
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Fig. 5. The flowchart of our registration procedure.

(a) (b)

Fig. 6. (a) Box plot of the error measures. (b) Cumulative histogram for the error
measures

Workshop on Breast Image Analysis 

In conjunction with MICCAI 2013

ISBN: 978-87-996443-0-8 Page 30 of 129



Registration of Automated 3D Breast Ultrasound Views 7

19 pairs of ABUS images. A corresponding lesion is visible in both images and
is annotated under the supervision of radiologists.

For evaluation of the accuracy of the registrations, we measured the distance
between the annotated center of the lesion in the AP view and the transformed
annotated center of the lesion of the LAT or MED view.

From the 19 registrations of our dataset, we obtained a mean distance of
12.99 mm with a standard deviation of 7.18 mm. Fig 6(a) and Fig 6(b) shows
the box plot of the measures and the histogram, respectively.

For comparison, we also applied the previously developed voxel-based grid
search algorithm [7] which uses geometrical features only. This resulted in a
error of 14.71 mm±13.29 mm. The difference between the two methods is not
significant (paired t-test, p = 0.62).

4 Conclusion and Discussion

In this paper, we have presented a method of registration between two dif-
ferent ABUS views of a breast: one anterior-posterior view and one lateral or
medial view. Our registration is a combination of biomechanical modeling and
rigid intensity-based registration. The biomechanical simulation recovers large
scale deformation between the two different views and thus compensates for the
compression directions and intensity-based rigid registration further refines the
registration.

About 80 percent of the registration results in a target registration error
smaller than 20 mm. The preliminary results are promising in the sense that
the combination of biomechanical simulations and intensity based registration
should enable to assist radiologists to read ABUS images and find the corre-
spondences more easily. The correspondences may also improve computer-aided
cancer detection and diagnosis of suspicious regions.

The main application of our work is synchronization of cursors in different
views to facilitate reading in a screening environment. From discussions with
radiologists, we know that a registration error in the order of one cm would
already be acceptable for this purpose. Note that the average cancer diameter
reported in literature[10] is 15 mm in ABUS datasets. High accuracy is difficult
to obtain because of the large deformations and intensity changes due to different
ultrasound probe orientations. Our method achieves a mean error of 12.99 mm
which is promising for a reading aid, although the error variance needs to be
further suppressed.

Our method has its limitations. Firstly the model applied here is a generic
model which is not able to handle the variance in breast shapes between pa-
tients. In the future, using the subject’s cup size, we will build patient-specific
models. Second, we assume an isotropic and homogeneous material model for the
whole breast model. A per voxel tissue classification would allow us to build a
more realistic biomechanical model of the breast with spatially varying material
properties which should lead to more realistic simulations.
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The rigid registration used here only relies on the voxel intensity. To further
improve the result, voxel-wise features describing textual tissue property can be
integrated in the registration which might improve the registration.

There are few cases where the method completely fails. These failures are due
to little common coverage between different views. In those cases, a voxel-based
search strategy might be an alternative[7].
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Abstract. Targeting lesions for biopsy in MRI-guided breast biopsy
procedures relies on the administration of contrast agent and a dynamic
contrast enhanced MRI scan. The index lesion will then be punctured
with the biopsy needle, and a control scan reveals correct needle place-
ment with respect to the targeted position. In the work we describe
here, we propose to simulate the breast deformation from the diagnos-
tic MRI scan to the MR biopsy preparation MRI taken before contrast
agent administration. We describe the technology and setup, and provide
a proof-of-concept on retrospective example data where the lesion was
visible in the biopsy scan. The proposed method would allow to biopsy
those 10% of lesions that would no longer enhance in the biopsy device.
In addition, the procedure is faster, and by not requiring contrast agent,
cheaper. We present a concept study with qualitative and quantitative
evaluation on limited data.

1 Introduction

Breast biopsies are the gold standard decision making tool to determine the
diagnosis and suggest the treatment of a suspicious lesion. In principle, the biopsy
will be conducted using the imaging modality that displays the lesion first with
a sufficient reliability, and accurately enough to determine the lesion extent.
Among the most prominent biopsy techniques in breast cancer care are the
following [2, 15, 5]:

Stereotactic biopsies. With two oblique mammographic acquisitions of the
same breast under unchanged compression, a lesion position can be targeted
with highest accuracy. This technique can be used both with core needle
biopsy devices or vacuum-assisted needles, the latter being the method of
choice. Mainly, small clusters of microcalcifications, indicative of early DCIS,
are the target lesion class that is biopsied in this modality.

? markus.harz@mevis.fraunhofer.de
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Ultrasound-guided biopsies. Whenever a lesion is visible sonographically,
hand-held ultrasound provides a preferred tool to visualize lesion and needle.
The real-time control over needle position together with the monitoring of
lesion displacement induced by the advancing needle tip are main factors for
extremely low rates of failed procedures.

MRI-guided biopsies. There are cases where neither mammography nor ul-
trasound suffice to demonstrate the lesion in question. These cases arise
when a suspicous finding from mammography and ultrasound remains in-
determinate, and MRI is used as a decision making tool. Often, additional
lesions display in MRI, or the extent of the finding is demonstrably larger
than it appeared. Since in these cases, no other modality might guide the
biopsy procedure, MRI is used for targeting when the patient returns for the
procedure days or weeks after the MRI based diagnosis.

In this contribution, we focus on the MRI-guided breast biopsy procedure
and suggest a workflow improvement enabled by deformation simulation that
has the potential to save time and money, contribute to more patient comfort,
and help to biopsy those 10% of lesions that currently cannot be biopsied because
they don’t show up in the biopsy preparation MRI. An approach similar to ours
has to the best of our knowledge not been proposed before, though of course
an extensive body of research has focussed on the prone-to-supine deformation
simulation to help in surgery planning and open biopsies or to improve needle
biopsy procedures through automation (see e.g. [6, 13, 1]). The difficulty of the
approach is the largely unknown positioning change between the two visits, and
the deformation of the breast between diagnostic and interventional MRI. A
breast that is 87 mm wide in the diagnostic MRI is for example compressed to a
width of 57 mm (measured in the axial slices), while it simultaneously expands
from 112 mm to 142 mm in cranio-caudal direction.

2 Contribution

When diagnostic contrast-enhanced dynamic imaging shows a lesion that re-
quires biopsy, the woman will be scheduled for a follow-up appointment to have
the biopsy. For the MRI-guided biopsy, the woman is placed in prone position-
ing into the breast coil, which is equipped with a biopsy grid on the lateral side.
The breast is slightly compressed to avoid as much target movement as possible
during the 30 min procedure. A contrast-enhanced MRI sequence is acquired to
visualize the index lesion again. Using the MRI biopsy planning software, the
operator places a target marker in the three orthogonal projections. Afterwards,
he can read off the grid position in the biopsy grid, as well as the depth to which
the needle has to be inserted, alongside with the needle angulation in case the
biopsy device allows for tilted access. Many parameters are taken into account,
for example the length of the needle tip extending before the biopsy opening in
the needle.

The procedure leads to reportedly about 10% of targeted lesions that are
no longer visible on pre-interventional MRI [18, 4]. Although some reports state
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that those missed lesions are frequently benign and hormonal tissue alterations,
they inevitably lead to a further short-term follow-up MR imaging, also inducing
anxiety in the women. Also, particularly small lesions (<1 cm in diameter) are
among those not recovered in pre-interventional MRI. On the other hand, such
small cancers can be cured with almost certainty, so that a missed biopsy in
these cases is particularly undesirable.

We explore the feasibility of a changed workflow that may help in these sit-
uations. It also speeds up the procedure by substituting the contrast-enhanced
series with computational derivations of the target position. We propose to utilize
deformation modeling as described above to simulate the effect of the compres-
sion induced by the breast coil on the breast tissue. The outline of this approach
is the following:

Prior Preparation Segment the breast tissue and the target lesion from the
contrast enhanced diagnostic MRI scan and generate the patient specific
breast model breast tissue mask.

Immediate Preparation Segment the breast tissue from a contrast-free fast
acquisition in the biopsy MRI using the biopsy coil. The compression by the
biopsy device should be applied in these images. Note that those images are
only utilized to estimate the target positions of the compression paddle of
the biopsy device.

Alignment Apply a rigid registration between the diagnostic MRI and the
biopsy MRI. Note that this step can easily be handled by any rigid registra-
tion algorithm.

Simulation Apply boundary conditions on the breast: Nodes on the chest are
fixated, and large displacement from medial side towards lateral by the com-
pression plate, and a light fixating displacement induced by the biopsy grid
from the lateral side towards medial are modeled as dynamically updated
displacement constraints. Afterwards, surface morphing accounts for the dif-
ference in surface shapes.

Biopsy Transfer target lesion position to the deformed state using a dense de-
formation field estimated from the vertex displacements, and visualize for
biopsy planning.

If successful, this novel procedure not only helps to biopsy even those lesions
going lost in the biopsy coil, but it also saves time through sparing the contrast-
enhanced acquisition. It additionally saves costs by substituting the contrast
agent administration by a computational method, and lastly, it contributes to
patient comfort since no injection is required in the biopsy situation.

3 Methods

A prerequisite is to model the deformation of the breast from MRI in the prone
position using breast coils to the compressed prone position used in MR-guided
biopsy to provide the current lesion position, which can then be displayed. Our
approach combines automatic segmentation and meshing methods with a fast,
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real-time capable deformation simulation. For the intended clinical setting, a
compromise has to be made between fast calculations and highly realistic ma-
terial behavior. Fast computations are mandatory in this scenario since in the
intervention situation, the image of the compressed breast is acquired for the first
time, such that while the bulk work – setting up the finite element model for the
original breast MRI volume – may be computed in advance, the actual deforma-
tion simulation from the prone fixated diagnostic contrast-enhanced breast MRI
to the interventional situation will be computed with the patient in the scanner.
It hence has to be fast so that the benefits of the approach can be harvested.

3.1 Data and Model Generation

Standard T1-weighted non-fat-suppressed dynamic contrast enhanced bilateral
breast MR images have been used of five patients who together underwent six
MR-guided breast biopsy procedures. We excluded two patients from the pre-
sented results: one having large implants that are in our automated segmentation
counted towards the fixed tissue types (though they deform considerably), and
one patient with very small breasts where there is no real deformation visible
between diagnostic and biopsy scan, and the automated setup fails to determine
the fixation plates of the biopsy device.

The remaining four datasets were segmented into parts that in the model will
be fixated or free. We consider the breast parenchyma and the adipose tissue to
be deformable elastic, incompressible homogenous isotropic tissue. All vertices
of the thorax were fixated. Our proposed system starts with MR images taken in
the prone position that are automatically segmented into deformable and fixed
tissues using the methods proposed by Anon [14]. A volumetric tetrahedral mesh
was generated from a downsampled version of this data, tuned to deliver meshes
consisting of at most 50k elements. Average downsampled voxel sizes were about
5 mm isotropic.

To define the breast compression model induced by the biopsy device, we
now look at the breast tissue outer contour, with the boundary to the chest
wall excluded. To avoid later possible misses in the detection of the compressing
devices (the biopsy grid on the lateral side and the breast coil padding on the
medial side), we crop the contour image by looking at the voxel counts in sagittal
slices. Thinking of the voxel count plotted against the sagittal slice number, the
resulting curve is supposed to show two peaks where the breast contour is roughly
parallel to the sagittal plane. These peaks can easily be detected and used as a
constraint for the search of the two planes. From this reduced mask image, we
generate a point set that we thin out by iteratively removing every other point
several times, until a suitable number of points remains.

These points are submitted to an implementation of the RANSAC algorithm
[8] to find two parallel planes in the data that are roughly parallel to the sagittal
viewing direction and have distance above a user-defined threshold (e.g. 6 cm).
These planes are assumed to be infinite in the cranio-caudal direction, but limited
posteriorly based on the detected size of the found plane.
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3.2 Deformation Simulation

A highly efficient FEM-based breast deformation approach is used to simulate
the shape change from MRI to the current biopsy procedure positioning and
compression. Our approach is based on a multigrid finite element framework
developed by Georgii and Westermann [9], which efficiently simulates deforma-
tions of the breasts using the so-called co-rotated Cauchy strain formulation
from Rankin and Brogan [16].

The deformation of a volumetric object is described by a displacement field
u(x), u : R3 → R3; x ∈ R3, which maps the reference configuration Ω to the
deformed configuration {x + u(x) | x ∈ Ω}. Driven by external forces f , a
deformed solid is governed by the well-known Lagrangian equation of motion,
Mü + Cu̇ + Ku = f , where M , C, and K are respectively known as the mass,
damping and stiffness matrices, u denotes the composition of the displacement
vectors of all vertices, and f consists of the force vectors applied to these ver-
tices. The stiffness matrix K is assembled from the so-called element stiffness
matrices Ke. Typically, every element in a finite element discretization has only
a very small number of neighbors, and thus the resulting stiffness matrix is very
sparse. The element matrices are precomputed with a fixed elastic modulus E0.
Due to the linearity of the underlying material law, the element matrix of a par-
ticular element can then be obtained by scaling Ke by the stiffness value of this
element relative to E0 ∈ R. Therefore, we can update the stiffness values within
the assembling process at nearly no additional computational costs and thus
achieve a fast update of stiffness values in the FE model analogously to previ-
ous approaches [7, 17]. To efficiently update the data structures of the numerical
multigrid solver, we make use of a fast approach to compute sparse-sparse matrix
products [10].

An implementation of a compression simulation including sliding on the plane
surface governed by friction has been adapted to consider planes with finite
extents. In this implementation, a collision detection probes if surface vertices of
the breast volume mesh are – after one movement step of the compressing plane
– behind the plane. If so, the vertex is projected onto the plane by applying a
displacement constraint. After that, forces are calculated for all vertices on the
plane to estimate their friction-governed sliding, which is again submitted to the
vertex in the form of displacement constraints.

To align the surface resulting from the compression simulation with the
known surface of the compressed breast in the biopsy device, we utilize the
approach outlined in previous work by Harz et al. [12]. The resulting vertex dis-
placements, describing a dense deformation field, are applied to the diagnostic
MRI image for evaluation processes.

3.3 Evaluation

We evaluate the approach qualitatively by superposing the deformed diagnostic
MRI (or a subtraction image of late and early phase) onto either the native
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intra-biopsy MRI or again a subtraction of enhanced and unenhanced intra-
biopsy MRI. From this superposition, the general deformation quality was as-
sessed visually. Next, landmark position differences are evaluated quantitatively.
The landmarks are annotated by an experienced user, choosing locations that
are easily recoverable even after application of the deformation in the biopsy
device. The basis for the annotations were the native images of the series, where
the delineation of parenchymal structures was easiest, and landmarks could be
spotted in their morphology. It was attempted to place landmarks in all quad-
rants of the breast, and in most cases many more landmarks were explored to
assure that the true accuracy is reflected by the report.

4 Results

For all cases, the simulation took about 2 min of preparation time (including
automatic segmentation of the diagnostic MRI and setting up the volume mesh
and matrices). These steps can be computed before the patient enters the MRI
scanner for the biopsy procedure. Note that even the definition of the intended
biopsy site could be done based on the diagnostic MRI already.

When the preparation scan in the scanner has been acquired, the manual reg-
istration, and the simulation including finding the compression plates, simulating
the moving plates, and morphing the surfaces, took about 1 min altogether. Fig-
ure 1, top row, gives a visual impression of the shape of the deformed diagnostic
MRI with respect to the true interventional MRI (right).

In two out of the four cases, a successful biopsy may potentially have been
conducted based on the deformed diagnostic MRI (cases 1 and 3). In the first
case, the lesion was very large, so that despite limited correspondence, the lesion
was still largely corresponding between deformed diagnostic MRI and interven-
tional scan. In case 3, the quadrant of the breast with the index lesion was
registered between the scans with landmark correspondence errors averaging
well below 10 mm. Two example landmark correspondences after deformation
simulation of the diagnostic MRI into the biopsy MRI shape are shown in Fig.
1, bottom row. In the columns, the diagnostic MRI and the biopsy MRI are
depicted, and the crosshair is automatically placed in the biopsy MRI based
on the selected position in the diagnostic scan, transformed by the calculated
deformation field. Table 4 shows our qualitative and quantitative assessments of
the results, indicating that case 3 stands out in accuracy.

For the cases 2 and 4, if a biopsy would have been conducted based on the
transformed diagnostic scan alone, there is a higher chance that the index lesion
would have been missed, since even the cavity of a vacuum-assisted biopsy device
is not usually more than 20 mm in diameter. We have

One of the two other cases failed due to the different nipple positioning
in diagnostic and interventional scan that have not be accounted for in our
approach, and the size of the breasts, causing large deformations (“Ssi”). In
the other case (“GulR”), there is a systematic misalignment of about 10 mm
predominantly in the transversal direction. One reason for this may again be a

Workshop on Breast Image Analysis 

In conjunction with MICCAI 2013

ISBN: 978-87-996443-0-8 Page 38 of 129



Fig. 1. Case 3: Top row: 3D visualizations show the surface shapes of the diagnostic
MRI after deformation simulation (left), and the target shape reconstructed from the
biopsy MRI. Bottom row: Two corresponding landmarks are shown. Left two im-
ages: first landmark, selected in diagnostic scan and correlated in biopsy scan utilizing
the deformation field derived from the simulation. Right two images show the same
combination for a second landmark, where the correspondence is slightly worse.

difference in the positioning of this particular breast, where the nipple is centrally
placed in the medio-lateral direction, but caudal in the transversal direction.

5 Discussion and Conclusion

We acknowledge several potential improvements to setup and simulation. Firstly,
in some cases the segmentation method is not optimal for the data, in particu-
lar, implants are considered not to be breast tissue, which is medically correct,
but they should be modeled as a deformable tissue. Secondly, the deformation
that is observed between diagnostic and pre-biopsy MRI indicated a more com-
plex movement than what we currently model. In particular, the nipple position
displacement is sometimes severe and not accounted for. This is one of the rea-
sons why previous works that model breast deformation using the FE method
reported better landmark correspondences (e.g. [11]). Also, it is evident that a
linear-elastic strain formulation may for large deformations introduce unknown
errors, that can to a certain extent be accounted for by the corotational formu-
lation. On the other hand, the high performance of the implementation allows
its usage in the described setting.

A second observation is that the automatic segmentation needs to be ad-
justed to include the pectoral muscle in the “deformable tissue” mask. A close
examination of the diagnostic and biopsy MRI reveals that with the compression
applied to the breast, the muscle also shifts and is compressed.
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Table 1. Qualitative and quantitative assessments. Four considered biopsies are de-
scribed with respect to relevant qualitative evaluation criteria, in five subjective levels
from – (poor) to ++ (excellent) with “o” indicating “indecisive”. Four to seven land-
marks were identified in both diagnostic and biospy MRI, and their distance (in mm)
assessed after transformation in terms of average and standard deviation. Key: QA:
MRI quality. Pos: Patient positioning. Plane: Plane detection performance. Vis: Visual
inspection of results. #L: number of landmarks.

Case QA Pos Plane Vis #L Avg. dist. Stdev min-max

1 + o + + 5 14.1 4.7 7.6 – 19.3
2 + ++ ++ - 4 16.6 8.1 7.2 – 26.1
3 ++ ++ + + 7 6.4 2.5 2.3 – 8.9
4 + - + o 4 13.4 7.2 6.6 – 22.4

On our limited data, we currently assess the main origins of the observed
misalignments. Work we are carrying out includes to utilize different non-linear
material laws in the simulation to assess the influence of the material model on
the results. Also, we substitute the last step of our approach (the surface mor-
phing) by an elastic registration approach, e.g. as described in [3] to accomplish
the registration on a fine level of detail. Both approaches have not formally been
evaluated for this contribution, but first results indicate multiple salient future
research directions.
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Abstract. We compare two quantitative volumetric measures that have been 

proposed to estimate the amount of dense breast tissue in mammograms, 

namely Standard Attenuation Rate (SAR) and Volpara®.  Corresponding 

regions for a range of tissue types were analyzed to determine regression and 

linearity between them. In total, 156 regions from 7 pairs of density maps were 

used in this study. The regions were obtained using Simple Linear Iterative 

Clustering (SLIC), which decomposes an image into feature-based, visually 

homogeneous, k-means clusters, known as Superpixels. The means of 

corresponding Superpixels are then compared to test linearity. It is found that 

both volumetric measures are strongly correlated (R2 = 0.9618). An average 

SAR per millimeter of Volpara® density gives an even higher regression 

coefficient (R2 = 0.9875). This strong relationship reinforces the reliability of 

these volumetric measures for estimating breast density.  

Keywords: Breast Density, Standard Attenuation Rate, Volpara®, Breast 

Cancer, Digital Mammography, x rays  

1. Introduction  

X-ray mammograms are used routinely in screening to detect abnormalities in the 

breast for an asymptomatic population of post-menopausal women, and to assess the 

qualitative density of breast regions. However, the study of mammograms currently 

relies on subjective assessment, which leads to large inter- and intra-observer 

variability. The appearance of a mammogram, considered as an image, varies very 

considerably among women and depends upon the imaging parameters, tissue 

characteristics, and the response of different breast tissues to x-ray attenuation. The 

need for reproducible breast measurements is evident from the fact that parenchymal 

patterns are subject to change over time, for a number of reasons. Therefore, 
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quantitative estimation of breast density which is independent of imaging conditions 

is required, not only to assess the risk of developing cancer but also to help in 

diagnosis and prognosis of the disease.   

The Wolfe and BI-RADS classification models provide a basis for the assessment 

of automatic breast density measurement methods. These reporting standards, 

especially the latter, are widely used, but are highly subjective and numerous studies 

have shown that they have poor repeatability and inter-observer variation. Cohort 

studies exist that have attempted to describe parenchymal breast density quantitatively  

[1], [2].  However, all such methods have severe limitations.   For example, Boyd et al 

[2]presented a computer-based interactive thresholding method that finds the 

percentage of segmented breast tissue relative to the segmented breast area. The 

method was semi-automatic and requires the user to provide a threshold value to 

segment the breast parenchyma.  Petroudi et al. [3] normalized mammograms using 

Standard Mammographic Form (SMF) [4], [5] and used the volume of adipose tissue 

in the breast for quantification. Texture representations of breast tissue have also been 

used for quantification.  For example, Byng et at attempted to analyze the breast 

automatically using fractal dimension and skewness [6].  Miller et al. classified breast 

tissue by applying Laws' texture features and granulometric techniques to 

discriminate between fatty and dense breast types.  Bovis et al. also used a texture 

feature based model using artificial neural networks to categorize breast classes. 

Others have used mathematical morphology [7], density segmentation using Kittler’s 

method [8] and variance histogram discriminant analysis of segmented regions [9].  

Van Gils et al [10], [11] investigated whether a reduction in breast density lowers the 

risk of breast cancer, whereas Karssemeijer [12] developed an automated 

determination of breast parenchymal patterns based on a distance transform, which is 

applied along with segmentation between breast tissue and the skin line. Readily 

available tools such as CUMULUS[13] and MDEST [14] are more objective, subject 

to the constraint of being semi-automated; for this reason they have had limited use in 

clinical practice.  This is because such area-based thresholding methods require 

additional decision time and suffer from inter-and-intra-observer variability along 

with the extensive training to use the software [15], [16]. 

In this paper, we compare two volumetric density estimation techniques for a 

mammographic screening population: Standard Attenuation Rate (SAR) [17] and 

Volpara
®
, commercial software provided to us by Matakina Ltd. Our primary goal is 

to evaluate consistency in volumetric measures by investigating the nature of their 

relationship, and to this end we show a strong linear association between their 

outputs. The results further reinforces the case for using such volumetric measures to 

assess risk of breast cancer with respect to mammographic density in clinical practice.  

2. Methods 

Digital Mammographic images of seven women aged 45-71 were processed using 

both the SAR and Volpara
®

 systems. The mammograms were made available by 

Matakina Ltd, imaged using a GE DS FFDM scanner acquired during routine 
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screening. At least two of the mammograms were suspected to contain abnormalities.  

SAR and Volpara
®
 (V 1.4.3) generated density maps, though they have substantially 

different spatial resolutions and cover slightly different regions of the breast.    

2.1. Standard Attenuation Rate  

SAR [17], [18] is a normalized measure of the tissue radiodensity traversed by the 

primary beam incident upon each pixel of a mammogram, enabling estimation of 

breast density. It is an "absolute physics" model [19] which calculates the x-ray 

spectrum incident upon breast, the energy exiting the breast, and subtracts the 

estimated scattered radiation. SAR is estimated by scaling the primary attenuation of 

the breast to a suitable reference material (eg. 50:50 fat/fibroglandular, though the 

choice is made by the user).  The radiodensity SAR is obtained by,  

            ∑         
  

           )  
            )      )

 

 

where            is the energy arising from the primary fluence,           describes 

the detector absorption for a photon fluence of magnitude  ;   is the photon fluence 

incident on the upper surface of the breast from the x-ray tube;         )  is the linear 

attenuation coefficient of the reference material; and H is the thickness of the 

compressed breast tissue traversed. The multiplicative factor SARx, y  at each pixel is,  

               (
   (    )         

                

)                                      

        (
                           

                

)          

where         is the scatter fluence recorded by the detector;      and      depend on 

the spatial location (x,y); and   is the detector calibration transfer function relating a 

recorded pixel intensity i, to the total photon energy absorbed by the pixel detector 

from which the pixel intensity resulted. The coefficients of the linear mapping from 

              ) to        are calculated from a number of simulated images using 

the image formation model.  

2.2. Volpara ®   

Volpara
®
 embodies a "relative physics" [19] model and is commercially available 

software that is a core component of the European Union (EU) collaborative Adapting 

Breast Cancer Screening Strategy Using Personalized Risk Estimation (ASSURE) 

project. It is based on SMF and the volumetric breast density estimation model [20] 

by Van England et al. The latter method maps dense tissue by using a physical model 

of image acquisition based on the assumption that the breast is either composed of fat 

or parenchyma (dense tissue). The Volpara
®
 model substantially reduces the 

dependence of breast quantification on imaging physics data. The fundamental 
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assumption in the version we used is that the observed pixel image intensity in a 

mammogram has a linear relationship to the energy imparted to the x-ray detector.  

Volpara
®
 finds the linear attenuation coefficients    for fat and dense tissue at a 

specific filter, tube voltage, and recorded breast thickness, area of the breast that is 

entirely fat      and defines it as a reference intensity value to measure the thickness 

of dense tissue    at each pixel     ). The thickness of the dense tissue is computed 

as: 

       )      

    
     )
    

)

            

 

The method uses phase congruency [21] and an approach to find the uncompressed 

breast edge [20] as well as the relative breast edge [5], which helps to locate an 

accurate breast edge and to calculate     . The method is robust to errors in detector 

gain, multiplicative variations and exposure time as these parameters cancel out. To 

deal with different tissue types, the scatter removal process works in a relative 

manner.  In the first published version, a fixed compression plate slant estimation is 

used that works for most imaging scanners that have parallel compression plates, 

however, in more recent versions it does not rely on the DICOM header and 

accommodates almost all non-parallel compression plate imaging systems. The breast 

volume is the product of recorded breast thickness and breast area, whereas their ratio 

gives the breast density. The volume of the dense tissue is the summation of all 

       ) over the image.  Over 1.2M mammograms have been processed using 

Volpara
®
 over the past year, identifying 3600 early cancers. 

2.3. Simple Linear Iterative Clustering (SLIC) 

To compare the two techniques, a direct pixel/pixel comparison cannot be applied 

because of the high variability in density values of neighboring pixels, particularly in 

bright regions; making it difficult to estimate a tissue value from a single pixel. 

 

 
 

Figure 1: Variation in the neighboring pixel values of a bright region. Volpara
® 

density in mm (left) and SAR attenuation (right) 
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To address this issue, we applied Simple Linear Iterative Clustering (SLIC) [22], 

[23] to decompose the image into visually homogeneous regions. The method is based 

on a spatially localized version of k-means clustering where each pixel is associated 

with a feature vector and k-means clustering is then run on those vectors. The image 

is first divided into a grid of a certain region size and the center of each grid tile is 

used to initialize a corresponding k-means. Finally, the k-means centers and clusters 

are refined by using the Lloyd algorithm [24]. The standard Lloyd algorithm assigns 

pixels to the closest clusters and iteratively updates their centers. After k-means has 

converged, SLIC eliminates any connected region whose area is less than a minimum 

region size. This is done by greedily merging regions to neighboring ones.  

 

 

  
Figure 2: A Volpara

®
 image (Left), SLIC segmentation overlaid (Right). 

 

 

Figure 3: Mean density region map of Volpara
®
 (left) and SAR (right) in Figure 1 

 

We applied SLIC to both Volpara
®
 and SAR images, yielding the segmentation 

overlay, while dividing the image into homogeneous regions or super-pixels. We then 

compute a mean region density map, where each superpixel now represents the mean 

density of that region.  The spatially corresponding Superpixels with similar sizes 

related manually for regression analysis. Figure 2 shows a Volpara
®
 image segmented 
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using SLIC, while the mean region density maps of a SAR\Volpara image pair are 

given in Figure 3. Note that Volpara
®
 and SAR generate different SLIC 

segmentations because of their intrinsic variations. 

3. Results 

Using the above procedure, 156 super-pixels from the 7 pairs of Volpara
®
 and SAR 

mean regions density maps were manually placed in correspondence and compared to 

find a relationship between the two. A good linear relationship was found for the 

complete population with a regression coefficient    = 0.9618. The mean SAR per 

Volpara
®
 millimeter was calculated for a sample size of 1mm to 43mm, where an 

average for each complete mm was found, gives    = 0.9875 (Figure 4 & 5). A SAR 

value of 0.78 is approximately what Volpara
®
 assumes is fat (      ), and a SAR 

value of 1.116 is approximately what Volpara
®
 considers to be fibroglandular 

(     ). Both        and       are empirical estimates. However, SAR is 

calculated from an exact carefully calibrated physics model, whereas Volpara
®
 is 

based solely on estimates from the image.   

 

              
           )

             )
                                        

It is the percentage of fibroglandular that is of greater importance to clinicians and 

amounts to breast density. From the regression model,  

 

                                        

             is an approximation of Volpara
®
 image from linearly weighted SAR.  

 
Figure 4: SAR-Volpara

®
- scatter graph for absolute sample values  
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4. Conclusions 

We have established a strong relationship between the commercially-available, 

(FDA-approved) fully-automated relative physics software Volpara
®
 and the recently 

introduced absolute physics breast density metric SAR. The high correlations reported 

above argue that it is possible to compute volumetric estimates of breast density with 

high accuracy and high robustness. Further work is underway to validate these 

findings with a larger dataset and samples from tissue types.  There is a need now to 

further investigate this relationship and to fully understand the relation between the 

breast cancer risk and density estimating measures. 

 
Figure 5: Mean SAR per millimeter of Volpara

®
 density 
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Abstract. Retrieval of similar cases with the diagnostic and therapeutic results 
as a reference may be useful in differential diagnosis of abnormalities. Image 
retrieval method for breast masses on mammograms has been investigated in 
our previous study, and the result indicated the potential advantage of a 
machine learning technique using sample cases with experts‘ subjective 
similarity data. In this study, the effect of presenting reference images to 
observers‘ ablity to distinguish between benign and malignant masses was 
investigated. Eleven physicians and 11 radiological technologists evaluated 98 
masses and recorded their confidence of a lesion being malignant without and 
with reference images. The areas under the receiver operating characteristic 
curves improved from 0.926 to 0.938 (p=0.17) and from 0.895 to 0.928 
(p=0.004) for the physician and technologist groups, respectively. The results 
indicate that reference images may be useful for diagnosis of breast masses. 

Keywords: similar image retrieval; breast masses; digital mammograms; 
differential diagnosis; observer study 

1 Introduction 

Breast cancer is the most frequently diagnosed cancer in women in the U.S., some 
European countries, and Japan [1-3]. To reduce the number of death from breast 
cancer and to improve patients‘ quality of life, early detection and proper treatment 
are important. Periodic screening with mammography is considered effective for the 
early detection for women with normal risk [4-6]. 

When a new lesion is found on mammograms, it is generally evaluated with other 
image modalities. Even in such situation, it is beneficial to thoroughly evaluate 
mammographic findings to compare with those in other modalities. However, it is not 
easy to make differential diagnosis of lesions on mammograms. It has been suggested 
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that computer-aided diagnosis (CAD) that provide the likelihood of malignancy of 
lesions may be useful in improving radiologists‘ diagnostic accuracies in the observer 
performance studies [7-9]. On the other hand, numeric guide may not be sufficient to 
some radiologists. Compared to computer-aided detection in which radiologists are 
prompted the suspicious areas on mammograms, the likelihood generally lacks in 
providing evidence to radiologists. Since radiologists‘ diagnostic ablity is based on 
experience, retrieval of similar images as a reference may be beneficial in providing 
supplemental information. 

Several research groups have investigated the methods for automatic selection of 
similar images on mammograms and breast ultrasound images [10-19]. In earlier 
studies, the selection was based on the simple distance measures in the feature space 
[11], [13-14], [17]. In more recent studies, machine learning methods using samples 
with subjective similarity data were investigated, and the results were evaluated 
subjectively [15-16]. Other groups proposed specific decision making methods such 
as a 2-step selection method [18] and decision tree methods [19]. 

We have previouly investigated a similarity determination method using an 
artificial neural network (ANN), in which feature vectors of pairs of masses and the 
corresponding average subjective similarity ratings by experts were employed as 
input data and teacher, respectively [15]. In our recent study, a new method using 
multidimensional scaling (MDS) was introduced for understanding subjective 
similarity relationship between masses with different pathologies and for visualizing 
the subjective similarity space [20]. The objective similarity measure was determined 
on the basis of the distance in reconstructed subjective space using linear regression 
model. By leave-one-out cross validation test, the result indicated the usefulness of 
the MDS-based method. 

In the present study, instead of applying ANN directly to estimate subjective 
similarity rating, MDS was first employed to map each image in subjective space, and 
the configured space was modeled by ANN [21]. After proper weights were 
determined, test cases were mapped in the modeled space, and the similarity between 
masses were determined by the distance in the similarity space. Using the proposed 
method, the effect of retrieved images on the readers‘ abilities to distinguish between 
benign and malignant masses was investigated in an observer performance study.  

2 Materials and Methods 

2.1 Mass Database 

Digital mammograms used in this study were obtained at the National Hospital 
Organization, Nagoya Medical Center, Nagoya, Japan. The study protocol was 
approved by the institutional review board. The images were obtained with three 
digital sytems, including phase contrast mammography (PCM) system (Mermaid or 
Pureview, Konica Minolta Holdings, Inc.), direct conversion digital mammography 
system (Amulet, Fujifilm Corporation), and computed radiography systems 
(Mammomat 3000, Siemens, with C-Plate, Knoica Minolta, or Profect, Fujifilm). The 
original images have pixel sizes of 25 (PCM), 43.75 (C-Plate), or 50 (Amulet and 
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Profect) µm and grayscales of 10 (Profect), 12 (PCM and C-Plate), or 14 (Amulet) 
bits. For computational purposes, the pixel size and grayscale were unified to 50 µm 
and 10 bits, respectively. 

Two radiologists reviewed the images and identified the masses by placing square 
regions of interest (ROIs) on the basis of the radiologic and pathologic reports. The 
ROIs were extracted from both craniocaudal (CC) and mediolateral oblique (MLO) 
views. When a lesion was partially cut off by the field of view, the ROI was excluded 
in this study. The size of the ROIs varied from 168 x 168 to 1888 x 1888. In this 
study, masses with 9 pathologic types were included: ductal carcinoma in situ (DCIS), 
invasive lobular carcinoma (ILC), mucinous carcinoma (MC), papillo-tubular carci-
noma (PTC), scirrhous carcinoma (SC), solid-tubular carcinoma (STC), cyst, fibroad-
enoma (FA), and benign phyllodes tumor (BPT). PTC, SC, and STC are the subtypes 
of invasive ductal carcinomas, and invasive ductal carcinomas with unknown subcat-
egories were not included in this study. The numbers of ROIs and lesions, and their 
mean effective diameters for the 9 types are listed in Table 1. The fractions of images 
obtained by different mammographic systems were 39% (Amulet), 23% (Profect), 
21% (PCM), and 17% (C-Plate). All the malignant masses were confirmed by biopsy 
and/or surgery and benign masses were confirmed by biopsy or follow-up by mam-
mography and ultrasonography. 

Table 1. The numbers of ROIs and lesions and their mean effective diameters for 9 pathologic 
types used in this study 

Pathologic type Number of 
ROIs 

Number of 
lesions 

Mean effective 
diameter (mm) 

Ductal carinoma in situ (DCIS) 14 10 24±13 
Invasive lobular carcinoma (ILC) 12 7 34±9 
Mucinous carcinoma (MC) 9 6 32±13 
Papillotubular carcinoma (PTC) 39 21 27±12 
Scirrhous carcinoma (SC) 69 40 35±13 
Solid-tubular carcinoma 38 22 47±20 
Cyst 99 63 25±18 
Fibroadenoma (FA) 90 58 29±11 
Benign phyllodes tumor 8 6 55±32 
Total 378 233 28±16 

2.2 Method for Similarity Determination 

Determination of Subjective Similarity. For employing the MDS, in general, simi-
larity (dissimilarity) data for all paired combinations of subjects must be obtained. To 
include a large variety of cases, but also retaining the number of comparisons by ex-
perts reasonably small, three masses from each of the 9 pathologic groups, thus a total 
of 27 masses, were sampled. As the result, subjective similarity ratings for all possible 
351 pairs of masses were obtained independently by 8 physicians who have been 
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certified for reading mammography by the Central Committee on Quality Control of 
Mammographic Screening in Japan. The details of the method and the analysis of the 
results have been described elsewhere [22]. Briefly, 2 ROIs for comparison was dis-
played in one monitor, and their entire views of the breast were displayed in another 
monitor. Each physician was asked to rate the similarity of the pair on a continuous 
scale from dissimilar (0.0) to similar (1.0) based on the overall impression for the 
shape, density and margin by taking into account the predicted pathology types. We 
asked them not to weigh on the size of the lesions, the surrounding normal tissue, and 
unrelated calcifications. The average subjective ratings were considered as the gold 
standard of similarity and used in MDS analysis. 

Determination of Objective Similarity. Kruskal’s nonmetric MDS in R program-
ming language was employed. The configuration dimension was set to 3 in this study 
to reduce a risk of overtraining. For determination of ANN parameters, i.e., numbers 
of hidden units and iterations, a leave-one-out cross-validation was employed in a 
series of MDS analysis and configuration modeling. In this process, one ROI was 
removed, and MDS was applied to remaining 26 ROIs. Once subjective space was 
constructed, each dimension was modeled by ANN with 13 image features. These 
features were defined elsewhere [21]. The test ROI was then mapped to the recon-
structed space by trained ANN. This process was repeated for all 27 ROIs. After all 
27 ROIs were mapped, distances between all pairs of ROIs were determined, and they 
were converted to similarity measures by use of an exponential function. The adequa-
cy of the model was evaluated by the correlation between the gold standard and the 
similarity measures. 

2.3 Selection of Similar Images for Test Dataset 

Usefulness of the similarity measure for selection of reference images was evaluat-
ed by precision, P, which is defined as 

𝑃 =
𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑖𝑚𝑎𝑔𝑒𝑠 𝑤𝑖𝑡ℎ 𝑚𝑎𝑡𝑐ℎ𝑒𝑑 𝑝𝑎𝑡ℎ𝑜𝑙𝑜𝑔𝑦

𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑟𝑒𝑡𝑟𝑖𝑒𝑣𝑒𝑑 𝑖𝑚𝑎𝑔𝑒𝑠
 (1) 

For the testing, MDS was applied to 27 ROIs, and the configured similarity space was 
modeled by ANN with the parameters selected by the leave-one-out regime. After 
excluding all the ROIs belonging to the same cases as the 27 ROIs, 324 ROIs were 
used for evaluation. For each test ROI, the most similar cases were selected from the 
324 ROIs excluding the ones of the same case. If a query mass and the selected mass 
are both benign or both malignant, it was counted for matched pathology. The number 
of retrieved images was varied from 1 to 10 images, and the average precision was 
determined. 
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2.4 Observer Study 

The effect of providing reference images in the diagnosis of breast masses was 
evaluated in the observer performance study. Ninety-eight cases, including 48 benign 
masses and 50 malignant masses, were randomly selected and included in the study. 
Eleven physicians who have been certified for reading mammograms and eleven radi-
ological technologists who have been certified for mammography imaging with train-
ing of reading participated. In the reading session, a test ROI was displayed in one 
monitor, and the corresponding bilateral mammograms were displayed in another 
monitor. By clicking a button, images were switched between CC and MLO views on 
both monitors. After reviewing both views, observers were asked to mark their ratings 
on a continuous rating scale from definitely benign to definitely malignant. Subse-
quently, 5 reference images with their known pathologic types and the similarity map 
were shown, and the observers were asked again to mark their ratings. The results 
were evaluated by the multi-reader multi-case (MRMC) receiver operating character-
istic (ROC) analysis [23] (MRMC software, the University of Chicago [24]). Figure 1 
shows an observer study interface when reference images and similarity map were 
presented. 

 

 
Fig. 1. Observer study interface with reference images. MLO views of the test case are shown 
in the left monitor, and the test ROI is shown in the right monitor with five reference images 
and their known pathologic types below and the similarity map on the top right. 

3 Results 

By the leave-one-out cross validation, similarity measures using MDS were deter-
mined for 351 pairs. The correlation coefficient between the gold standard and MDS-
based similarity measures was 0.76, when the MDS dimension was 3. For compari-
son, the correlation coefficient between the gold standard and our previous ANN-
based similarity measures for the 351 pairs was 0.68. 

The method was applied to 324 test cases, and average precisions for the benign 
and malignant query images in retrieval of 1 to 10 images were determined and 
shown in Fig. 2. The average precisions were about 80% for both benign and malig-
nant query images when 1 to 10 images were retrieved by the MDS-based measures. 
The result is relatively good as four of five reference images, on average, would be 
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retrieved from the same benignity/malignancy groups as the test case. For compari-
son, the average precisions by the previous method were about 70% when 4 to 10 
images were retrieved. The precision was slightly lower for the benign query images 
when small numbers of cases were retrieved. The proposed method was superior all 
across more than 100 retrieved images, although such large volume is impractical. 

The observers’ ability to distinguish between benign and malignant masses without 
and with reference images was evaluated in the observer performance study. By 
MRMC-ROC analysis, the average areas under the curves (AUCs) were 0.926 and 
0.938 without and with reference images, respectively, for the physicians and 0.895 
and 0.928, respectively, for the technologists. On average, AUCs for both groups 
were slightly improved. The difference was found to be statistically significant for the 
technologists (p=0.004), although we failed to find the statistically significant differ-
ence for the physicians (p=0.17).  

 

 
Fig. 2. Average precisions in retrieving pathology-matched reference images by the MDS-
based similarity measures and previous ANN-based measures 

4 Discussion and Conclusion 

We have been investigating an effective image retrieval method to select images 
that are visually similar and useful in the point of view of diagnosis. Our new simi-
larity measures are determined by applying MDS to the subjective similarity ratings 
obtained by experts for constructing a subjective similarity space and employing 
ANN to estimate the space with the image features. In this study, the proposed meth-
od was applied to the test cases, and the result was evaluated by precision in selecting 
pathology-matched reference images. When 1 to 10 images were retrieved, the major-
ity of the cases (80%) were from the same pathologic group as the query images. 

The effect of presenting reference images was evaluated in the observer study, in 
which observers’ ability in distinguishing between benign and malignant masses was 
tested without and with the reference images. The average AUCs for both physician 
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and technologist groups were slightly improved by showing reference images. Be-
cause the cases in this study were selected randomly and the observers in both groups 
were well trained, the AUCs were very high and the improvement was rather small. 
The technologists had the tendency to be slightly less confident at the initial reading 
and more likely influenced by the reference images. With the reference images, their 
average AUC was comparable to that of the physicians without reference images. 

In conclusion, presentation of reference images may be useful in the diagnosis of 
breast masses on mammograms, especially for less experienced readers and slightly 
difficult cases. Our new similarity measures based on MDS may be effective in se-
lecting useful reference images. 
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Abstract. We evaluate a prediction model based on computer-extracted 
parenchymal tissue complexity features for estimating the risk of false-positive 
(FP) biopsy after diagnostic evaluation from screening digital mammography. 
We proposed a novel locally-adaptive parenchymal texture analysis algorithm 
to identify and extract mammographic features of local parenchymal tissue 
complexity potentially relevant for the prediction of false-positive biopsy. Our 
algorithm has the following innovative aspects: (1) the adaptive nature of 
automatically determining the optimal number of region-of-interests (ROIs) and 
the size of each ROI, based on the parenchymal tissue portion and distribution 
of the whole breast region and (2) the advantage of characterizing both the local 
and global mammographic appearance of the parenchymal tissue, aiming to 
provide more discriminative information for FP biopsy risk prediction. Results 
show that our locally-adaptive texture analysis algorithm in conjunction with a 
classification model can predict the likelihood of false-positive biopsy, with an 
ROC AUC up to 0.95 when considering a setting of ensemble classifiers.   

Keywords: Localized and adaptive texture analysis, breast parenchymal tissue 
complexity, false-positive biopsy risk, prediction model, digital mammography  

1 Introduction 

In the process of mammography screening and diagnosis, false-positive (FP) 
mammography results, including FP recall or biopsy recommendation, are common. 
In the study [1], it has been found that after a decade of annual screening, a majority 
of women receive at least one false-positive result, and 7% to 9% receive a false-
positive biopsy recommendation. In particular, false-positive biopsies can lead to 
unnecessary physical pain and scarring, as well as psychological stress. In addition, a 
large portion of the cost of any breast cancer screening program is associated with 
false-positive biopsies [3]. Reducing unnecessary false-positive biopsies is therefore 
of a paramount importance in the breast cancer screening and diagnosis process. 

Women with false-positive biopsy results are more likely to manifest suspicious 
and complex mammographic patterns in their breast parenchymal tissue including 
tumor-like masses, suspicious microcalcifications, skin thickening or retraction, 
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distortions, and suspicious axillary lymph nodes [2-3]. In light of this fact, analyzing 
mammographic patterns and characteristics of parenchymal tissue could potentially 
offer a promising approach to identify women at high-risk for false-positive biopsy. 
Such an approach could provide objective and reproducible thresholds for assessing 
the risk of false-positive biopsy from screening or diagnostic mammography.  

Substantial research effort to date has been made to develop computerized analysis 
methods for mammographic parenchymal tissues [4-6]. Some of the previous methods 
have been focused specifically on the application of breast cancer risk assessment. 
Such previously developed methods typically fall into two broad categories: (1) 
manual selection of region-of-interests (ROIs) from the central breast region behind 
the nipple [4] to investigate parenchymal texture properties and (2) spatial lattice 
based approach [5-6] that first forms a surrounding window with fixed size for each 
lattice point and then applies computerized analysis within a given particular window.  

In this paper, we develop a novel locally-adaptive texture analysis algorithm to 
quantify parenchymal tissue complexity, with the intent to provide objective and 
reproducible thresholds in predicting the risk of false-positive biopsy for a given 
digital mammogram (DM). Different from previous approaches [4-6], our texture 
analysis algorithm allows for adaptive ROI selection, depending upon the spatial 
distribution and patterns of the parenchymal tissue characteristics of the specific 
mammogram at hand. In addition, in the proposed method, texture features are first 
locally extracted to capture the more subtle, localized parenchymal texture pattern and 
then these locally extracted features are combined to represent the global pattern 
characteristics of entire parenchymal tissue. By adaptively focusing on local tissue 
characteristics, our approach could provide more discriminating, patient-specific, 
information for FP biopsy risk prediction. While this paper represents preliminary 
analysis, ultimate such an approach could be used to better guide tailored screening 
recommendations, and potentially reduce the number of unnecessary biopsies.  

2 Methods and Materials 

 

 
Fig. 1. The proposed framework for predicting the risk of false-positive biopsy from digital 
mammograms using our proposed locally-adaptive parenchymal patter analysis. 
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Figure 1 provides our proposed framework for the prediction of false-positive biopsy 
risk from digital mammograms. The method largely consists of two components: (1) 
the proposed locally-adaptive texture analysis and (2) the classifier prediction model. 
Also, as shown in Fig. 1, there are three main pipeline modules in the proposed 
locally-adaptive texture analysis, each of which is described in the following sections.  

2.1 Automatic Parenchymal Tissue Segmentation  

In general, parenchymal tissue patterns on digital mammograms are a major indicator 
of the complexity of the breast tissue. In order to perform texture analysis within only 
breast parenchymal tissue, we first need to delineate the breast area in a mammogram. 
We therefore first apply an automated segmentation algorithm [7] to all DM images. 
This segmentation algorithm involves the following main steps: (1) breast region and 
pectoral muscle segmentation; (2) fuzzy c-means (FCM) clustering [10] based on the  
gray-level intensities of the breast region; (3) adaptive histogram-based determination 
of optimal number of clusters for parenchymal tissue segmentation; (4) parenchymal 
tissue merging based on extracted features and (5) a decision classifier. An example 
digital mammogram with segmented parenchymal tissue is shown in Figure 2. Note 
that a mask image, in which the segmented parenchymal tissue regions are 
represented as the set of foreground pixels (with values ‘1’), is subsequently applied 
to the adaptive selection of localized ROIs to be described in the next subsection.   
 
 
 

 
               (a) 

 
                (b) 

 
             (c) 

Fig. 2. Examples of (a) original digital mammogram; (b) segmented parenchymal tissue regions 
using an automated segmentation algorithm [7]; (c) mask image in which the segmented 
parenchymal tissue regions are represented as the set of foreground pixels (with values of ‘1’). 
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2.2 Adaptive Selection of Localized ROIs 

In this section, we describe the proposed locally-adaptive texture analysis algorithm. 
Note that the mask image shown in Fig. 1(c) is assumed to be represented as a binary 
image that has only two possible values (i.e., 1 or 0) for each pixel. Here, the 
segmented parenchymal tissue regions consist of the foreground pixels (with values of 
‘1’), while the other regions consist of background pixels (with values of ‘0’). Unless 
stated otherwise, we will consider the foreground pixels to be the set of interest.  

For removing any very small parenchymal tissue regions being segmented, we first 
apply morphological erosion operation [8] to the given mask image. The rationale 
behind the use of erosion operation is that segmented parenchymal regions with very 
small size would not contribute much to characterizing mammographic patterns 
through using our texture analysis. They would rather act on noise in the process of 
performing texture analysis. Let 2ℜ  be a Euclidean space (or an integer grid in the 2-
dimensional plane) and let maskI  be a mask image, where maskI  is viewed as a subset in 

.2ℜ  The erosion operation on the maskI  by structuring element S  is computed as [8]: 

}|{ mask
2(erosion)

mask ISI ⊆ℜ∈= zz    (1) 

where zS is the translation of S  by the vector ),,( yxz = i.e., 
.},|{ 2ℜ∈∀∈+= zbzbz SS  Note that (erosion)

maskI   has a value of 1 at each of the locations 
where the structuring element fits entirely within the foreground, otherwise has a 
value of 0. In this study, a disk-shaped structuring element with specific radius equal 
to 15 was used. We chose this parameter value of the structuring element small 
enough to fit within relatively large parenchymal tissue regions, while large enough to 
entirely cover any too small parenchymal tissue regions.  Subsequently, we apply the 
morphological “closing” operation [8] to (erosion)

maskI  as follows:  

( )cz
c SII )( (erosion)

mask
closing)(erosion

mask =+    (2) 

where c  denotes the complement of a set and 
( )

.)(
(erosion)
mask

(erosion)
mask zz

c
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z

SSI
IS ⊆

=    

The purpose of using the closing operation is to (a) fill small holes and join narrow 
breaks and to (b) smooth the contours of the parenchymal tissue objects. This enables 
us to reliably locate reasonably sized ROIs to be useful for localized texture analysis. 

To automatically locate a group of ROIs, we apply a connected component 
algorithm [8] to the .closing)(erosion

mask
+I  To this end, we employ 8-connected adjacency to find 

the set (where the set is defined as the connected component) of all foreground pixels 
connected to any foreground pixel, ,z  such that .closing)(erosion

mask
+∈Iz  Based on the 

connected components, we compute a sequence of path to identify the location of 
different ROI regions. Examples of a digital mammogram image superimposed with 
the generated ROIs are shown in Figure 3. Note that as shown in Fig. 3(a), some 
erroneous ROI regions (i.e.., the regions contained in these ROIs are closer to the 
breast margin and do not really contain true parenchymal tissue) can be observed. To 
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remove these ROIs, the value of overlapping ratio between the size of each ROI and 
the size of corresponding foreground pixels is computed as follows: 

,
|R|

|R| foreground

i

i
ir =    (3) 

where the iR is the i-th ROI rectangular box, the
 

foregroundR i  is the region corresponding 
to foreground pixels of ,R i  and || ⋅  returns the region (or area) of a given input 
argument. If the ratio ir  is less than the prefixed threshold, then we remove the 
corresponding ROI from the final set of the ROI regions to be used for localized 
texture analysis. In our study, a good empirical compromise was found by setting 

15.0=ir  (i.e., 15% overlap between ROI box and its foreground pixels). As illustrated 
in Figures 3(b) and (c), the incorrectly located ROIs are successfully removed.  
 
 
 

 
(a) 

 
(b) 

 
(c) 

Fig. 3.  Examples of (a) mask image and (b-c) digital mammogram each superimposed with a 
set of selected ROI regions (rectangular boxes). (b) Before the deletion of incorrect ROI 
regions (blue boxes). (c) After the deletion of incorrect ROI regions. 

 

2.3 Texture Feature Extraction and Prediction Model Training 

Texture features for a given ROI defined in (3) as extracted from a Spatial Gray Level 
Dependence (SGLD) matrix [9]. Once the SGLD matrix is calculated for each pixel 
of a given ROI, seven Haralick texture features (descriptors), namely, “entropy”, 
“energy”, “correlation”, “contrast”, “inverse difference entropy”, “sum average”, and 
“sum variance” are extracted. Details on the mathematical definition of these seven 
texture features are found in [9]. These seven different texture features are extracted 
from each SGLD matrix (of a corresponding ROI) at 12 different distances in the 
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range of [1,12] and in four directions ),135,90,45,0( oooo=θ  yielding 48 SGLD 
matrices; this results in a total of 336 features for each ROI. These 336 features are 
then averaged over the 12 difference distances and four different angles; as a result, 
the averaged seven texture features are obtained from texture analysis in each ROI.   

It should be noted that for a given case, the two standard mammographic views 
from the breast side that underwent the biopsy were used for our texture analysis. 
Assuming that from the two mammographic views, K ROI regions, ),,,1(R Kii =  
are finally selected for texture feature extraction (via the way described in Section 
2.1), then let )(T n

i  be the n-th type texture feature )7,,1( =n  of all seven texture 
features for the i-th ROI image ( ).,,1 Ki =  To characterize the mammographic 
patterns of the entire parenchymal breast tissue, as well as to capture the inherent 
local mammographic appearance at the same time, the mean feature for each 
corresponding n-th type texture feature is computed over the K selected ROIs such 

that .T1T
1

)()( ∑
=

=
K

i

n
i

n

K
 Finally, the seven mean texture features, )(T n ),7,,1( =n  are 

used to train a prediction model that estimates the likelihood of false-positive biopsy. 
In order to evaluate the proposed locally-adaptive texture analysis, we used three 

different classifiers as prediction models: a classifier ensemble [10], a Support Vector 
Machine (SVM) [11], and Linear Discriminant Analysis (LDA) [10]. For the 
classifier ensemble, we used the adaptive boosting algorithm (AdaBoost) [12]. For the 
implementation of AdaBoost, we used a decision tree classifier [10], (as base 
classifier), which is the most widely used in the areas of ensemble classification [12]. 
To implement tree base classifiers, the ‘Gini impurity’ [10] criterion was used. In addition, 
an SVM classifier with a radial basis function (as kernel), was constructed.  

2.4 Dataset 

This study was in compliance with the Health Insurance Portability and 
Accountability Act (HIPAA) and received institutional review board (IRB) approval. 
A retrospective study was performed in a total of 10,187 women who underwent 
screening digital mammography between 01/2009-06/2010. Bilateral CC and MLO 
digital mammogram imaging was performed using a full-field digital mammography 
unit (LORAD Selenia, Hologic Inc.). In this screening cohort, 255 women underwent 
biopsy after callback for diagnostic evaluation, yielding 66 malignancies (true-
positives) and 189 benign or high risk lesions (false-positives). For each of the 255 
women that received biopsy, we obtained information regarding known demographic 
risk factors for breast cancer, such as age. The raw (i.e., “FOR PROCESSING”) 
digital mammograms were acquired with a 70 um resolution using a 12-bit gray-level 
depth. Two standard mammographic views for each breast containing lesions (from 
255 women) were available. For the purposes of our preliminary evaluation, 33 
malignant cases and 92 benign or high-risk cases (i.e., FP biopsy cases) were 
randomly selected from the above cohort and were used for the analysis preformed in 
this study. The post-processed (i.e., “FOR PRESENTATION) CC-view and MLO 
mammograms were used for our locally-adaptive parenchymal texture analysis. 
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3 Results and Discussion 

To achieve the least-biased estimates of classification, our evaluation was carried out 
using 5x2-Fold cross-validation (cv) [10] for testing all the classifier models 
considered. In each cv run, we divided the dataset into training and testing halves. The 
roles were swapped at each fold to generate 10 training and 10 testing sets. Training 
sets were used to train the classifier models. The resulting 10 classifier models were 
tested on corresponding 10 testing sets and these 10 testing results were then averaged 
to compute classification accuracy. Area under the receiver operating characteristic 
(ROC) curve (AUC) was used to evaluate prediction performance. The confidence 
outputs of classifier models were used as decision variable in ROC analysis.  

Figure 4 shows ROC curves and the corresponding AUC values obtained using the 
classifier ensemble, SVM, and LDA to assess our locally-adaptive texture analysis for 
predicting false versus true positive biopsy. As shown in Figure 4, the AUC of the 
classifier ensemble, SVM, and LDA are 0.95 (p<0.001), 0.88 (p<0.001), and 0.85 
(p<0.001), respectively. Especially, the highest value of AUC=0.95 (with 95% 
confidence interval [0.91, 0.99]) was achieved by the classifier ensemble-based 
prediction model in conjunction with our developed locally-adaptive texture analysis. 

In addition, it is worth noting that at some interesting operating points (thresholds) 
of the ROC curve obtained for the classifier ensemble, we can observe that sensitivity 
for false-positive biopsies is about 22%, 65%, and 93% respectively, at the 100%, 
95%, and 90% cancer detection rate. This suggests that, based on our preliminary 
results, the number of unnecessary FP biopsies could be reduced up to about 22% at 
100% cancer detection rate. These encouraging results suggest that the proposed 
locally-adaptive texture analysis combined with classifier models may have clinically 
important value in predicting the risk of false-positive biopsies.  

 

 
Fig. 4. ROC curves and AUC values using classifier ensemble, SVM, and LDA in conjunction 
with locally-adaptive texture analysis for predicting false versus true positive biopsies. 
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Classifier ensemble: AUC = 0.95 and 95% CI [0.91,0.99]
SVM: AUC = 0.88: AUC = 0.88 and 95% CI [0.81,0.93]
LDA: AUC = 0.85 and 95% CI [0.78,0.92] 
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4 Conclusions 

The preliminary work presented in this paper is a first step towards developing new 
prediction models based on breast parenchymal tissue texture analysis for predicting 
the risk of false-positive biopsy from digital mammography. It was shown that the 
combined use of parenchymal tissue complexity texture features and classifier models 
could result in prediction of false-positive biopsy risk with reasonable accuracy. 
While this work is considered as preliminary evaluation, the concept of the prediction 
models proposed in this paper could ultimately have important clinical implication in 
providing stratification of false-positive biopsy mammograms in personalized breast 
cancer screening. Larger studies are needed to prospectively validate our findings 
with additional clinical factors and in conjunction with cancer detection. Future work 
should also consider the optimization of the texture feature extraction parameters, and 
combination of the parenchymal pattern features with lesion-specific characteristics.  
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Abstract. We investigate the effect of the variation in the x-ray and MR charac-
teristics, and thereby composition, of adipose and fibroglandular tissue between
women in the general population. To date, these two tissue types have formed
the basis for risk assessment using volumetric breast density. In the vast major-
ity of previous work, they have been assumed to be distinct entities, with negli-
gible inter-woman variations between the two types. Using the Standard At-
tenuate Rate (SAR) for x-ray quantification, and correlating with the 3D vol-
ume data available from MR scans, we measure the validity of this approxima-
tion. Our findings suggest there might be variation between subjects, in both
the adipose and fibroglandular categories and that the variation in tissue charac-
teristics is a potential biomarker for cancer and for breast cancer risk. Varia-
tions in the composition identified in MR also appear to correspond to varying
textural appearance in the mammographic image. Finally, we identify several
studies in the literature which may provide a possible biological basis to our
findings.

Keywords: volumetric breast density, tissue characterisation, quantitative x-ray
mammography, magnetic resonance imaging.

1 Introduction

Over the past decades much has been contributed to the study of mammographic
breast density: the assessment of cancer risk by inferring tissue characteristics from
the appearance of a mammogram. This line of work was pioneered in 1969 by Wolfe
[1] who proposed a four category classification for visual assessment of mammo-
grams and who presented findings showing that each of the four groups, from lowest
to highest density, had progressively increased incidence of developing malignancies.
Since then, much has been contributed by Boyd [2], as well as by the Cumulus
threshold method [3], to aid quantification accuracy.

There are two main limitations of such visual measurement techniques: a lack of
consideration of the substantial effect that the image acquisition parameters have on
the appearance of the anatomy within the image; and a lack of consideration of the
three dimensional nature of the breast, relying instead on a two dimensional projec-
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tion radiograph which shows only projected areas and which is affected by the extent
of compression and tissue overlap (which is why the breasts are tightly compressed in
mammograms). Volumetric breast density measurement techniques have been devel-
oped to address these issues [4-6]. Broadly speaking, these follow the same underly-
ing methodology of using models of the physics of mammographic image formation,
to separate the observed attenuations recorded within the pixel intensities of the im-
age, into volumes of adipose and fibroglandular tissue. This highlights a continuing
enigma surrounding breast density: what is the biological and genetic basis underlying
the observed phenomena? In the case of volumetric methods, it remains unexplained
how the ratio of adipose to fibroglandular tissue drives risk as compared to the vol-
ume of fibroglandular tissue. Perhaps an improved understanding of this would im-
prove performance.

Inspection of MR images and specimen radiographs clearly indicates two broad
tissue categories, one of higher, and one of lower, density, However, an analysis by
Tromans and Brady [7] found considerable variation between published studies re-
porting the x-ray attenuation properties of adipose and fibroglandular tissue. This
raises two questions: (1) what effect does such variation have on the accuracy of
quantifying and comparing the adipose/fibroglandular ratio across the population at
large; and (2) more interestingly, does the variation in the characteristics of the tissues
themselves, rather than simply their relative volumes, carry information about breast
cancer risk? These observations led Tromans and Brady to develop the Standard
Attenuation Rate (SAR) [7-8], which enables the x-ray attenuation properties of the
tissue above each pixel in a mammogram to be quantified, relative to a reference ma-
terial (this is exactly analogous to Hounsfield units in CT), independently of the im-
age acquisition parameters and with compensation for the effect of scatter. An em-
pirical validation of the technique's normalisation performance using tissue equivalent
materials [7] gave upper error bounds of the order of 5%. Note that this makes no
assumptions about categorical models which tissues should fit, and thus provides a
basis for tissue characterisation and analysis of variation with the population.

The aim of this paper is to present a method and preliminary results which begin to
investigate the variation in breast tissue between women as quantified from their x-
ray mammograms using SAR. The SAR values are correlated with the voxel intensi-
ties observed in T1 weighted MR scans which provide volume information unavail-
able directly from projection images.

2 Method

The patient images were selected randomly from our image library from those
cases for which both a digital mammogram and an MR scan were available. The time
between the two examinations was less than one year for all cases, and two months on
average. All examinations were performed between December 2000 and September
2003. The mammograms were acquired using standard clinical configurations and
settings on a GE Senographe 2000D. Only cranio-caudal (CC) mammograms were
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used. The SAR software was calibrated for the 2000D using the procedure described
in [8].

The MRI examinations were performed on a 1.5T Siemens Magnetom Vision, with
a dedicated Siemens CP Breast Array coil. Patients were scanned in the prone posi-
tion using a dynamic contrast enhanced T1-weighted FLASH-3-D sequence, (repeti-
tion time 8.1 ms, echo time 4 ms, and flip angle 20 degrees). The pixel spacing was
1.25 mm by 1.25 mm, and the slice thickness 1.5 mm, with 108 slices acquired, with
no interslice gap. The pre-contrast series was used in this analysis. The observable
bias field was corrected using the N4ITK algorithm [9] implementation in the ITK
4.3.2 library. The N4 algorithm was applied with a mask defining only the breast
volume of interest, using the default parameters in the ITK implementation.

The breast volume within the MRI scan which corresponds to that projected within
the mammogram was segmented using a semi-automatic tool developed specially for
the purpose (Fig. 1). Vertical boundary planes (in the axial view) are placed by the
user to remove the arms (if present) and to separate the two breasts at the cleavage.
Volumes are then marked as background by the user using a flood fill tool. The
breast air boundary is identified by the user using an interactive threshold. A straight
boundary plane is also placed at the chest wall which models the back of the mammo-
graphic compression paddle, and at an angle which mimics the angle at which the
patient stood at the machine. The position of this plane is optimised to give an ap-
proximately equal chest wall length between MR and x-ray, and yields a volume of
tissue that falls in the range observed for the CC mammogram (the area multiplied by
the compressed breast thickness recorded) which has an upper bound given by the
breast air boundary assuming the periphery occupies the entire space between the
compression plates, and a lower bound which ignores the periphery entirely. In cases
where the pectoral muscle was slightly visible in the CC, it was found that this must
also be intruded into in the MR scan, in order that the volumes matched as described.

Fig. 1. The tool used for segmenting the MRI volume corresponding to the mammogram.

The tissue volume within the breast in the MRI was segmented by the user using
an interactive threshold to separate by eye, as closely as possible, light from dark.
The thresholds were marked on the histogram plots (Fig. 1) to aid this.
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The breast area excluding the periphery of the SAR images of the x-ray mammo-
grams were segmented by the user using an interactive threshold.

3 Results

The L-CC SAR images of five women are shown in Fig. 2, which are displayed us-
ing identical display parameters in terms of window and level, and are arranged so
that the SAR pixel intensity which corresponds to the attenuation of adipose accord-
ing to the composition reported by Hammerstein [10] is black, and the attenuation of
fibroglandular, again as reported by Hammerstein [10], is white. Cases 2 and 3 satu-
rate the display range, that is they contain a multitude of pixels for which the x-ray
beam apparently encountered an attenuation greater than that of Hammerstein re-
ported fibroglandular. Fig. 3 shows cases 2 and 3 on a different display range, which
has the same window width as Fig. 2, but is now centred on Hammerstein reported
fibroglandular, rather than this being the maximum extremity as was the case in Fig.
2.

Fig. 2. The SAR image of the L-CC mammogram of five women, cases 1 to 5 from left to right.

Fig. 3. The SAR images of cases 2 and 3 re-windowed to show denser tissue.

Histograms of the SAR images for all five cases are shown in Fig. 4, and the corre-
sponding histograms of the voxel intensities in the MR volume are shown in Fig. 5. It
may be observed qualitatively that the increased SAR values from higher radiodensi-
ties in the dense cases, correspond with lower MR voxel intensities.
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Fig. 4. The histogram of the breast areas of the SAR images for the cases in Fig. 2.

Fig. 5. The histogram of the breast volume in the MR data for the cases in Fig. 2.

The mean MR and SAR intensities, for both the adipose and fibroglandular seg-
mentations, as well as the % of fibroglandular tissue in the MR volume, are given in
Table 1.
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Table 1. Adipose and fibroglanular statistics for SAR and MR for the cases in Fig. 2.

Case Mean SAR
Mean Fibro

MR
Mean Adi-
pose MR

%Fibro

1 0.952 77 143 40.0
2* 1.154 58 133 43.8
3 1.178 66 155 39.3
4 1.032 45 130 19.8
5 0.897 101 181 11.9

*Includes significant pectoral muscle to match mammogram.

The lowest mean SAR value (case 5) is associated with the highest values of MR
voxel intensity for both fibroglandular and adipose tissue, with the volume of fibro-
glandular tissue also occupying the smallest fraction. The second lowest mean SAR,
case 1, has a large fibroglandular fraction, but high fibroglandular and adipose MR
intensities. The two very dense breasts (cases 2 and 3) have low fibroglandular MR
intensity, and high fibroglandular fraction. Case 4 is of interest since it has a rela-
tively low fibroglandular fraction, but also the lowest fibroglandular and adipose MR
intensity, and the mean SAR shows the case to be the third most dense. For this case
in particular, the high density results from what appears to be higher radiodensity
tissue, rather than an increased proportion of fibroglandular tissue.

4 Discussion

Comparing case 1 with case 4: the former has a lower x-ray density than the latter,
while it has a larger proportion of fibroglandular tissue, but with the average voxel
intensity of both adipose and fibroglandular being lower. The pertinent question is
whether or not any difference in cancer risk exists between these two permutations.
The difference in texture observed between case 1 and case 4 is also of interest, since
the fibroglandular exhibiting the very low MR signal in case 4 is heterogeneously
dense (despite there being only 19.8% of it), whilst in case 1, where the fibroglandular
MR signal is higher (and there being 40% of it), the density is scattered with a wispy
cloud like pattern.

The literature contains possible explanations of the biological processes that may
underlie some of the observed results. The adipose tissue in the breast is primarily
composed of adipocytes, which specialise in storing energy as fat. The energy is
stored in the form of lipids. Petreas et al [11] reported that in a study of 161 subjects
“the lipid content in breast adipose was even more variable ranging from <10% to
almost 100% with a mean of 76.4%”. They conclude “younger women had a broader
range of lipid content. Given that age is a known risk factor for breast cancer, use of
non-lipid-adjusted adipose tissue concentrations may lead to misclassifications and
distort the ORs for disease.” A possible explanation for the variations observed here
may therefore be a varying lipid concentration within the adipocytes between the
various subjects. In the case of fibroglandular tissue, a study by Alowami et al [12]
concluded that in areas of high mammographic density that whilst no significant dif-
ference in the density of ductal and lobular units exists, a significantly higher collagen
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density and extent of fibrosis exists within the stroma. This may provide a possible
explanation for the variation observed in dense tissue, the collagen density being
higher in that with the higher radiodensities quantified in the higher SAR values.

The N4 algorithm [9] using the ITK default parameters appeared to correct only to
a partial extent the bias field in the MR images. The magnetic permeability of the
thoracic cavity results in the field strength at the chest wall being considerably smaller
than that at the nipple, and thus biases the T1 readings which are heavily dependent
on the field strength. Had the bias issues not been present, we would have used Otsu's
algorithm [13] for MR tissue segmentation. However, the remnants of the bias field
gave poor results when assessed visually. This is likely to have also affected the tis-
sue quantification. We intend to investigate parametric corrections in our future
work.

The characterisation of tissue in x-ray mammography is complicated by the projec-
tion of the 3D volume into 2D, thus requiring consideration to be given to the tissue in
the surroundings which are traversed by any given ray. This is expressed more suc-
cinctly in (1):

ൌܫ ݁ି൫ఓ್ೌೖೝೠ൫ுି௧ೞ൯ାఓೞ௧ೞ൯ܫ (1)

where ௗ௦௧௬ߤ is the value of interest (expressed using SAR in a normalised form),

but one must establish ௨ௗߤ and the thickness of the density ௗ௦௧௬ݐ in order to

isolate it. For primarily dense tissue, depending on the breast surroundings, its ob-
served characteristics in a mammogram may be "diluted" by its surroundings. One
possible solution for resolving this is to work across the scale of sizes from macro to
micro, identifying regions of interest in a mammogram, and working down the scale
using specimen radiographs and histology slides to isolate the tissue characteristics of
interest.

5 Conclusion

Significant variation was observed between the women investigated in the x-ray
and MR characteristics of both the widely adopted adipose and fibrgolandular tissue
classes. An increase in the radiodensity as measured by the SAR values, had a corre-
sponding fall in the associated T1 weighted MR voxels. In light of these results it
seems that adipose and fibroglandular tissues may need to be treated as broad classi-
fications. The variation observed may carry useful risk information in itself. This
pilot study suggests further investigation of the effect of variation in tissue character-
istics across the population is worthy of investigation. The use of specimen radio-
graphs and histology slides offers the opportunity to ascertain the biological processes
governing the tissue variation, and will be the subject of our future work, so as to
explore a possible biological basis for breast density.
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Abstract. This paper presents a new pipeline for the segmentation of
breast in 3D MR images which can be used to calculate breast density;
an important risk factor in determining the possibility of breast cancer.
We propose an efficient atlas-based segmentation algorithm that classi-
fies atlas images based on local phase information and uses groupwise
registration to create centroid for each class. To segment a target image,
it is first determined which class it belongs to. Next, a nonrigid registra-
tion is used to align the target image and centroid of the class in order to
generate the segmentation result. The proposed algorithm was applied
to 400 MRI datasets (350 for training and 50 for testing) and an average
Dice coefficient (DSC) of 0.93 was achieved.

Keywords: Breast MRI segmentation, image registration, groupwise
registration, phase congruency, image classification

1 Introduction

Magnetic resonance imaging (MRI) of breast is increasingly becoming a common
approach for monitoring and detection of breast cancer mainly due to higher sen-
sitivity and no ionizing radiation compared to conventional x-ray mammography.
The segmentation of breast tissue in MR images is a crucial task in the analysis
of patient data because it makes the 3D visualization possible without the clut-
ter of unimportant structures such as heart obscuring the breast tissue. This is
useful in monitoring breast cancer where MR imaging is now also recommended
for screening women who are known to be at a higher risk of breast cancer [1]. In
addition, it is necessary to segment breast images prior to breast density calcula-
tion which is a significant risk factor and an important biomarker in determining
the possibility of breast cancer [2]. Moreover, Computer-Aided Diagnosis (CAD)
needs breast segmentation prior to performing an efficient auto-detection task
and finally, breast segmentation is necessary prior to therapy planning where
multiple segmentations of breast images such as CTV (Clinical Tumor Volume)
and GTV (Gross Tumor Volume) are required. Atlas-based segmentation (ABS)
is a well established and widely used technique for extracting contours from
medical images. In this method, processed images are stored in a database or
an atlas along with their optimal segmentation results (i.e., manual segmenta-
tion or label). A target image is usually registered to the atlas and the label of
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the atlas is deformed using the registration transformation. In general, there are
two approaches to design an ABS algorithm: probabilistic atlas [3] and multi-
atlas [4] approaches, where in the former, a probability map of images in the
atlas is created and registered to the target image and in the latter, the labels of
multiple images in the atlas contribute to generating the segmentation result for
the target image. The Multi-atlas approach is usually computationally expensive
limiting its practicality. A multi-atlas approach for segmenting pectoral muscle
in breast MRI was proposed in [5] where all images in the atlas were registered
and compared to the target image and the deformed labels of the best-match
images were selected and fused using the method proposed in [4] to yield the
final segmentation result.

In this paper, we present a new multi-atlas approach for fully automatic
segmentation of breast MR images. It combines image classification and mean
image building to create an efficient atlas that while producing highly accurate
results, it incurs a reasonable computational cost.

2 Methods

In a multi-atlas approach, the goal is to increase the accuracy of the results
by diversifying the atlas (i.e., atlas selection). However, bigger atlases1 make
ABS computationally expensive. We use a pre-processing stage to create local
phase maps of images in the atlas (section 2.1), based on which the images are
clustered. We use groupwise registration (section 2.2) to create a centroid image2

for each class which is used for registering to the target image. We present the
proposed algorithm in section 2.3 followed by results and discussion in sections 3
and 4, respectively. Section 5 concludes the paper.

2.1 Phase Congruency Map (PCM)

The information about the local phase of an image can be used to detect struc-
tural characteristics of the image in a way that is invariant to image intensity.
The main idea behind phase congruency is that the Fourier components of an
image are all in phase (congruent) where there is a meaningful edge in the image.

Equation 1 calculates the phase congruency of an image at location x (PC(x))
where E(x) is local energy of the image, T is a threshold to suppress the effect
of noise on the local energy of the image at that location, An represents the
amplitude of the nth Fourier component, and ε is set to a small number to avoid
division by 0 [6]. In order to implement phase congruency, a bank of quadrature
filters with different spatial frequencies (e.g., Log Gabor filters) are used [6] [7].

PC(x) =
bE(x)− T c
ΣnAn(x) + ε

(1)

1 We refer to images used in training as atlas and hence, an atlas may contain one
image or multiple images.

2 Centroid image of each class has minimum dissimilarity from all images in the class.
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2.2 Groupwise Image Registration

In contrast to pairwise registration where every image in the population is regis-
tered to a reference image, groupwise registration transforms a group of images
into a reference image such that the dissimilarity between the reference image
and each image in the group is minimal. A reference image which has already
been manually segmented, plays a crucial role in ABS methods in which it is
registered to the target image. In practice, however, generating a reference image
is not straight forward; even with careful atlas selection, the selected image may
not represent the population well enough and hence, the registration may not
produce acceptable results. The advantage of using groupwise registration ver-
sus pairwise registration for atlas generation is that a sophisticated mean image
that represents all images in the group is automatically generated without being
biased toward a specific image in the population. Groupwise registration aligns a
set of images to a virtual reference image by generating a set of transformations
that map the reference image to each of the images in the group. Balci et al. [8]
proposed a framework for groupwise registration of images where it uses the stack
entropy cost function and a multi-resolution B-spline non-rigid deformation to
generate the set of image transformations. The motivation behind using stack
entropy as cost function was that by aligning the images accurately, the intensity
values of pixels in the corresponding locations in the stacked images should not
vary significantly, which means that the stack entropy should be low [8]. The
proposed approach uses a combination of global and local transformations where
the former is an affine transformation and the latter is a nonrigid deformation
based on B-splines [9].

2.3 Proposed Algorithm

The proposed algorithm in this paper consists of two stages namely training (or
atlas building) and testing. The algorithm is applied to 3D breast MR images
and therefore, all the intermediate stages (e.g., creating PCMs, clustering, and
registration etc.) are performed on 3D images.

Training The training data consists of images with the manual segmentation
for whole breast. In order to have a diverse atlas with a reasonable size to
manage computationally, we cluster the training images into different classes
based on the similarity of the corresponding PCMs. The PCMs of images in the
training data are compared (using correlation coefficient) pairwise to create a
(dis)similarity matrix. The similarity matrix is fed to a multidimensional scaling
(MDS) algorithm [10] to create a 2D distance map of PCMs of all images. The
K-means algorithm [11] is used to cluster images into different classes based on
the distance map of the corresponding PCMs.

At this point, each class consists of several images and the corresponding
PCMs along with the labels. First, we use groupwise registration (section 2.2) to
register all the PCMs in each class together to create the representative PCM for
each class. Afterward, we apply groupwise registration to the original images in
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Fig. 1. Training Fig. 2. Testing

each class to create the mean image and the corresponding mean label. For each
class of images in the atlas, this gives a representative PCM, a mean image (or
centroid), and mean label to be used for segmenting the target image (Figure 1).

Test When an unseen image (target image) arrives, first, its PCM is created
and compared to the representative PCMs of all classes. Once the best-match
class is found, the corresponding mean image is registered to the target image
via a nonrigid registration algorithm using elastix [12]. The registration trans-
formation is then applied to the mean label of the best-match class to create the
segmentation result for the target image (Figure 2).

2.4 Materials

The training and test data, used from a previous study [13], contained 400 breast
MRI datasets (94 × 94 × 44 pixels) of Dixon imaging sequence (used for water
and fat separation) manually segmented by an expert to mark the boundaries
of breast. The population consisted of two age groups; 320 women aged 15-30
and 80 women aged 40-60. Out of 400 MRI datasets, 350 datasets were used to
create the atlas (280 datasets from the younger and 70 datasets from the older
group) and 50 datasets were used to generate breast volume using the proposed
algorithm to evaluate performance (40 datasets from the younger and 10 datasets
from the older group).

3 Results

To evaluate the performance of the proposed algorithm, the segmentation results
for the entire volume were compared to the ground-truth results (i.e., manual
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segmentation) using Dice Similarity Coefficient (DSC) and Jaccard index3. The
best configuration of the algorithm (i.e., 20 classes of images in the atlas) yielded
mean DSC and Jaccard index of 93%±5% and 87±8%, respectively. The median
values for the DSC and the Jaccard index were 94% and 89%, respectively.
Figure 3 shows a sample test image, the corresponding best-match atlas, and
the segmentation result for a single slice. Figure 4 shows the distribution of the
segmentation accuracy for all 50 patients test data. To segment a target MR
image volume, it took 2 min on Intel(R) Core(TM)2 i5 CPU 3.33GHz.

Fig. 3. Top - Target image (left to right): original image, PCM, ground-truth result.
Bottom - (left to right): best-match centroid, best-match PCM, segmentation result.

4 Discussion

The proposed algorithm classifies the training images, based on the similarity of
the corresponding PCMs, using K-means algorithm. The target image’s PCM is
compared to the representative PCMs of all classes and the best-match centroid
(or mean image) is selected to be registered to the target image. With respect to
image registration terminology, the target image is in fact the fixed image F (x)
and the best-match centroid is the moving image M(x) with mean label M ′(x).
By registering M(x) to F (x), we obtain a transformation y(x) which yields:

M(y(x)) ≈ F (x) (2)

3 For two sets A and B, DSC and Jaccard index are defined as 2|A∩B|
|A|+|B| and |A∩B|

|A∪B| ,
respectively.
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Applying the transformation y(x) to the mean label of the best-match centroid
M ′(x) produces M ′(y(x)). The closer M ′(y(x)) to the actual label of F (x) (i.e.,
F ′(x)), the higher the accuracy of the segmentation results will be. The number
of classes is expected to influence the overall performance of the algorithm. To
investigate this, we ran experiments for different numbers of classes in the atlas
(i.e., 1 class to 75 classes) with the same training and test data as described in
section 2.4.

Fig. 4. DSC value comparison between
the segmentation and ground-truth re-
sults

Fig. 5. Algorithm performance with
respect to the number of classes in the
atlas

Figure 5 shows the mean Jaccard index values for the test data for different
numbers of classes used to classify the training images. It is interesting to observe
that there is an optimal number of classes of images4 (i.e., 20) that yields the best
results in terms of the accuracy of the proposed algorithm. The first phenomenon
that affects the performance of the proposed algorithm is the fact that when
registering the best-match centroid M(x) to the target image F (x), for a fixed
number of iterations of the cost function’s optimizer, the more similar M(x) and
F (x), the higher the similarity of the transformed M(x) and F (x) will be (i.e.,
higher sim(M(y(x)), F (x))). This will lead to a more accurate segmentation
result (i.e., higher sim(M ′(y(x)), F ′(x))).

From K-means classification it is known that the more the number of classes,
the higher the similarity of a new random variable to the best-match centroid
will be. This is, in general, true because as the number of classes increases, the
error of clustering (i.e., dissimilarity between target image and centroid of best-
match class) should decrease because clusters are smaller. We ran an experiment

4 The optimal number of classes may be different for different training/test images.
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for different numbers of classes and it was confirmed that the higher the number
of classes of atlas images, the more similar the best-match centroid image was
to the target image (Figure 6), which means higher sim(M(x), F (x)).

Fig. 6. Similarity of target image vs.
best-match centroid

Fig. 7. Similarity of best-match cen-
troid vs. its label

Another phenomenon that affects performance of the algorithm with respect
to the number of classes (Figure 5) is the amount of similarity between the best-
match centroid and its label. When registering M(x) to F (x), all pixels in M(x)
are considered. In order to obtain the segmentation result, the transformation
obtained by registering M(x) to F (x), y(x), is applied to a fraction of pixels in
M(x) which has been binarized (i.e., the label or M ′(x)). Thus, the more similar
M(x) and M ′(x), the more accurate the result of applying y(x) to M ′(x) will
be (i.e., higher sim(M ′(y(x)), F ′(x))).

For a fixed number of training images (e.g., 350), increasing the number of
classes decreases the average number of images per class. When registering a
larger population of images in one class using groupwise registration, there is a
higher chance that the mean image (i.e., centroid) converges toward the region(s)
of interest (i.e., label). This may be due to the fact that the region(s) of interest
in the image contain(s) less randomness in their texture in comparison to the
background. We ran an experiment for different numbers of classes and it was
confirmed that the higher the number of classes (i.e., fewer images per class),
the less similar the centroid image was to its corresponding label (Figure 7)5.

The two phenomena discussed above contribute to the behaviour of the pro-
posed algorithm in which there is an optimal number of classes that yields the
best accuracy for the segmentation results (Figure 5).

5 The similarity of two images was calculated by correlation coefficients.
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5 Conclusion

A new multi-atlas-based segmentation algorithm was presented where atlas im-
ages are clustered based on local phase maps and each class centroid is created
using groupwise registration. The proposed algorithm generates highly accurate
results for segmentation of breast MR Dixon images with a reasonable computa-
tional cost. As future work, local phase maps of training images will be directly
used to create an atlas that is intensity invariant. An ABS algorithm will be
developed in which the intensity-invariant atlas created from Dixon images will
be used to segment other MR image sequences such as T1 and T2.
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Abstract. Dynamic contrast-enhanced magnetic resonance imaging (DCE-
MRI) is increasingly used for breast cancer assessment. Compared to
mammography DCE-MRI provides higher sensitivity, however the speci-
ficity of DCE-MRI is variable. Continued efforts are focused on iden-
tifying distinguishing characteristics of malignant and benign lesions.
DCE-MRI data analysis is time consuming and presents high inter- and
intra-observer variability. The aim of this work is to propose an auto-
mated breast lesion localization system for DCE-MRI. Such a system
can be used to support radiologists during DCE-MRI analysis, to facili-
tate pre-calculation of very computationally demanding features and to
form the basis of a standalone computer aided diagnosis application. The
proposed method initially segments the breast and uses a gentle adaboost
classifier and features extracted from the relative signal enhancement to
detect malignant lesions. Evaluation was performed on a dataset of 212
DCE-MRI studies from 126 patients with no sign of breast cancer and
86 patients with biopsy-proven annotated malignant lesions. The results
obtained by our method are promising for clinical applications: 96% of
the lesions of our study dataset were correctly detected at 10.4 false
positives per patient without cancer.

Keywords: breast cancer, lesion localization, breast DCE-MRI, breast segmen-
tation, computer-aided detection

1 Introduction

Dynamic contrast-enhanced magnetic resonance imaging (DCE-MRI) of the
breast is increasingly employed for screening of breast cancer in high risk pa-
tients, evaluation of tumor extent in specific groups of patients with breast cancer
(e.g. patients with invasive lobular carcinoma), dense breast diagnosis, evalua-
tion of tumor response to chemotherapy treatment and as an additional diagnosis
tool in case of inconclusive findings from other modalities [8]. Compared to mam-
mography, which is the image modality used in screening, breast DCE-MRI has
a higher sensitivity [10]. However, DCE-MRI analysis requires interpretation
of four-dimensional data and is therefore more time-consuming. Furthermore,
specificity varies between 67% and 72% [10].
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In order to overcome these limitations, computer aided detection (CAD) sys-
tems are currently used to interactively assist the radiologist in detection and
classification of breast lesions in DCE-MRI data. These systems suffer from inter-
and intra-observer variability because human interaction is required to identify
and characterize suspicious areas [9]. Other more sophisticated methods for lesion
characterization [1, 9, 6] are also found in the literature. Clinical implementation
of some of these complex methods has been hampered by the heavy computa-
tions required that can only be started after manual localization of a possible
lesion. This can be alleviated by an automatic lesion detection system that in-
dicates suspicious areas. These detections allow algorithms to compute required
parameters without user interaction. Furthermore an automated detection sys-
tem can form the basis for a fully automatic lesion classification algorithm. Both
scenarios aid in the reduction of subjectivity, false positive findings and analysis
time.

To our knowledge, automatic lesion detection in breast DCE-MRI is still an
open problem and only a few authors presented algorithms aiming to automate
the task. Vignati et al. [12] and Ertas et al. [2] focused on automatic lesion
detection, and Renz et al. [11] presented an approach to automatically detect and
classify breast lesions. The authors reported satisfactory results but their studies
have some limitations since the performance of the algorithms was not tested
on dataset with normal DCE-MRI studies [12, 2, 11], evaluation was performed
in small datasets [2] or the proposed algorithms were only applied to mass-like
lesions [12, 11].

The purpose of this study is to obtain automated localization of breast lesions
in DCE-MRI with a high sensitivity and an acceptable number of false positives,
allowing offline analysis of suspicious regions before the actual reading takes
place. Evaluation was performed on a dataset of 212 DCE-MRI studies from
different patients (86 with biopsy-proven malignant lesions and 126 confirmed
normal patients).

2 Material and Methods

2.1 Study dataset

The dataset used in this study was composed of 212 T1-weighted coronal DCE-
MRI studies from different patients (age: 22-81 years, mean age: 48.20 years).
At least one malignant lesion was visible in 86 DCE-MRI studies (total num-
ber of malignant lesions: 109). All lesions were histopathologically proven and
retrospectively annotated by an observer with experience in breast MRI. A ra-
diologist supervised all the annotations. The annotations were performed with
an in-house developed dedicated breast DCE-MRI annotation workstation that
provided the visualization of DCE-MRI time sequences, subtraction images and
relative enhancement images. Each annotation was represented by a sphere cen-
tered in the lesion with radius corresponding to lesion size. Multiple overlapping
spheres were used to annotate non-mass-like lesions. The distribution of malig-
nant lesion types in the dataset we used was as follows: 24 ductal carcinoma in
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Automated localization of malignant lesions in breast DCE-MRI 3

situ (DCIS), 25 invasive lobular carcinoma (ILC), 11 adenocarcinoma, 48 inva-
sive ductal carcinoma (IDC) and 1 lobular carcinoma in situ (LCIS).

The remaining 126 DCE-MRI studies of the complete dataset were obtained
from different patients with no sign of breast cancer. These patients and their
scans are referred to as normal patients and normal DCE-MRI in the paper.
The women included in the subset of normal patients participated in a high-risk
screening program, obtained BI-RADS diagnostic outcome of either 1 or 2 in all
their annual DCE-MRI studies, their DCE-MRI studies included in the dataset
had at least two follow up scans, and no previous history of breast cancer or
breast surgery was reported.

Breast DCE-MRI image acquisitions were performed on either a 1.5 or 3
Tesla Siemens scanner (Magnetom Vision, Magnetom Avanto and Magnetom
Trio), with a dedicated breast coil (CP Breast Array, Siemens, Erlangen). All
acquisitions were collected from 2003 to 2010. Pixel spacing (from 0.586 mm
to 1.25 mm), coronal slice thickness (from 1 mm to 1.5 mm) and 4D volume
size ( left-to-right: [ 256 - 512 ] voxels, superior-to-inferior: [ 128 - 256 ] voxels,
posterior-to-anterior [ 72 - 160 ] voxels, and time points: [ 5 - 6 ]) differed between
acquisitions. The first time point (T0) was acquired before intravenous agent
injection. The acquisition of the following time points (T1 - Tn) started within
the first 2 minutes after intravenous agent injection as indicated by the breast
MRI guidelines from the European Society of Breast Imaging [8]. The contrast
medium was administered at a dose of 0.1 mmol/kg (Medrad, Warrendale, PA)
using a power injector (Medrad, Warrendale, PA) at a flow rate of 2.5 mL/s,
followed by a saline flush.

2.2 Fully automatic detection framework

A general overview of the automatic detection process is shown in Fig. 1 and is
explained below.

Fig. 1. Automatic lesion detection framework in breast DCE-MRI.

Motion correction Motion correction is initially applied to remove artifacts
from the DCE-MRI data. These artifacts are caused by movement of the pa-
tient during the image acquisition process and could influence the lesion kinetic
characteristics. Images at post-contrast time points (T1 - Tn) are mapped to
the pre-contrast acquisition T0 by using a registration algorithm that combines
rigid and non-rigid B-Splines transform. Mutual information is used as similarity
measure because signal intensity varies along time. Elastix [5] was used for the
implementation.
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Breast volume segmentation The breast is automatically segmented to fo-
cus the detection only on the breast and therefore reduce false-positive find-
ings in other areas. A breast MRI segmentation method that captures anatomic
variation of the pectoral muscle and chest wall region is applied to the pre-
contrast DCE-MRI volume T0. The method is an extension of previously re-
ported work [4]. It uses spatial information provided by probabilistic atlases. A
probabilistic atlas is a volume that contains the complete spatial distribution of
probabilities for a voxel to belong to one or more organs. In this work, three prob-
abilistic atlases are used to have a good representation of differences in women
with small, medium and large breasts. The size of the breast is measured as
the distance along the anterior-posterior axis between the anterior of the breast
and the coronal plane through the sternum. This distance is noted as dAP (see
Fig. 2(a)). The large probabilistic atlas is chosen to segment patients with dAP
larger than 95 mm, the medium for patients with dAP between 66 and 95 mm,
and the small for patients with dAP smaller than 66 mm. Figure 2(b) shows
an example of the segmentation obtained by the automatic breast segmentation
approach.

Fig. 2. Automatic breast segmentation: axial slice of pre-contrast DCE-MRI volume
T0 with (a) breast size measured as dAP and (b) its breast segmentation.

Feature extraction The voxel features used in the lesion detection framework
are computed from the relative signal enhancement at the first post-contrast time
point (T1). The relative signal enhancement at T1 represents the concentration
of contrast agent at the first time point after contrast agent injection and is
defined as

R1 =
T1 − T0
T0

. (1)

We chose this first time point because, considering the image acquisition
protocol used in our study dataset, malignant lesions reach their maximum en-
hancement at this time point [8].

Seven features are used. The first feature is the smoothed R1 defined as
R1σr

= Gσr
(R1), where Gσr

is a Gaussian smoothing filter at scale σr. R1σr
is

computed to reduce artifacts produced by noise and local deformation not cor-
rected in the motion correction step. In our experiments, σr was set to 1.25 mm.
The remaining six features are used to characterize bright blob-like structures
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because breast lesions mostly appear as bright blobs in relative signal enhance-
ment volumes. Two blob detection filters are used in this work: a blob detection
filter based on the Laplacian filter and a blob detection filter based on the eigen-
values of the Hessian matrix as defined by Li et al. [7]. Both blobness measures
are based on the second derivate of R1 at certain Gaussian scale parametrized
by σb to detect blobs of different size. In this work, blobness features at σb = 3,
10 and 17 mm are calculated for each blob detection filter. The σb values were
selected to cover the maximum range of lesion sizes.

Initial voxel candidate detection An initial detection step is applied to
reduce the number of voxels processed by the classifier of the final candidate de-
tection stage. All voxels with R1σr

lower than a suspiciousness threshold st are
marked as non-lesion voxels. The st can be seen as the value that discriminates
between a suspicious and non-suspicious voxel in terms of contrast agent concen-
tration measured with R1σr

. In this work st was 0.51. This value was computed
as the minimum R1σr

value found on a subset of voxels that contained the 20
voxels with highest R1σr

of each lesion annotated in our dataset.

Final candidate detection In the final detection stage, first a likelihood of
abnormality is computed at each voxel withR1σr ≥ st using the seven images fea-
tures described above. The gentle adaboost classifier [3] with regression stumps
as weak learners was chosen because it is considered a state-of-the-art classifier.
The number of regression stumps was set to 50. To obtain the final lesion candi-
dates, local maxima of the voxel likelihood map are determined, by means of a
spherical kernel (radius = 5 mm). Finally, the highest maxima within a radius of
20 mm are taken as the final candidates. We chose for this two-stage approach
and not a single sweep with a 20 mm spherical kernel to reduce computation
time.

The training stage was designed to minimize the number of false-positive
results at high sensitivity detection. The training set of cases contained DCE-
MRI studies with and without lesion annotations (normal patients). The process
of selecting voxels to build the training dataset is defined as follows:

for each DCE-MRI scan of the training set with a malignant lesion do
Select the nmalignant voxels with the highest R1σr

Randomly select nnormal voxels from normal cases included in the
training set that satisfy:

1. The voxels belong to the breast.
2. R1σr

≥ st
end

By selecting normal samples with high R1σr , we provide the classifier with
normal samples that are likely to be detected as false positive because they
present significant contrast enhancement. Moreover, we ensure that only true
non-lesion voxels are included in the training stage since only voxels from normal
cases are selected. In our experiments, nmalignant and nnormal were set to 20 and
300 voxels, respectively.
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2.3 Experiments and evaluation

Several parameters are defined in the proposed lesion detection algorithm. We
empirically experimented with different values. The parameter values described
above are the ones which obtained the best performance measured as the trade-
off between high sensitivity and low false-positive detections.

We applied our lesion detection method to all the 212 DCE-MRI (normal
patients and patients with lesions) using a leave-one-out strategy on patient
level. Reported results were obtained using the best combination of parameters
values described previously. Results without R1σr

and using the relative signal
enhancement R1 without smoothing instead, and, independently, results without
using blobness features in the final candidate detection stage are also reported
to show the importance of these features.

We used free-response receiver operating characteristic (FROC) analysis to
determine the performance of our system on the suspiciousness level obtained
per lesion. As mentioned before, each annotation was a sphere or a combination
of spheres covering the lesion. A lesion is considered a true positive when a
lesion candidate hits the annotation. Each lesion can only obtain one hit. When
multiple candidates hit the annotation, the one with the highest suspiciousness
is chosen and the rest is discarded. False positive detections are computed on
normal patients.

3 Results

FROC curves of Fig. 3 show the performances for the detection of malignant
lesions. The lesion detection system presented in this paper achieved a lesion-
based sensitivity of 59% and 73% at 1 and 2 false positives per DCE-MRI volume
of a normal patient (see Fig. 3 (1)). Maximum sensitivity (96%) is reached at
10.4 false positives per normal DCE-MRI volume. Figure 3 also shows the per-
formance of (2) the detection algorithm using the relative signal enhancement
R1 without smoothing and (3) the lesion detection algorithm without incorpo-
rating blobness features in the final detection stage. Figure 4 shows examples
with three different types of lesions that were detected by our algorithm.

4 Discussion

We have developed a lesion detection system for breast cancer in DCE-MRI.
The presented framework provides the automated localization of breast lesions.
The FROC curves demonstrate that our approach obtains promising results for
clinical application. The sensitivity at lesion level was 73% at 2 false positive
per DCE-MRI volume from a normal patient. A maximum sensitivity (96% per
lesion) is reached at 10.4 false positive per normal DCE-MRI. Only normal pa-
tients were used to compute false positives in order to evaluate the performance
of the presented approach when applied to a screening population.

Seven voxel features are used in the detection framework. We showed that
smoothed relative signal enhancement R1σr and the blobness features provide
meaningful information. The smoothed relative signal enhancement is used to
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Fig. 3. FROC curves of the proposed lesion detection system using (1) the parameters
values that obtained the best performance, (2) using R1 instead of smoothed R1σr ,
and (3) without incorporating blobness features in the final stage.

initially select suspicious voxels and is incorporated as a feature in the last le-
sion detection stage. The number of false positives considerably increases when
smoothing is not applied to the relative signal enhancement. In this case small
artifacts cause many false positive detections. The number of malignant samples
selected in the training stage of the final detection step had also a strong in-
fluence in the performance of our algorithm. We observed that, by including 20
malignant voxels per case, the most representative training malignant samples of
each case were considered for training. Sensitivity dropped when nmalignant was
set with smaller values. Differences were not observed when nmalignant > 20.

It is noted that four breast malignant lesions were missed (3.6% of the total
number of lesions). An adenocarcinoma was missed by the local maxima selection

DCIS IDC ILC

Fig. 4. Axial slices of subtraction images (T1 − T0) from different patients with three
different types of malignant lesions and their manual annotations. These lesions were
automatically detected by our algorithm.
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in a patient with another annotated lesion within 20 mm distance. Both annota-
tions obtained high likelihood of abnormality but only one was chosen as a final
candidate. A DCIS was missed because blob-like shape enhancement was not
visible. The other 2 lesions were not detected due to breast segmentation issues.
One of these lesions was missed because the algorithm incorrectly excluded the
area close to the chest wall where the lesion was located. This patient had dense
breast and the separation of the breast from the body was difficult. The other
lesion was located near the axila and the breast segmentation algorithm used
by our detection framework does not consider this area as breast. Voxel features
to characterize lesions with less blob-like shape and other breast segmentation
techniques will be studied in the future to solve these problems and improve
the performance. Moreover, a more sophisticated optimization procedure will be
implemented to study and choose the best parameters values.
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Abstract. Purpose: Digital whole-slide images (WSIs) are important
sources of clinical information. They could be utilized to a much greater
extent than they are being used today. However, there are still challenges
to overcome, including the size of these images and the amount of infor-
mation to be processed. In this work, we present an automated method
to facilitate and accelerate the analysis of breast digital pathology im-
ages by reducing the size of the regions to be analyzed. Method: Our
proposed automated classification method is to use texture features to
identify relevant regions within tissue. The ’Bag of visual Words’ method
was employed to reduce the dimensionality of the feature vectors and ab-
stract them into more compact forms. Finally, a linear support vector
machine was trained to identify diagnostically relevant image patches.
Result: The proposed method with the mean ROC area under the curve
of 0.81(±0.14) at 64 x 64 pixels tile size had a superior performance
compared to a similar colour based method. Reducing the size of the
regions to be analyzed had the largest impact on the performance of
the method. Conclusion: Texture features can be used to automatically
identify diagnostically relevant regions in digital WSIs.

1 Introduction

With the development of whole-slide scanners, digital microscopy images are
produced in ever-increasing quantities. Biomedical image analysis focuses on re-
trieving quantitative clinically relevant knowledge contained within these images
that might be beneficial for the patients’ care.

Hematoxylin and eosin (H&E) stained pathology slides can provide knowl-
edge for clinical decision and biomedical research but are currently being under-
utilized. Digital WSIs are usually several GB in size. Manual annotations of a
dataset of this kind for diagnosis or research purposes could be laborious for a
pathologist. Making use of the full potential is possible only when advanced com-
puter methods and machine learning techniques are employed to automatically
extract the most useful information from this vast amount of data.

In this work, we present an automated method to facilitate and accelerate
the analysis of breast digital pathology images by automatically detecting di-
agnostically important patches of data and discarding the rest. This is done by
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finding appropriate representations of images, based on the texture variations in
different tissue components and employing a suitable machine learning technique
to understand the differences between the extracted visual patterns.

One of the specific applications of our method would be improving breast di-
agnosis systems, when the grade and stage of the cancer is to be determined from
WSIs. Currently, pathologists manually find the areas where important diagnos-
tic markers are present. For example, in breast cancer grading, diagnostic mark-
ers may include tubule formation, nuclear pleomorphism, and mitotic count [1].
Existing automated methods of assessing these features are very computationally
intensive [2, 3]. Triaging the images first ensures that all areas without relevant
information are excluded from analysis. Additional benefits of this approach in-
clude, speeding up digital pathology diagnosis systems, increasing throughput
and accuracy of the semi-automated pathology cancer grading software, and im-
proving the response time for interactive digital pathology workstations through
managing their priorization and compression algorithms [5].

2 Related Works

Earlier studies tried to identify diagnostically relevant regions by looking at the
intensity or colour values [4, 5]. Petushi et al. [4] aimed to identify different tissue
components from within the images. The identified tissue components were fat
cells, stroma, and three morphologically distinct cell types used in grading of
cancer. This was done by segmenting grayscale images and extracting multidi-
mensional representative features. Bahlmann’s et al. [5] approach was to convert
the H&E three-channel (RGB) patches to only two channels corresponding to H
(purple/blue) and E (pink/red) colours. A 22 dimensional feature descriptor cor-
responding to 11 uniformly distributed percentiles of the cumulative histogram
generated from each of H and E channels were generated for each image patch. A
linear classifier was trained to classify the test image patches into diagnostically
relevant or irrelevant regions. These methods maybe sensitive to the colour vari-
ations that may occur between image slides due to using different H&E colour
staining protocols or different scanning devices which produce different qualities
of images. We will compare our results with the method described in [5].

3 Methodology

In this study, diagnostically relevant regions are distinguished by a high density
of epithelial or lymphocytic cells in any given image patch. This may include both
malignant and benign tissue components corresponding to ducts or lobules. On
the other hand, the diagnostically irrelevant regions are distinguished by the
amount of fat-like or stroma tissues. The goal is to achieve the highest possible
sensitivity while maintaining a relatively high specificity.

Our proposed automated identification aims to find the distribution of nuclei,
fat-like and stroma components based on analyzing the structures each of these
components present in pathology slides. Pathologists normally start with visual
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examination of digital slides at low resolution to identify the most diagnostically
relevant regions, a process which is prone to missing small important parts of
the tissue. In our automated method, we avoid this by subdividing the slides
into small square patches at full resolution. We concentrate on the texture infor-
mation to examine the possibility of developing a colour independent algorithm
for pathology image analysis. Our proposed method proceeds with the following
multi-step process: 1) image patches are converted to smaller tiles and texture
features are extracted from them forming feature vectors, 2) Bag of visual Words
method is employed to reduce the dimensionality of feature vectors and form his-
tograms of words for each image patch, and 3) image patches are assigned with
the correct class labels using a linear support vector machine classifier. Details
of each step is explained in the subsequent sections.

Fig. 1. Adaptive thresholding was used to remove large areas of fat and paraffin before
patch selection (left), 512 x 512 pixel green box patches randomly placed but uniformly
spaced on tissue images (middle), and a 512 x 512 pixel image patch (right).

3.1 Image Dataset and Data Collection

For this study, we have used wholemount H&E stained digital pathology slides
from breast lumpectomy surgical specimens from 10 patients (that included 5
DCIS only and 5 mixtures of DCIS and IDC patients). The slides were pre-
pared and scanned using the same methods explained in [9]. Briefly, they were
scanned at 5X or 10X resolution by a TissueScope scanner (Huron Technologies
International Inc., Waterloo, Canada), and sampled at 0.5 µm/pixel. A typical
lumpectomy slide used in this study, with 15-20 cm2, scanned at 10X is around
6GB (50,000 x 40,000 pixels).
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Patches of 512 x 512 pixels were collected from each slide by overlaying a
grid of uniformly spaced but randomly placed boxes (Fig. 1). The horizontal
and vertical distances between pairs of patches were 1000 and 500 pixels respec-
tively. Adaptive thresholding was used as a preprocessing step to remove clearly
irrelevant regions, such as large areas of fat and paraffin (Fig. 1). This reduced
the number of patches the pathologist needed to review.

A graphical user interface was developed to capture the biological informa-
tion within every patch. This interface allowed the expert pathologist to scroll
through the images stored in the database and evaluate the presence of any
information within the patches.

Fig. 2. Feature extraction pipeline: each image tile (128 x 128 pixels in this demon-
stration) is converted from RGB to La*b* colorspace and then converted to grayscale.
The grayscale tile is then convolved with texture filters and further compressed into 4
statistical feature tiles (see the text).

3.2 Visual Pattern Mining and Extraction

The main goal of pattern mining is to find and extract useful visual information
from image datasets that usually represents some interesting uncovered rela-
tionships among objects in the images. We concentrate on texture features in
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order to eliminate colour dependences in the analysis of pathology images. The
diagnostically relevant regions usually contain higher variability in their texture
due to aggregation of nuclei and lymphocytes. In order to find the textures in
pathology images, the image patches were divided to smaller tiles, the tiles were
converted to La*b* colorspace, and their grayscaled conversion were considered
for further analysis. Images from La*b* space were converted to grayscale by
eliminating the hue and saturation information while keeping the luminance.
The contrast was increased between nuclei and background in grayscaled tiles
and hence was more suitable for texture analysis, see Fig. 2. We employed the
maximum response (MR) filter bank [6] to highlight textures in the grayscale
tiles. The textures include regions where there is a sudden change in the intensi-
ties of the grayscale tiles. The MR filter bank consists of 38 filters: 2 anisotropic
edge and bar filters in 6 orientations and 3 scales, and 2 rotationally symmet-
ric Gaussian and Laplacian of Gaussian. The filters in the bank are convolved
with all of the small image tiles (taken from large patches) making 38 filtered
images per image tile, each highlighting textures with different scales in different
directions.

Since the epithelial and lymphocytic components are relatively small and
circular, their texture responses are maximum in all scales and directions of the
filters in the bank. To capture the variability of the found textures, a set of
pixel-wise statistical features were derived from all the filtered images: absolute
mean, standard deviation, mode and skewness. This compresses the information
relating to texture variability contained in the 38 filtered images into just 4
statistical feature tiles. In order to avoid some of the unwanted regions (noise)
entering into the training pipeline and biasing our classifier training, a threshold
was set on the tiles’ texture response energy. The energy (absolute sum of mean
responses) of the textures was high for the tiles where there was a high density
of nuclei or lymphocytes. The threshold was optimized using preselected data
and was kept constant for the rest of experiment.

Finally, in order to convert the feature images to numerical vectors, their
Discrete Cosine Transform (DCT) coefficients were found. DCT image represen-
tation is a standard technique for data/image compression, which expresses an
image using the sum of cosine functions at different frequencies. The top most
DCT coefficients were considered in order to form a 364 dimensional feature
vector per image tile.

3.3 Visual Content Representation Using Bag of Visual Words

In order to reduce the dimensionality of the feature vectors and abstract them
into even more compact forms, we employ the Bag of visual Words (BoW)
method. This technique allows for modeling complex image contents without
explicitly considering the object models and their relationships [7]. This method
has been previously used for machine-learning in medical image analysis and
computer vision [7, 8].

BoW was used to learn discriminative models for automatic image analysis.
The details of this algorithm are shown in Fig. 3. During the training stage,
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Fig. 3. Bag of visual Words content representation pipeline: image patches are split
into smaller image tiles. Visual features are extracted from every image tile and mapped
onto a multidimensional feature space (shown as 2D for simplicity). Centroids of the
clustered feature space (coloured stars) are taken as the visual word dictionary ele-
ments. A histogram of words is generated using the feature dictionary for every image
patch.

image patches are converted into tiles of a specific size depending on the extent
of preferred isolation of visual patterns. Visual features corresponding to textures
are retrieved from each tile. For any image tile, visual features are converted into
a numerical feature vector as explained in the previous section. Therefore, every
image patch is represented by a set of feature vectors depending on the number
of tiles block dividing the image patch.

Feature vectors corresponding to all the patches are transformed into a mul-
tidimensional feature space and the space is clustered using a K-means algorithm
to generate a feature dictionary. The centroids of the clusters represent a word
in the feature dictionary. The feature dictionary summarizes the total number
of feature types (words) to which every feature vector can be mapped. With
the number of words and their spatial locations in the feature space, we can
assign any new feature vector to a cluster, and find its representative word in
the feature dictionary. The dimensionality of the feature vectors is reduced by
generating histogram of words for each image patch in the dataset. In this way,
we can distinguish among the image patches by comparing their histograms of
words using any distance metrics. A classification model is trained to be able to
distinguish the difference between relevant and irrelevant image patches.
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3.4 Classification of Diagnostically Relevant Regions

A dictionary of size n = 25 was generated during training and a linear support
vector machine (SVM) was employed for the classification task. We employed
the linear SVM algorithm in libsvm [10] and its parameter was optimized using
one patient dataset for the penalty parameter of the error term [10]. The op-
timized parameter was tested on the remaining 9 patient dataset. Our method
was trained and tested against a set of 1000 image patches taken from 10 patient
dataset previously evaluated by an expert pathologist.

Fig. 4. ROC curves comparing different tile sizes, and the work presented in [5].

4 Results and Discussion

A 9-fold one-patient-out cross validation scheme was followed to validate our
method. Fig. 4 shows the mean receiver operating characteristic (ROC) curve
of our method at different tile sizes compared with the method explained in [5].
From Fig. 4, it is clear that our method with the mean area under the curve
(AUC) of 0.81(±0.14) at 64 x 64 pixels tile size out-performed the work in [5]
with a mean AUC of 0.62(±0.08). The tile size had the largest impact on the
performance of the method. Using our method with the tile size of 64 x 64 pixels
we can achieve a 91% sensitivity, while 62% of the total image patches will be
kept for further analysis (by a computer algorithm for diagnostic assessment)
and 38% will be discarded after classification.
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We found that, changing the dictionary size did not make a lot of difference
(of the order ∼3%) to the classification results. This may be because there are
only two classes no matter how many words in the dictionary are used to define
them. In addition, the more we can isolate the patterns, the better the classifi-
cation rates will be as shown in Fig. 4. Also in our study, image patches were
selected in such a way that they may contain different extents of various tissue
components. Our method has been shown to work well with these types of images
that contain many classes of information. However, there might be some cases
in which the epithelial component covers a very small portion of the patches,
while a large portion is covered with irrelevant information (mainly stroma). In
this case, using various patch sizes for training or a multiple instance learning
method could further optimize the results.

5 Conclusion

To the best our knowledge there has been no previous work to automatically
identify diagnostically relevant regions from digital WSIs using texture analysis
in the images. Using texture analysis methods we can develop algorithms that
are less sensitive to colour variations and therefore achieve good classification
rates.
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Abstract. In  this  paper  we present a fully  automatic  lesion  detection 

method  trained to  detect various  lesions  in  breast  ultrasound images, 

and  to classify them  as either  benign  or malignant. The  automatic seg- 

mentation of lesions  is based  on  the  multi-modal appraoch combining 

Maximally Stable   Extreme  Regions  (MSER) technique with  posterior 

patches   analysis.  For  each  candidate, from  the  segmentation step,  we 

calculate a  set  of novel robust descriptors. Based  on these  descriptors, 

we then  train an Support Vector  Machine  (SVM)  classifier to distinguish 

between  the  two  classes  of lesions.  We  tested our  method  on  a  set  of 

over  400 diffrent  cases  (single  image  per  case)  collected  from  different 

acquisition devices.  We  proved  the  robustness of the  proposed  method  

by showing  high  precision-recall figures  despite  the  wide  variety  of the 

data acqusition devices. 

 
Keywords: Breast ultrasound, automatic lesion detection 

 
 

1  Introduction 
 

Worldwide,  breast  cancer  comprises  just  under  30% of all diagnosed  cancers  in 

women, making breast cancer the second leading cause of death for women. Mam- 

mography  is currently  the  most  common  modality  for screening  and  detecting 

breast  cancer.  However, a large portion  of the  breast  lesions found in mammo- 

grams  is benign.  To  improve  the  specificity,  doctors  often  examine  the  suspi- 

cious lesions using ultrasound (US) imaging.  Moreover, ultrasound is known to 

increase cancer detection  sensitivity  in particular for women with dense breasts. 

Accordingly,  a great  deal of effort has been devoted  to improving  breast  cancer 

diagnostic tools.  A technological  review  of commonly  used  methods  and  new 

experimental  techniques  was conducted  in [1]. The  improvements to diagnostic 

tools can  be divided  into  two categories:  enhancements to  the  imaging  equip- 

ment  and  the  introduction of computerized image  analytics. In this  paper  we 

deal  with  the  second  category,  namely,  the  computer-aided diagnosis  (CAD) 

system.  A survey  of CAD  systems  for breast  US was conducted  in [2]. Some 

encouraging  results  have been reported  for automated analysis of 3D images [3]. 

However, since conventional  B-scan systems are, by far, the most prevalent ones 
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in the field, we have chosen to focus on CAD systems  for B-scan images. These 

systems typically  compute  a  variety  of breast  image  features  and  use  a  vari- 

ety  of classification  techniques  to  distinguish between  malignant and  benign 

tumors  [4, 5]. These  features  include  the shape  of the  tumor,  its  texture, and 

sometimes  acoustic  properties. Unfortunately, in many cases, the efficacy of US 

CAD systems  tends  to be limited  due to high dependency  on the specific image 

acquisition  system. 

Our work aims to mitigate  such difficulties by focusing on a robust  set of fea- 

tures  (including  internal  calibration) and on the addition  of recently  introduced 

image  attenuation features  [6]. To  test  these  concepts  we have created  a fully 

automatic image analysis system. The system receives, as an input,  an ultrasonic 

breast  image. The tumor  is located.  Then  a set of 49 robust  features  (including 

both  features  mimicking  human  physicians  and  attenuation features  that are 

invisible to the  human  eye) is extracted. Finally,  a feature  vector  is fed into  a 

machine learning classifier (SVM based),  which provides a final determination of 

the malignant tumors.  We tested  the system on a benchmark of 400 independent 

cases having  almost equal  numbers  of malignant and  benign  tumors.  To verify 

system  robustness  we worked with  images coming from four different hospitals 

using five different image  acquisition  systems.  The  system  performance  of the 

system  on the above benchmark was 73% . 

This  paper  is organized  as follows. In Section  2, we describe our automatic 

image segmentation algorithm. Section 3 presents the proposed descriptors calcu- 

lated  for each one of the candidates found by the segmentation method.  Section 

4 describes our experimental  results  and conclusions. 
 

 
2  Multi-modal approach to automatic segmentation 

 

 
Watershed based  segmentation techniques  are  quite  popular  in  the  computer 

vision (see for example  [7]). Maximally  Stable  Extremal Regions (MSER)  ( [8]) 

technique  can  be  viewed  as  an  variant of the  watershed  approach.  In  MSER 

segmentation, we seek a  range  of thresholds   that leaves  the  watershed   basin 

effectively unchanged.  In  other  words,  MSER  determines regions  based  solely 

on an extremal  property  of the intensity  function  in the region and on its outer 

boundary. 

First  stage  of the  process is that of image enhancement and  pre-processing. 

It performs  two functions:  Time-Gain compensation and speckle removal. 

Then  MSER  procedure  yields blobs of pixels that represent candidates  for 

further  classification.  Figure  1 on  the  left  depicts  MSER  detected   blobs.  For 

display purposes,  each  blob  candidate is represented by  the  bounding  ellipse. 

Next,  we need  to  filter  out  most  of the  candidates and  leave  only  the  most 

relevant ones. For  each candidate, we compute  its  center  of mass,  its  area,  its 

mean  and  standard deviation  of its  intensities,   the  length  of its  eigenvectors 

for the  pixel distribution, and  its number  of close neighbors.  We then  train  the 

Gaussian  mixture  model  and  use  it  in order  to  determine the  most  probable 
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candidates. Figure 1 on the right shows the most likely candidates chosen by our 

method. The result  of the final segmentation is shown in Figure  2 on the left. 

Unfortunately, in many practical cases, there is no gray-level value that would 

define tumor  border.  In such cases classical MSER approach  is bound to fail. Ac- 

cordingly, in order to augment MSER results, we have applied  a complementary 

approach.  For that purpose, we analyze  the entire  image finding location  of the 

breast  tissue  and  estimating its median  gray level. Then  we identify  patches  of 

posterior  attenuation (or amplification) that indirectly  indicate  tumor  presence. 

The  Figure  2 depicts  two examples  of successful application of this  approach. 

Figure  2b (at  the center)  shows tumor  identified due to its posteriorattenuation 

and Figure  2c (on the right) shows the case of posterior  amplification. 
 

 
 

 
(a)  (b) 

 
Fig. 1. Left: Several candidates detected by MSER algorithm; Right: the best candidate 

chosen. 
 

 
 
 
 

 
(a)  (b)  (c) 

 
Fig. 2.  Segmentation results:  a) MSER  based  segmentation, b) tumor detected based 

on the  posterior attenuation, c) tumor detected based  on posterior amplification. 
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3  Feature Extraction 

 
In this  section  we describe  the  features  that are  extracted from  the  segments 

which  were detected  by  the  automatic segmentation method  described  in the 

previous  section.  These  features  are divided  into two categories:  the  first is de- 

signed  to  mimic  the  decision-making  process  performed  by  a radiologist.  The 

second  is designed  to  add  additional information that is not  accessible  to  the 

radiologist.  These features  are based on estimating the acoustic  attenuation. In 

the following subsections  we describe both  those categories  in detail. 
 

 
3.1  BI-RADS Features 

 

When  radiologists  examine  an US image of a breast tumor  they  grade  it using 

BI-RADS (breast imaging  - reporting  and  data  system).  In  US the  following 

characteristics of the mass are examined: shape, acoustic transmission (posterior 

enhancement/shadowing), margins,  and echogenicity. 
 

 

Shape The shape of the mass is the most important characteristic examined  by 

radiologists.  Malignant tumors  tend  to have more irregular  and  lobular  shapes. 

To assess the shape of the mass we first used basic features  that are the area of 

the  mass and  its height to width  ratio.  To keep this  ratio  in the  range  [0, 1] we 

defined it as follows: (
H/2W, H < W 

1 − W/2H,    W > H 

 

(1) 

 

where W,H are the  mass width  and  height  respectively. If the  ratio  is close to 

0,  then  the  mass  is a  long  horizontal   ellipse,  which  is usually  the  case  with 

benign masses. Ratio  close to 1 means a long vertical  ellipse, which often implies 

malignancy. 

Another  shape feature  is the  curvature along the  mass boundaries. A larger 

curvature  indicates  either  that the mass is small or that it is lobular.  Therefore 

we compare  the  curvature to  that of a circle with  the  same  perimeter as the 

mass. 

The  remaining  six shape features  are calculated  by fitting  an ellipse to the 

mass borders.  The features  that are calculated  using this  ellipse are: the ellipse 

orientation, the ratio  between the minor axis and the major one, and the differ- 

ence between the mass border and the ellipse. We calculate  four different types of 

differences: RMS, L1, the maximal  error,  and the ratio  between the perimeters. 

A larger difference implies irregular  shape, which may indicate  malignancy. 
 

 
Acoustic transmission  The  posterior  of the  mass  is an  important charac- 

teristic  when assessing  the  risk for malignancy.  Strong  enhancement and  edge 

shadowing  are common in benign masses (such as cysts),  while posterior  shad- 

owing is common  in malignant tumors.  To assess the  level of the  posterior  en- 

hancement/shadowing, we examine  the  area  below the  mass. We refer to three 
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different areas  in the  image, as presented  in Figure  3. First,  we determine  rect- 

angular  area  below the  tumor.  Its  height is equal  to that of the  tumor  and  its 

width  is equal to that of the tumor.  Center  60Remaining  40% are split between 

the  two edge shadowing  areas  (marked  by the  magenta  lines).  The  green lines 

mark  the areas that are used for comparison. 

 

 
 

Fig. 3. Acoustic  transmission: the red line marks the posterior area, the magenta marks 

the  areas  of possible  edge shadowing,  and  the  green marks  the side area  used as refer- 

ence. 
 

Margins Sharp  margins  can indicate  a benign tumor  and visa versa. To assess 

the sharpness  of the boundaries, we divided the mass into 8 sectors of 45 degrees 

each, as shown in Figure 4(a). For each sector, we have computed two sharpness 

features.  Using erosion and dilation  of the segment mask, we found areas inside 

and  outside  the  mass  and  computed the  corresponing  mean  intensity  values. 

Figure  4(b)  depicts  an example  of such areas  for one of the  sectors.  Sharpness 

was measured  by the  distance  (in pixels) between  the  10% and  90% lines, and 

the  slope of the  margin  which wasdefined  as intensity  difference divided  by the 

distance  in pixels. 

 

 
 

(a)  (b)  (c) 

 
Fig. 4. Margins  sharpness. (a) The  sectors.  (b) The  areas  used to determine the inside 

and  outside  intensities of the sector.  (c) The  10% and  90% lines for each sector. 
 

Echogenicity Another  important characteristic of masses that is examined  by 

doctors  is their  echogenicity.  However,  since  ultrasonic images  are  inherently 

qualitative (rather than  quantitative), one can not  evaluate  echogenicity  based 

on the  echo amplitude values only. Accordingly,  echogeneicity  is determined by 

comparing  tumor  echo levels to that of the reference fat tissues. 

 
3.2  Attenuation  Features 

 

Studies  such as [9, 10] show that acoustic  attenuation measurements can distin- 

guish  between  malignant  and  benign  tissues,  and  can  therefore  be used  as an 
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(a)  (b)  (c)  (d) 

 
Fig. 5.  Examples of attenuation images:  a)  original  US image  of the  benign  tumor, 

b)  attenuation map  of the  image  a, c) original  US image  of the  malignant tumor, d) 

attenuation map  of the  image  c. Image  d  features high  attenuation levels with  high 

degree of in-homogeneity.. 

 
 

 
effective basis  for a CAD  system.  Tissue  attenuation can  be calculated  using 

transmission US in a tomographic manner  [11]. However,  clinical  US systems 

produce  B-scans,  which are  based  on backscattering rather than  transmission. 

Consequently,  authors of [12] developed  an  alternative approach  transforming 

B-scans  into the  corresponding  attenuation images.  In [6] it was demonstrated 

that this approach  can facilitate  detection  of malignant breast  tumors.  Figure  5 

illustrates this  approach. On the  left raw benign  image is depicted  followed by 

its  attenuation map.  Fig  5c and  d  present raw  and  attenuation images  of a 

malignant tumor.  In general,  malignant tumors  feature  high attenuation values 

and  heterogeneous  structure. In this  paper,  we adopted the  same approach  for 

creation  of attenuation maps. However, we utilized a different set of attenuation- 

based features,  in combination with more conventional  image-based  features,  to 

differentiate between benign and malignant tumors.  As explained in [6], since our 

system works with images processed by the Time-Gain compensation curve, our 

method produces relative attenuation values (rather than  absolute  ones). Hence, 

a typical tumor  will include  both  positive  and  negative  attenuation values. To 

express  intra-tumor distribution of the  attenuation values we have  computed 

two vectors: vertical  vector Vver  and circular  vector Vcirc . Each of these two vec- 

tors  had  9 components  (features). Vector  Vver  has been created  by  computing 

median values of positive attenuation pixels in each line of the tumor image. In 

turn  vector  Vcirc  has  been computed via the  sequential  removal  of  tumor  lay- 

ers and  by computing  the  median  values of all the  positive  pixels  inside  each 

layer. Both  vectors have been normalized  and used in the classification  process. 

Generally  speaking vector  Vver  represents  vertical attenuation distribution per- 

pendicular to the direction  of the tissue layers, which tend  to have a horizontal  

nature. High attenuation values in the vicinity of the posterior  tumor  wall tend 

to  be associated  with  malignant  tumors.  In  turn  vector  Vcirc   depicts  a radial 

tumor  structure so that identification of the characteristic dome-type  structure 

facilitates  detection  of benign calcifications. In addition, we have used two more 

global tumor  features.  The  first one represents  the  radius  of the  maximal  blob 

having homogeneous  attenuation (the presence of such a blob tends  to indicate 

malignancy). The  second global  feature  represents  the  % of pixels having  neg- 
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ative  attenuation (a  high % indicates  that a given tumor  has  low attenuation 

raising the probability of the cyst). 

In the  above description, we have emphasized  the  intuitive  meaning  of each 

feature.  However, in reality  all the features  (49 overall: 9 shape, 3 Transmission, 

16 margins,  1 echogeneicity and 20 attenuation) are used as an input  to the au- 

tomatic  classifier. Hence, exact location of the multi-dimensional decision planes 

cannot  be easily visualized. 
 

 

4  Experimental results 
 

We tested  the  performance  of our  system  on a set  of 436 different cases (one 

ultrasound image for each case) from five different acquisition  devices with sig- 

nificantly  different characteristics (e.g. resolution,  dynamic  range,  compression 

mechanism etc.). The ground truth for each image was determined by the pathol- 

ogy results.  First,  we tested  the  discriminative ability  of our features.  For  that 

purpose  we have  calculated  our  features  for manual  segmentation created  by 

radiologists.   Then  We  tested  the  performance  of the  system  using  automatic 

segmentation results. 

We randomly  divided our benchmark into training and testing subsets,  then 

performed  a  complete  training and  testing   cycle.  We  have  repeated   this  ex- 

periment 100 times  and  averaged  the  performance  of our system  over 100 such 

independent runs. This experiment shows the level of adaptivity and the average 

performance  of our method. 

The binary  classification into one of the classes, that is, benign or malignant, 

using ’manual’ masks yields 87% classification  accuracy;  this is the upper bound 

on the overall system performance. The results of the similar test using automatic 

tumor  detection  are summarized  in Figure 6. It shows ROC curves, that is, false 

negative  versus false positive  errors,  of 100 random  subsampling trials,  and  its 

averaged  ROC  curve for benign/malignant  classification.  The  equal  error  rate 

of the  binary  classification  into  benign  or malignant classes, using ’automatic’ 

masks yields 73% classification  accuracy.  Although,  it is about  14% lower than 

the  ’manual’  based  classification,  it  is still  a reasonable  classification  accuracy 

for a fully automatic system. 

We conclude that it is possible to build a robust  CAD system  for ultrasonic 

breast  images capable  of reliable detection  of malignant lesions and able to work 

with different image acquisition  systems.  However, additional work is necessary 

to verify these results  on a larger data  set. 
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Fig. 6. False negative  vs. false positive errors for benign/malignant binary classification 

experiment. Blue curves represents separate random experiments. Red curve represents 

an average of 100 random experiments. 
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Abstract. Mammography aims at the detection of early breast disease
stages, a condition for which the radiological illness signs are usually
blurred. In particular, the architectural distortion, a common cause of
false-negative on mammograms, arise as the change of normal oriented
texture of the breast, which is usually hidden by the intricate breast
anatomy. This paper presents a novel detector of Regions of Interest
(RoIs) with a certain degree of architectural distortion, i.e., an associ-
ated normal control (NC) or architectural distortion (AD) membership
value. The approach carries out a multiscale image decomposition using
the curvelet transform and representing the marginal curvelet subband
as the parameters of a Generalized Gaussian Density (GGD) that ap-
proximates the subband coefficient distribution. A set of training images
serves to construct NC and AD dictionaries in that multiscale space from
randomly selected RoIs. A mammogram is decomposed into overlapping
patches that are projected to the multiscale space, reconstructed with the
two dictionaries and assigned to any of the two classes with the small-
est `2 norm of the reconstructing vector α. The membership function
is computed as the Kullback−Leibler distance between any multiscale
represented RoI patch and the closest basis of the dictionary, set by the
largest projection coefficient in the α vector. We demonstrate the effec-
tiveness of the proposed descriptor by classifying AD in a set of 19 RoIs
(4269 patches) of the MIAS database and we obtained a sensitivity and
specificity rates of 65 % and 82 %, respectively while the number of false
positives per image was 0.9.

Keywords: Breast Cancer, BI-RADS, Architectural Distortion, Curvelet
transform, Kull-back Leibler Divergence

1 Introduction

Breast cancer is fully tractable if diagnosis is achieved early, reason for breast
cancer screening programs have been introduced in most health systems. Mam-
mography, as part of these screening programs, is considered the most cost-
effective method for visualizing abnormalities in the very early stages [21, 5].
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Mammography allows detection of some abnormalities such as calcifications, bi-
lateral asymmetry, masses and architectural distortion [5], being architectural
distortion the third most common mammographic finding. This breast imag-
ing term is associated to parenchymal asymmetry and usually amounts to any
change in the usual parenchymal pattern. This includes spiculations radiating
from a point and focal retraction or distortion at the edge of the parenchyma
[4]. Likewise, focal retraction is considered as easier to perceive than spiculated
distortion and could be categorized as malignant or benign. However, mam-
mographic interpretation is a really difficult examination, with high intra and
inter-observer variabilities. Studies have shown that between 10% and 25% of
breast cancers are not detected [4]. Scarring from previous surgery, radial scar
and crossing breast structures are usually misdiagnosed as architectural distor-
tions. Architectural distortions have indefinite characteristic features, e.g. num-
ber of spicules, width and length of spicules and density. An agreement to reduce
such variability resulted in the Breast and Imaging Report and Database System
(BI-RADS), designed by the the American College of Radiology , as a standard
description to report breast lesions and categorize different pathologies as well
as their severity level [17].

Automatic aid diagnosis systems for mammography categorization is becom-
ing largely used in actual clinical scenarios to complement the clinician first diag-
nosis impression. Computer Assisted Diagnosis Systems (CAD) have decreased
variability diagnosis, becoming a well accepted clinical practice to assist radiol-
ogists interpreting mammograms when they search micro-calcification clusters
[13]. However, architectural distortion is still a very open problem. Several au-
tomated methods for AD detection have been reported, all of them relying on
the fact that AD is a group of aligned structures with different orientation. RoIs
have been characterized [11, 3, 20, 18, 10] by segmenting the breast, sharpening
the spicules, filtering in the Radon domain, extracting the mean direction, filter-
ing with a Bank of Gabor filters, extracting potential AD with the phase portrait
model or the fractal dimension and calculating the Haralick’s texture measures.
All these approaches use a Support Vector Machine to set an optimal classifi-
cation threshold. In spite of the multiple techniques, the proposed solutions are
still unsatisfactory. There is either a low sensitivity or a high number of false
positives per image (FPI). Ichikawa et al. [11] reported a sensitivity for detection
of only 56 % while the number of false positives per image obtained by Sampat
et al. [20] was 14. The results of Rangayyan et al. [18] showed a sensitivity of
84 % but with a high false-positive rate of 7.4 per image. The commercial CAD
systems [9] correctly marked a 90 % of mass and calcification cases, whereas
the sensitivity of AD detection was reported to be only of 40 %. The R2 Image
Checker system [7] successfully identified 49 % cases containing AD. The CADx
Second Look system [1] successfully detected 33 % cases of AD with 1.27 false
positives per image [19]. Additionally, only 48 - 60 % of ADs that are biopsied
are found to be cancer [19].

In this paper, we proposed a new approach to detect and discriminate AD
lesions in a mammogram. Given a particular mammogram, the method obtains
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a normalized mammogram membership function, which is thresholded to deter-
mine to which class a RoI belongs. This function is found by firstly splitting
the mammogram into a set of overlapped patches, which are projected to the
curvelet space. The subband coefficients are well approximated by the GGD
parameters, achieving thereby a considerable dimensionality reduction, i.e., a
subband from a 64× 64 patch, usually composed of 60 coefficients, is described
by two parameters. A particular patch is then set to any of the two classes by
the smallest `2 sparse reconstructing vector. Once the class has been assigned,
the patch is characterized by the Kullback−Leibler distance of the patch to the
basis dictionary with the largest sparse representation coefficient. Finally, the
membership function is obtained by normalizing the distances associated to any
patch of the mammogram.

The rest of this article is organized as follows: after this introduction, next
section presents the methodology, then results are shown and last section dis-
cusses future work and conclusions.

2 Methodology

2.1 The method

Fig. 1. Method overview: red block shows the process of construction of dictionar-
ies (AD-NC), and automatic detection of architectural distortion based on a curvelet
descriptor of different patches

The whole method searches to characterize a particular RoI by projecting
the mammogram data to the curvelet space, thereby improving data sparsity.
Two overcomplete dictionaries also projected to the curvelet space, representing
the AD and NC classes in the curvelet space, serve as a reference conceptual
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frame (see figure 1), i.e., the minimal distance to each of the two dictionaries
will define the classification problem. The curvelet sparsity is then additionally
used to reduce dimensionality by approximating the subband coefficients with
two parameters of a Generalized Gaussian Distribution. The result is that the
whole curvelet decomposition, with for instance four scales and eight directions,
is represented as a vector with 32 values. Provided that each curvelet sub-band is
approximated by a probability distribution function, The Kullback−Leibler di-
vergence is used as the metrics to introduce a distance notion between a RoI and
each of the spaces spanned by the dictionaries. Once the RoI is characterized by
the set of couples (µ, σ) representing the subbands of the curvelet decomposition,
the Kullback−Leibler distance to the closest basis of the two dictionaries defines
a membership function that will define the particular region classification.

2.2 RoI Pre-processing

Every image was herein stretched to the maximum and minimum gray level
values ([0, 255]), but adaptively equalizing the histogram so that structural de-
tails were preserved. Resultant images were smoothed out by a median filter to
remove the remaining noise [16].

2.3 The curvelet transform: statistical characterization

The curvelet transform is a multiscale decomposition [6] with a set of redundant
bases which optimally represent 2D curves. In addition to the usual information
about scale and location, already available from a wavelet, each of these curvelet
bases is able to capture information about orientation while fulfilling a parabolic
anisotropic scaling law width ≈ length2, that assures curves at different scale
levels conserve their geometrical relationships [6]. A curvelet in the frequency
domain, is constructed as the product of two windows: the angular and the radial
dyadic frequential coronas. The angular window corresponds to a directional
analysis, i.e., a Radon transform, and the radial dyadic window is a bandpass
filter with cut frequencies following the parabolic anisotropic scaling law [6].

In general, the subband curvelet coefficient distribution is characterized by
a sharper peak at zero with smooth tails. This leptokurtic pattern is associated
to the sparse property of this transformation, i.e., few coefficients have high
probability of being used to represent. It has been shown that the parameters
of a generalized Gaussian density can fully describe the marginal distribution of
the subband curvelet coefficients. The GGD reads as

p(x; θ, γ) =
γ

2θΓ (1/γ)
e−(|x|/θ)

γ

where Γ (z) =
∫∞
0
e−ttz−1dt, z > 0 is the Gamma function, θ is the variance

and γ is related to the decreasing rate of the GGD. The parameters θ and γ are
estimated from the subbband data through Maximum Likelihood, as detailed in
[8]. The parameters (θ,γ) may be used as descriptor of the probability density
function of the energy levels inside each curvelet subband.

Workshop on Breast Image Analysis 

In conjunction with MICCAI 2013

ISBN: 978-87-996443-0-8 Page 109 of 129



Title Suppressed Due to Excessive Length 5

2.4 Similarity measure

The similarity between subband curvelets is measured using the Kullback-Leibler
divergence (KLD) of the corresponding GGDs:

D(p(.; θ1, γ1)||p(.; θ2; γ2)) = log
(
γ1θ2Γ (1/γ2)
γ2θ1Γ (1/γ1)

)
+

(
θ1
θ2

)γ2 Γ ((γ2 + 1)/γ1)

Γ ((1/γ1)
− 1

γ1

where (θ1, γ1) and (θ2, γ2) are the GGD parameters estimated for each subband.
This metric does not require additional normalization and shows good perfor-
mance in other multiscale domains [8].

2.5 Dictionary Construction

The next step is to build dictionaries DAD and DNC for the architectural dis-
tortion and normal controls, respectively. For doing so, it was selected a set of N
RoIs with different architectural distortion lesions or normal controls. Then, a
set of K 64×64 patches were randomly selected from each RoI and transformed
to the curvelet space. Each subband of any patch is approximated by the couple
of the GGD parameters so that the patch is characterized by a vector of couples.
Finally, the characterized patches are stored as columns of the Dictionaries DAD

and DNC .

2.6 Class Characterization

Sparse representations attempt to identify the constituent parts of an object
and use them for reconstructing any scene with a certain accuracy. These parts,
denoted as basis functions or atoms, are usually arranged in overcomplete dic-
tionaries with a larger number of elements than the effective dimensionality of
the input space, thereby representing a wider range of image phenomena [15, 14,
12]. Formally, consider a n×m matrix D, where each column is a possible image
in Rn (atomic images), a dictionary of atoms. The projection of an image x onto
the space spanned by D yields a weighting vector α (x = Dα). Furthermore, if
α is sparse (with k0 � m nonzeros), this produces a linear combination of k0
atoms with varying weights. To find the adequate α, the optimization problem
to solve is G1(D, x, λ), which has the form

G1(D, x, λ) : min
α
λ‖α‖11 +

1

2
‖x−Dα‖22

The solution consists in finding the sparsest vector α that weights x as a linear
combination of atoms from D, using the norm `1 as a measure of sparsity.

After a random selection of patches from two different types of RoIs, namely
architectural distortion and normal controls, two different dictionaries DAD and
DNC were obtained. To identify whether a particular patch is architectural dis-
tortion or not, the patch is firstly characterized by the set of parameters of each
of the curvelet subbands. The patch feature vector is then reconstructed using
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both dictionaries and assigned to the class with the smallest `2 reconstruct-
ing vector. Afterward, the patch is characterized with the distance between its
curvelet representation and the most important atom for the reconstruction in
the curvelet space. This distance is then normalized with respect to the distances
of every patch in the image and such patch classified after a simple threshold.
For the sake of classification, this threshold was herein set to 0.62 and found
by automatically adjusting the minimum number of False Positives in the ROC
curve.

3 Experimental results

3.1 Experimental setup

A total of 38 mammograms, 19 containing AD lesions, extracted from the Min-
iMias Database [2] were used for the evaluation. Images were curvelet trans-
formed, with 4 scales and 32 orientations, resulting in a descriptor with 66 sub-
bands for each patch. Dictionaries were constructed by randomly sampling 250
overlapped patches from a set of ten images containing the AD lesion, each patch
having 64× 64 pixels. Evaluation was then performed in the remaining set of 9
mammograms.

3.2 AD detection and False Positive minimization

Once the membership function is computed for the whole mammogram, a sim-
ple threshold defines the patch classification. This threshold is automatically
determined by setting a value which minimizes the number of False Positives
in the ROC curve with the restriction that the area under the curve should be
maximal.

Fig. 2. Left panel shows the selected AD while the sequence of panels illustrate differ-
ent numbers of False Positive after setting the binary membership function to several
thresholds
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3.3 Sensitivity and False Positive Rate

Sensitivity, specificity and a minimal number of False Positives was determined
in an independent set of 9 images

Table 1.

Sens. Spec. NFP

AD 65 82 0.9
NC 86 92 0.93

4 Conclusion and future works

We have introduced a new descriptor for AD lesions, based on curvelets and a
statistical model of the curvelet coefficients for RoIs extracted from mammog-
raphy images. By applying the curvelet transform and adjusting the levels of
energy for each subband to a generalized Gaussian model, we obtained a robust
representation which captures the edge distribution at different orientation and
scales. Experimental results indicate that the new feature improves detection
and classification performance. Future works include improving the feature with
invariance to rotation and scale and extensive experimentation in large mammo-
grams databases.

5 Acknowledgment

This work was partially funded by the Ecuadorian government through ” La Sec-
retaria Nacional de Ciencia y Tecnoloǵıa y Educación Superior (SENESCYT)”,
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Learning to detect lesion boundaries in breast
ultrasound images
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Abstract. This paper presents a novel method for automatic lesion de-
tection in breast ultrasound images; the method performs multi-stage
learning of lesion-specific boundaries represented by a bag of robust fea-
tures. The proposed method can be seen as an edge pruning procedure
that leaves only object-specific edges and filters out the rest. It can be
combined with segmentation algorithms that rely on edge information.
We show an example of such combination with one of the state-of-art seg-
mentation algorithms; our method yields improved segmentation results.
The proposed method is tested on a set of 400 breast ultrasound images,
with the goal to automatically detect lesion boundaries. However, we be-
lieve that our method can be used by radiologists as an assistance tool
during examination routine, in which case it may help to better localize
lesions and document the findings. The performance of our method is
compared to a state-of-art object boundary classification algorithm; we
show that our method outperforms it in different tests.

Keywords: Automatic lesion detection, breast ultrasound image, bound-
ary probabilities, bag of features, cascade classification

1 Introduction

Object detection and segmentation is an active area of research in computer
vision, and has various applications in the medical imaging domain. Many object
segmentation methods rely on object boundary detection as the first step of an
algorithm. One of the most common methods for this first step of edge detection
is the Canny edge detector [1], which usually provides consistent results. On the
other hand, one of the the current state-of-art in the edge detection is ’gPb-owt-
ucm’, the probability of boundaries contour detection and segmentation method
of [2] which is trained to detect edges in natural images, and then to combine
the edges into segments.

Object boundaries in natural images are usually well defined, and, there-
fore, objects can be clearly distinguished from their background. In contrast,
in medical images, objects such as lesions or even organs do not always have
fully closed contours with clear boundaries. The reasons for that include limi-
tations of acquisition methods and devices (for example, having low resolution
and/or low dynamic range), occlusions of other tissues and organs, and oth-
ers. In these cases, standard segmentation methods may produce segments that
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have no physical meaning. In particular, such methods merge neighboring ar-
eas if they are ’similar’ enough, or if there are no sufficiently strong boundaries
detected between the areas. In these cases a better strategy would be to de-
tect most probable object boundaries, by learning their typical properties from
available examples, and then merge them into closed segments by some ad-hoc
approach. We therefore present a new such approach to lesion-specific boundary
detection; it is based on multi-stage cascade learning. We apply our approach to
the problem of automatic detection of lesions in breast ultrasound images.

The paper is organized as follows. In the next section we give a detailed de-
scription of the proposed method. Then, we present various experiments where
we compare the performance of our method with state-of-art methods, and con-
clude with the summary.

2 The proposed method

In the next subsection we give a high-level overview of the proposed approach,
and then provide more details in the following subsections.

2.1 Overview of the method

The proposed method of learning-based localization of objects can be summa-
rized as follows. First, an edge detection procedure is applied to an image. Edge
detection can be performed by any known approach, for example, Canny edge
detector, or more sophisticated methods that consider not only intensity changes
but also other image characteristic changes, such as color and texture as in [2].
The edges obtained in the first step are used as an initial boundary guess. Next,
boundary descriptors are calculated for individual pixels on the edges (an exten-
sion to the case of group of pixels is described below). Given a set of training
images with object boundary ground truth available (e.g., manually created in
advance), we collect positive and negative examples of edge pixel descriptors.
Based on these examples, we train a cascade classifier and use the learned mod-
els to classify boundaries with a score that reflects the likelihood of a particular
boundary or its section to belong to an object in question. An example of the
output of our method in the case of lesion detection from breast ultrasound
(US) is shown in Figure 1, right. Finally, we may want to aggregate the result-
ing positively classified boundaries’ sections into closed segments or areas. As
in the case of initial edge detection, the last step can utilize one of the known
contour aggregation methods such as ObjCut [3], or Ultrametric contour map
of [4], which we use in our experiments.

The contribution of our method is twofold: 1) we propose a new description
of lesion boundaries represented by a feature set which is robust to various
changes in object appearance as a result of variability in characteristics of image
acquisition devices, and 2) we present a new cascade-type classifier which is
trained to detect lesion-specific boundary sections and to merge these boundary
sections at each consecutive classification stage.
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2.2 Feature channels and initial edge detection

Our goal is to train the system to detect object specific boundaries. We start with
description of the boundary feature channels. We generate additional channels
from a given image as follows. Suppose the image contains only intensity channel,
such as in ultrasound or X-ray. If an image has three color channels, such as in
colonoscopy, we can use them in a similar way. Using the intensity channel, the
1st feature channel, we calculate the following additional channels that describe
various textural characteristics and local directional coherence features. The first
additional, that is the 2nd feature channel, is the texton-based texture map
as used in [2]. The next three channels are based on the local entropy of the
pixel neighborhood [5], calculated at three scales (window sizes of 7x7, 15x15,
and 35x35). These channels characterize well textures at various resolutions and
thus encode multiscale texture properties. The 6th feature channel is the phase
congruency from [6]. This channel provides fine edge information that, in our
case, represent a complementary description of textures in an image, and encode
local directional characteristics.

The first step in our method is an edge detection; it needs to find most
of the object boundaries, including the weak ones, even in expense of many
noisy detections (which will be filtered out by our learning-based method). We
experimented with two different approaches to perform the initial edge detection.
In the first approach, we used the state-of-art probability of boundaries algorithm
from [2]. The second approach is quite simple: we applied Canny edge detector
to each one of the six channels described above, and took a pixel-wise maximum
of the six resulting edge maps from those six channels. Notice that the first
method is trained to detect edges in natural images. We found empirically that
the second approach was better suited to medical images, as it found consistently
more weak edges than the first approach1.

Fig. 1. Left: an example of sampled points on boundaries from the 1st stage of classifier,
and of a disk ROI around one such point. Right: final edge classification for the whole
image obtained at the 8th cascade classification stage. Red edges classified as object-
related, green edges classified as non-object related.

1 In general, it is possible to train the method in [2] on medical images; we leave it for
the future research
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2.3 Boundary descriptors

We now turn to the definition of boundary descriptors. The boundary map from
the edge detection step contains separate edge sections (or, edge segments).
For each such section, we take every mth pixel with coordinates (x,y) on the
corresponding boundary section. We then place a circular disc of radius R at
(x,y), and split it into two halves according to the major boundary direction
(see illustration in Figure 1, left). We found that sampling each 20th pixel on
boundaries and a disk of R=20 yields good results. Given the two halves of
the disk for a given pixel (x,y), for each one of the six information channels we
calculate two histograms of channel values obtained from both halves of the disk.
We write it compactly as a list of histogram bins with non-zero probability, i.e.

{(zi, pk,chi )}ni=1

where zi is a bin-center, pk,chi is the corresponding probability mass for that
bin for the kth probability distribution (k = 1, 2), corresponding to the kth

half, ch = 1...6 is the channel number, and n is the number of such bins. Note
that we have fixed both the number of bins and the bin-centers across the two
distributions. This standard technique is quite prevalent in object recognition,
for example in the Bag of Visual Words technique (see e.g. [7]).

Further, for each one of the six channels, we calculate the D-Field pairwise
descriptor which was recently proposed in [8]. In particular, for bin i of the first
distribution D-Field δi is defined by

δi =
∑
j

fij(zj − zi)

where fij is the flow matrix between two distributions obtained as a by-product
of computation of the Earth Mover’s Distance (EMD) [9]. Intuitively, the D-Field
descriptor captures – for each bin – where its probability mass moves.

In general terms, the D-Field descriptor captures the relationship or trans-
formation between two probability distributions of two halves of the disk. One
of its advantages argued in [8], is its robustness to various changes in image ap-
pearance that may occur as a result of different acquisition devices having very
different characteristics such as dynamic range, resolution, and others.

Finally, the bag of boundary features for a pixel on the boundary with coor-
dinates (x,y) and a corresponding disk around it comprises of: 1) two histograms
(for each half of the disk) per each of the six channels, 2) D-Field descriptors
per each channel, 3) the EMD distance between the two distributions (for each
half of the disk) per each channel, and 4) the coordinates (x,y). Overall, it yields
(6× 3× n) + 8 where n is the number of bins in the histograms.

2.4 Cascade classifier of boundary features

In this section, we describe the structure of the proposed cascade classifier2 As
we mentioned above, we first identify separate edge sections where each pixel

2 We describe main ideas, omitting some technical details because of the lack of space.
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(or, alternatively, each m-th pixel) is a center of the local neighborhood that has
a disk shape. After we calculated a descriptor for each one of the pixel areas, we
train the 1st classification stage.

Training. Given a set of training images with marked inner and outer object
boundaries (the ground truth), we label pixels on the boundary as positive ex-
amples if they are situated in between those two contours, and as negative ones
otherwise. A training set of 300 images yields quite a large amount of training
samples - around 1.5 million - with the number of positives about 20 times smaller
than negatives. Since the number of features is much smaller than the number
of samples, it is more convenient and efficient to use a linear SVM classifier. We
divide the full set of examples into two subsets; one is used in the odd classifica-
tion stages, and the other one is used in the even stages. We start with training
the 1st classification stage on the ’odd’ subset as follows: we use weighted cost
that penalizes the errors in positive examples about 10 times higher than those
in negative ones. This asymmetric cost assures that nearly all positive samples
are correctly identified, in expense of large number of errors in the negative class.
This is, however, exactly what we are up for, since we propagate the results from
this 1st stage to the next, 2nd classification stage. In particular, we now use the
model obtained from the 1st classification stage to classify the examples in the
’even’ subset. We then use all the positively classified samples to train the 2nd

stage model. This time, however, instead of taking separate edge pixel areas, we
merge neighboring pairs of pixel areas whose centers are 20 pixels apart on the
same edge section. In fact, we calculate the same descriptors described above,
but using a neighborhood combined of two disks around the two closed-by pixels
(centers of disks), and a ’corridor’ between them. We train the 2nd stage model
on the ’even’ subset, and use the obtained model to classify the examples from
the ’odd’ subset. Positively classified examples from the 2nd stage are used then
to train the 3rd classification stage; at this stage, we use pairs of pairs of pixels.
This hierarchical process continues till there are no boundary sections remaining
that can be merged and classified. At each training stage we optimize the SVM
parameters using 10-fold cross validation to prevent possible overfitting.

Testing. Having trained the hierarchy of models, the testing (that is, object
boundary detection) is straight forward. As before, the 1st step is the edge
detection applied to an inquiry image. We then start from classifying individual
edge pixels using the 1st stage SVM model. Next, positively classified neighboring
pixel areas are merged, and the pairs are classified using the 2nd stage model,
and so force.

3 Experiments

The system performance was tested on 400 ultrasound images collected from 4
different acquisition devices, with about 100 images from each device. Ground
truth was created manually by a radiologist who marked inner and outer lesion
contours. The two contours required to count for the uncertainty in cases of
lesions without clear boundaries, and for the variability in radiologists’ markings.
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During the training stage we label edge sections found between inner and outer
contours as positive examples, and all others as negatives.

We performed two types of tests evaluating the accuracy of the boundary
detection. In the first, ’random subsampling’ test, we divided the whole set
randomly into training and testing subsets with roughly 300 and 100 images
respectively. We then performed 50 such complete training and testing cycles for
each such set, and averaged the performance of our system over 50 independent
runs. This experiment provides figures of performance of the method when we
train and test the system with images from the same device or a set of devices.
This test verifies the robustness and adaptivity of the method. In the second,
’blind’ test, we separated training and testing sets of images according to the
acquisition devices. We then used images from three different devices for training
and images from the other one for testing in a leave-one-out manner, and aver-
aged the results over the 4 runs. It simulates a situation wherein the algorithm
needs to perform in an environment with various devices whose images are not
available during the training stage. This test verifies the ability of our method
to generalize well to previously unseen images.

Fig. 2. False negative versus false positive errors: averaged ROC curves of lesion/non-
lesion edge classification. Red and Green: our method in ’random subsampling’ and in
’blind’ tests respectively; Blue and Magenta: method of [10] in ’random subsampling’
and ’blind’ tests respectively.

Although there is extensive literature on the breast ultrasound (e.g., a survey
in [11]), it is difficult to compare different methods, since algorithms and datasets
are usually proprietary, and not available for use. We therefore compare the
performance of our method with general segmentation and boundary detection
methods. We test our method against object boundary classification method
from [10]. This method was designed for natural images, but this is the only other
approach that we are aware of, that learns object-specific boundaries of general
objects (versus algorithms trained to detect specific objects like cars, faces etc.,
and use object specific features). In [10], the authors use a patch centered on the
edge, rotated so that its x-axis is aligned with the edge tangent; color channel
values from the patch are used as the local edge descriptor. Since our images have
one intensity channel, we added additional channel of texture, to have a more
’fair’ comparison. We trained a linear SVM classifier as done in [10], for each set of
training images (described above), and applied the trained model for detection of
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Learning to detect lesion boundaries in breast ultrasound images 7

Fig. 3. Contours (upper) and segments (bottom): based on boundaries from [2] (left),
and on the proposed method (right).

lesion boundaries in the testing set. We judge the performance of the competing
methods by comparing their ROC curves (false negative versus false positive
errors) obtained from classification of edges into lesion/non-lesion classes. The
summary of these experiments is given in Figure 2; the ROC curves are averaged
over either 50 or 4 runs, according to the test performed (as explained above).
Obviously, simple descriptors from [10] cannot provide good detection of lesion
boundaries since similar patches may appear anywhere in an image. In the case of
random subsampling experiment, the classifier based on [10] succeeded to learn
and separate 2 classes, though with high error; in the case of ’blind’ test, it fails
completely. In contrast, our method learns well from examples: in the random
subsampling test, it yields 27% mean equal error rate; in the ’blind’ test, our
method shows its robustness and yield 33% mean equal error rate.

In another experiment, we compared our method to the state-of-art ’gPb-owt-
ucm’ edge detection and segmentation method of [2]. We replaced the boundary
detection method, known as the probability of boundaries ’gPb’ algorithm, in
’gPb-owt-ucm’ method, with our boundary detection method, and used the con-
tour based segmentation of ’owt-ucm’ algorithm to combine detected boundaries
into closed contours forming segments. Figure 3 shows an example of such com-
parison; the gPb-owt-ucm fails to localize correctly the lesion, while our method
outlines nicely the important region, using the estimated probabilities of lesion
boundaries.

4 Conclusions

In this paper we presented a novel method for automatic lesion detection in
breast ultrasound images. The method is based on multi-stage learning of object-
specific boundaries represented by a bag of robust features. The proposed method
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can be combined with segmentation algorithms that rely on object edge infor-
mation. We show an example of such combination of our method with one of
the state-of-art contour based segmentation algorithms. Our method improves
upon the results of the original algorithm.

The proposed method was tested on breast ultrasound images, with the goal
to automatically detect suspicious lesion boundaries. However, we believe that
the proposed method can be used by radiologists as an assistance tool during
the examination routine. In this case, our method may help to better localize
lesions and document the findings. Furthermore, since the method is general,
we are planning to apply it to the problem of automatic lesion detection in
mammogram images, and, possibly, in other modalities.
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Abstract. Effectiveness of breast cancer screening programs is enhanced by 

adding 3D automated breast ultrasound (ABUS) or breast MRI to standard X-

ray mammography for women at high risk or with dense breasts. However, 

these modalities are relatively sensitive to image artifacts and evaluation of 

these supplemental images requires additional manpower. Online automatic 

quality assessment (AQUA) in these images could be useful. In this work, the 

quality criteria that could be considered by an AQUA system for ABUS images 

were defined. First algorithms that are able to detect the described artifacts and 

quality aspects are presented, i.e. methods for nipple and rib detection are pro-

posed. Furthermore, a data base of 402 3D ABUS images of 42 women was 

collected and classified according to the above mentioned quality aspects. In 

this way, a data base for development of software tools could be established. 

Keywords: Automated Breast Ultrasound, Automated Image Quality Assess-

ment, Image Artifacts. 

1 Introduction 

Breast cancer is the most common cancer that affects women [1]: currently, approxi-

mately one in eight women develops breast cancer during her lifetime. Experiences of 

the last years have shown that screening programs reduce mortality significantly [2, 

3]. However, still about one third of breast cancers are detected in between screenings 

[4] and approximately 25-30% of screen-detected cancers can be detected retrospec-

tively on earlier mammograms [5]. This motivates clearly that the standard X-ray 

mammography breast cancer screening should be further improved, e.g. by adding 

ABUS (automated breast ultrasound) or breast MRI examinations for women at high 

risk or with dense breasts [6, 7, 8]. 

However, ABUS and breast MRI are susceptible to image artifacts and thus, are in 

demand for proper quality assurance. Visual inspection of the image data by trained 
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personnel is still the predominant method to ensure high quality images. But this 

common practice binds manpower of highly qualified personnel and hardly yields 

quantitative or objective judgments, as it strongly depends on the individual human 

visual system. 

When ABUS images are acquired, the technician controls by hand the typical ul-

trasound parameters (scanning depth, contrast, time gain). Furthermore, the technician 

is responsible for the positioning of the ABUS transducer on the woman’s breast and 

for the number of volumetric data sets that are acquired per breast and even though 

the personnel is well trained, there may occur image artifacts due to suboptimal ultra-

sound settings. Furthermore, wrong placement of the transducer or the patient as well 

as patient movement can cause artifacts.  

In the last years, several promising approaches towards an automated and objective 

image quality assessment for MRI images have been made, e.g. image noise extrac-

tion, patient motion and ghost artifact detection [9, 10]. However, such efforts are 

mainly restricted to study specific brain MRI applications. To our knowledge, there is 

no flexible and general applicable automated quality assessment tool on the market. 

Especially in breast MR and US, no software application can be found that assesses 

image quality of screening data at the time of acquisition. 

The aim of this work is to prepare the development of an automated quality as-

sessment (AQUA) system that inspects ABUS (and breast MR) images directly after 

or even during acquisition such that potential artifacts can be detected immediately 

and, when indicated, the examination can be repeated immediately without having to 

recall the patient. 

2 Material and Methods 

As a start, the focus was put on ABUS image quality assessment. All 402 volumetric 

ABUS images of 42 women included in this study were acquired at Radboud Univer-

sity Nijmegen Medical Center, the Netherlands, using a Siemens ACUSON S2000 or 

U-Systems SomoVu ABUS device. Based on this dataset, specific quality aspects 

were defined in close cooperation between a physician, a radiologist, three physicists, 

three biomedical engineers and three experts in image analysis. These criteria were 

not only induced by the clinical needs of professional radiologists who are supposed 

to interpret the images, but also by the requirements of several CAD software tools as 

chest wall detection [11] or lesion classification algorithms. All images were classi-

fied by a budding radiologist according to the previously defined criteria. Further-

more, a dedicated test ABUS examination was performed and the imaging procedure 

was analyzed for potential causes of image artifacts. 

So far, two algorithms for rib detection and for nipple detection were set up in a 

first version. In order to detect Ribs, a slightly modified version of the algorithm pre-

sented in [11, 13, 14] is used. In a first step, computations based on the eigenvalues of 

the smoothed Hessian (second order derivative matrix) are used to detect sheet-like 

structures. Both slice-wise 2D and full 3D eigenvalue computation was considered 

and the later was finally used. This type of procedure is known to produce a large 
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number of false positives, so a false positive reduction step is mandatory. In this case, 

in addition to the steps already used in the aforementioned reference (breast mask and 

distance to the nipple) a "rib probability map" was considered. To be precise, this 

probability map was constructed by considering the points detected as ribs in each 

slice. Projecting all such slices along the coronal axis and adding them up in order to 

get a single image that sums up the number of times each pixel had been found to be a 

rib candidate and dividing for the total number of slices in order to get the probability 

map. This is based on the fact that, once a rib is detected, its shadow is also detected 

in all subsequent slices along the mentioned axis. Consequently, candidate pixels in 

low probability areas where considered to belong to isolated regions mistakenly con-

sidered as rib candidates in few slices. 

In order to automatically determine the position of the nipple, a classical 2D nipple 

segmentation algorithm was used. First of all, a slice-wise nipple detection algorithm 

was run: 1) Lower intensity pixels were detected as candidates. 2) A canny edge de-

tector was run in the whole slice to try to detect nipple boundaries. 3) Each candidate 

point was paired with its corresponding boundary and an active shape algorithm was 

run to try to fit each boundary to a circle. Those points that succeeded were labeled as 

possible nipple positions. False positives were reduced by relating the 2D information 

obtained at each slice: the position of the nipple may not differ more than a prear-

ranged threshold. 

Table 1. Quality aspects of ABUS images and results of the manual classification process. 

3 Results and Discussion 

The image quality aspects that were found to be relevant in ABUS imaging and their 

relative frequency in the considered data set are listed in table 1 and described in de-

tail in the following section. As the AQUA software is intended not only to be an 

image analysis tool in the sense of image processing but also to test the validity of the 

DICOM tags, the following quality criteria cover both these aspects. 

Quality aspect Rating options (and results in %) 

Number of acquired views too few enough  

Scanning Depth too low (36) good (53) too high (11) 

Resolution too low (3) acceptable (42) good (55) 

Noise too prominent (14) acceptable (75) good (11) 

Contrast too low (1) acceptable (41) good (58) 

Brightness too low (5) good (93) to high (2) 

Edge shadows too prominent (20) acceptable (64) good (16) 

Number of air artifacts >1 (7) 1 (9) 0 (84) 

Discontinuities  too prominent (1) acceptable (2) good (97) 

Sinusoidal pattern  too prominent (10) acceptable (34) good (56) 

Visibility of ribs not visible (8) acceptable (17) good (75) 

Nipple position too near to edge (36) acceptable (16) good (48) 

Nipple / duct shadow too prominent (64) acceptable (21) good (15) 
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An AQUA tool should check whether the number of acquired views per breast 

corresponds to the breast (cup) size which is entered during the examination. The 

bigger the breast, the more different views have to be collected in order to represent 

the whole breast. 

Additionally, the scanning depth has to be surveyed. As the longitudinal resolu-

tion of the ultrasound image is inversely proportional to the scanning depth, there is 

always a trade-off between these quantities. The radiologist can only be sure to see 

the whole breast (in anterior-posterior direction) and not to miss some centimeters of 

tissue when the chest-wall, i.e. the pectoral muscle, is clearly visible on the image. 

This could be tested by an automatic chest wall detection or pectoral muscle segmen-

tation on the volumetric image data sets. The longitudinal resolution which is directly 

coupled to the scanning depth should not undergo a certain limit. The classification 

result in table 1 shows that the scanning depth was too low in 36% of the images. 

It is generally accepted that noise on medical images resulting in low image quality 

can largely limit the diagnostic usefulness. One idea to determine the noise level is to 

measure contrast (defined, for example, as the “standard deviation of the pixel intensi-

ties”), run a noise filter and then compute contrast again. This way, a measure of 

noise based on the difference in contrast could be established. 14% of the considered 

images were classified as noisy. 

The image contrast and the overall brightness have to lie within a certain range in 

order to allow best possible image analysis, both for clinical diagnosis, as well as for 

automated analysis lesion detection and classification. It might be useful to calculate a 

contrast value only in the foreground region of an image after a breast segmentation 

has discarded the background. As for the brightness, an AQUA tool could focus on 

the absolute intensities of the image (maximum intensities, intensity range) or try to 

analyze the distribution of intensities. In the latter case, one possibility would be to 

use shape measures such as skewness or kurtosis. According to the classification re-

sult (table 1), contrast and brightness are acceptable or good in most of the cases. 

Depending on the position and angle of the transducer frame, there might be sub-

stantial black areas at the edges of the images because the breast was compressed in 

such a way that there was no more tissue to be imaged. These shadow regions in the 

borders of the image do not convey useful information and might indicate that not the 

whole of the breast is visible (see figure 3). These black areas will be referred as 

“edge shadows”. In order to detect them, an edge shadow will be characterized as a 

set of rows (columns) adjacent to an image extreme holding that all their pixels are 

black (except for a small threshold to account for noise). The algorithm to measure 

these shadows, consequently, begins scanning at an image edge and proceeds row by 

row (column by column) until a non-black pixel is detected. The width (height) of the 

edge shadow is then determined as the number of rows (columns) times the dimen-

sions of the pixel. The edge shadows were found to be too prominent in 20 % of the 

images. 

Workshop on Breast Image Analysis 

In conjunction with MICCAI 2013

ISBN: 978-87-996443-0-8 Page 125 of 129



  

Fig. 1. Typical ABUS image artifacts. 1st line: transversal view with air artifact due to lack of 

contact fluid. 2nd line: sagittal view with discontinuities due to transducer bumping. 3rd line: 

sagittal view with sinusoidal pattern due to respiration. 4th line: transversal view with shadow 

due to nipple and ducts. 

Another common artifact in ultrasound imaging are shadows (air artifacts) caused 

by a lack of contact gel. If there is no good contact between the transducer and the 

skin via a contact fluid, the sound waves are reflected by the air between transducer 

membrane and skin. In this way, a characteristic pattern of some bright and dark 

stripes on the image near the surface is produced which quickly ends up in a shadow 

column in longitudinal direction (see figure 1). These air artifacts can be detected by 

blob detection, i.e. region labeling, algorithms that consider the shape and size of the 

shadow in all three dimensions as well as the characteristic resonance artifact near the 

surface. 16 % of the classified images contain at least one air artifact. 

As the volumetric image data set is reconstructed from several 2D ultrasound im-

age slices which are collected one after another by the transducer scanning over the 

breast, it is crucial that the transducer moves smoothly at constant velocity through its 

frame. If, however, the pressure of the transducer on the skin is too high or if there are 

hard tissue structures in the breast, the transducer motion may be hampered. In conse-

quence there will be discontinuities between the lines in the reconstructed images 

(see figure 1). Some kind of gradient image filter could detect the transducer bump-

ing. However, the image rating showed that this effect does not appear very frequent-

ly (1 %). 

Eventually, the success of the imaging process also depends on the cooperation of 

the patient. If the woman is breathing strongly, talking or coughing during the exami-
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nation, the volumetric image will show some kind of sinusoidal pattern in the recon-

structed image plane (see figure 1). This may also be detected by customized gradient 

image filters. Groundwork in this area has already been performed by Boehler and 

Peitgen [12]. This pattern was detected in 10 % of the considered images. 

In order to allow further automatic image analysis, i.e. chest wall detection or le-

sion segmentation, the images should fulfill some additional quality criteria even 

though these might be not this important for the radiologist, as for example the visi-

bility of ribs. A chest wall detection algorithm developed by Tan et al. [11] needs at 

least three ribs to be imaged with still enough shadow behind them so that they can be 

segmented reliably. In order to decide whether or not a sufficient number of ribs is 

clearly visible, a first version of a rib detection algorithm was implemented (see sec-

tion 2). In figure 2, some single steps and the result of the proposed algorithm are 

presented. In this case, the upper three ribs are segmented correctly while the bottom 

rib is detected in two separate parts. The correct counting in this case is still a pending 

challenge. According to the rating result, the ribs were not visible in 8 % of the imag-

es. 

    

Fig. 2. The different stages in automated rib detection from left to right: 1) typical ultrasound 

slice in coronal view where ribs are visible, 2) binary map of this slice, 3) sum projection of all 

slice-wise binary maps result in the probability map, and 4) the segmented ribs. 

Many times, a major concern in ultrasound breast images are the nipple and the 

ducts. On the one hand, the nipple is an important landmark which helps, e.g., com-

bining different views. On the other hand, the nipple can cause severe shadows in the 

ultrasound images due to entrapped air and lack of contact between transducer and 

skin (see figure 1). The ducts are also filled with air and, thus, can produce elongated 

shadow regions along their axes. These shadows may cover important structures in 

the breast image and hinder a solid diagnosis. This was the case in 64 % of the classi-

fied images.  

Furthermore, the position of the nipple relative to the rest of the breast in the image 

is a quality aspect that should be considered. The nipple being too close to the edge of 

the (laterally compressed) breast might constrain the view of the radiologist on im-

portant areas and induce uncertainty about the true edge of the breast. This effect was 

observed in 36 % of the images. Figure 3 presents an exemplary output of the pro-

posed nipple detection algorithm (see section 2), which allows computing the distance 

to the edge. 
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In order to translate the above described subjective human image quality criteria 

into an objective criterion, the single software tools will have to be trained by a ma-

chine learning algorithm on the classified image data set. As some artifacts only ap-

pear very rarely, it might be necessary to expand the image data base and to get the 

images classified by more than one radiologist. 

As soon as the single AQUA tools are in a stable version, they might be integrated 

to clinical practice as add-on. Depending on the false positive rate, the examination 

time might be increased needlessly for some woman. However, saving the effort of 

recalling women some days later for a repeated examination should outweigh this 

effect. Of course, the possible increase in workload and costs will have to be investi-

gated thoroughly. 

 

Fig. 3. Coronal views of the breast. Left: example for dominant “edge shadows” (the scan was 

aborted in this case). Middle: position of the nipple is very close to the edge of the breast. 

Right: example output image of the automatic nipple detection algorithm. The proposed nipple 

position is marked by a red star and coincides well with the true position. 

In the end, it should be practical to rely on AQUA findings alone for repeating a 

scan. However, it remains to be seen during the course of this study whether the com-

promise of additional visual conformation might be necessary. 

4 Conclusion 

Several ABUS image artifacts have been defined in an iterative process and found to 

be relevant at least for either the interpretation of the radiologist or an automatic post-

processing of the images. For many of the described artifacts, there exist already con-

ceptual designs or software prototypes that will be able to detect them. The total of 

402 test images was manually classified by a radiologist according to the previously 

defined quality criteria. In the future, the same definition process of quality criteria 

and manual image data rating will be performed for breast MR images. In this way, 

two classified image data bases will be established supporting the development of 

AQUA software tools. In the end, the different AQUA software tools will be com-

bined and managed by a single pipeline that can process the image data directly after 

acquisition and produce a quality report or pronounce warnings, when indicated. This 

quality assessment software could enhance the overall image quality in breast imag-

ing, hence simplify the interpretation by the radiologist and, finally, safe time and 

money. 
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